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Chapter 1

INTRODUCTION

Let (X, || ■ ||) be a normed linear space and K  be subset of X . For each x G X , 

we define the distance from x to K  by

d(x, K ) =  inf ||x
v&k "

(1.1)

If there exist a y0 G K  such th a t (1.1) holds, then y0 is called a b est  

approxim ation  to x in K . Denote by

Pk (x) := {y G K  | ||x -  y|| =  d ( x , K ) (1.2)

the set of all best approximations to x in K .

The map Pk  : X  ^  2K defined above is called the metric projection of X  

onto K  or the proximity map.

The problem of best approximation investigates, among others, the follow­

ing questions:

1. E xisten ce  of b est app roxim ation s : W hat conditions on X  and /or K  

ensure th a t the set Pk  (x) is nonempty for each x G X ?

2. U niq ueness of b est app roxim ation s : If there exists an element of 

best approximation, is it unique?
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3. C haracterization  o f b est ap p roxim ation s : Given an element y0 of 

a subset K  of X , and x G X  how does one recognize whether or not y0 

is a best approximation to x in K ?

In this thesis we consider the problem of simultaneously approximating 

elements of a set B  C X  by a single element of a set K  C X . This type of a 

problem arises when the element to be approximated is not known precisely but 

is known to belong to a set.Thus, best simultaneous approximation is a natural 

generalization of best approximation which has been studied extensively. The 

theory of best simultaneous approximation has been studied by many authors, 

see for example [4], [8], [25], [28], [26] and [12] to name but a few.

Analogous to the theory of best simultaneous approximation is the theory of 

relative Chebyshev Centres introduced by Garkavi [13], which has also been 

researched by several M athematicians e.g., [1], [18] and [12]. In the theory 

of relative Chebyshev centres, d (B ,K ) is denoted as rad B(K ) and it is called 

the restricted  radius of B  in K , the set of best simultaneous approximation 

S K (B) is denoted as CentK (B) and it is called the restricted  centre of B  in 

K . While the notations and definitions of the relative Chebyshev centre and 

the best simultaneous approximation of elements are different, the ultim ate 

aim and the general concept are the same. In this thesis, we shall study best 

simultaneous approximation in a R eal normed space. Hence (X, || ■ ||) will 

always be real.

1.1 Statement of the Problem

Let (X, || ■ ||) be a normed linear space and K  be subset of X . Denote by C (X ) 

a collection of subsets of X . Given a B  G C (X ), denote by

d (B ,K ) =  inf sup ||s — k||. (1.3)
keK se B

the distance from B to a subset K  of X .
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An element y0 G K  is called a b est sim ultaneous approxim ation  (b.s.a)

to a set B  G C (X ) in the set K  if

sup ||s — y0|| =  d(B, K ).
s e B

The set of all best simultaneous approximations to B  G C (X ) in K  is denoted 

by S K (B ). T hat is,

s k (B) =  {y G K  1 sup IIs — y ! =  d(B, K )}• (1.4)
se B

Equation (1.4) defines a set-valued map from C (X ) into the set of subsets of 

K . The map

S k  : C (X ) ^  2 k

defined by equation (1.4) is called the b est sim ultaneous approxim ation  

op erator .

Note th a t if B  =  {x}, a singleton, then

d(B, K ) =  d({x}, K ) =  inf ||x — y|| =  d(x, K ) and
y e K

S k  ({x}) =  P k  (x),

the metric projection.

Thus, if the set B  consists of a single element {x} C X  then the best simultane­

ous approximation to the set B  from K  is the same as the best approximation 

to x from K  and the simultaneous proximity map S K  (B ) is called the metric 

projection P k  (x).

D efin ition  1.1. Let K  C X  be nonempty and C (X ) be a collection of subsets 

of X . Then K  is said to be:

(i) sim ultaneous proxim inal relative to C (X ) if for each B G C (X ), the 

set S K (B ) is nonempty; i.e., each B G C (X ) has at least one best simul­

taneous approximation.
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(ii) sim ultaneous sem i-C h eb ysh ev  relative to C (X ) if for each B G C (X ),

the set SK (B ) is at most singleton; i.e., each B G C (X ) has at most one 

best simultaneous approximation.

(iii) sim ultaneous C hebyshev relative to C (X ) if for each B G C (X ), the 

set SK(B) is a singleton; i.e., each B G C (X ) has exactly one best simul­

taneous approximation.

It is clear from Definition 1.1 th a t a simultaneous Chebyshev set is one 

which is both simultaneous proximinal and simultaneous semi-Chebyshev.

The problem of simultaneous best approximation is concerned with the 

following questions:

1. E xisten ce  o f b est sim ultaneous ap p roxim ation s : i.e., given any 

B  G C (X ), what conditions on X  and /or K  will ensure th a t SK (B ) is 

nonempty?

2. U n iq u en ess o f b est sim ultaneous app roxim ation s : Given any

B G C (X ), under what conditions on X  and /or K  is the set SK(B ) a 

singleton?

3. C haracterization  of best simultaneous approximations: given an ele­

ment y0 of a subset K  of X , and a B  G C(X) how does one recognize 

whether or not y0 is a best simultaneous approximation to B  in K ?

4. C om p u tation  of best simultaneous approximation: are there algorithms 

for constructing a best simultaneous approximation to a B  G C (X )?

5. D egree , or Error of best simultaneous approximation: can one com­

pute the error d(B, K ), or at least get a good upper and /or lower bounds 

for it?

6. C ontinu ity  of best simultaneous approximation: how does the set of 

best simultaneous approximations to B, SK (B ), depend on B  G C (X )?
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In this thesis we will seek to address the questions of ex isten ce , un iq u en ess , 

and characterization  of best simultaneous approximations.

1.1.1 Some Properties of the distance functional and 
the simultaneous proximity map

In this subsection we look at some properties of the distance functional defined 

by equation (1.3) and the simultaneous proximity map given by equation (1.4).

L em m a 1.2. Let K  be a non-empty subset of a normed linear space (X, || • ||) 

and B G C (X ) be non-empty and bounded. Then the functional 0 : K  ^  R 

defined by

0(y) =  sup IIs — y||
se B

is continuous on K . In fact, 0 is Lipschitz continuous on K .

P ro o f . For any s G B  and y, z G K , we have, by the triangle inequality, tha t

I I s — y|| <  I I s — z ll +  ||y — z l|.

Taking the supremum over all s G B, we have

sup ||s — y|| <  sup ||s — z|| +  ||y — z||, i.e.,
se B se B

0(y) — 0(z) <  lly — z l|. (1 2̂ 1̂)

Interchanging the roles of y and z in equation (1.2.1), we get

0(z) — 0(y) <  lly — z II. (1.2.2)

From equations (1.2.1) and (1.2.2), we have th a t

|0(y) — 0(z)| <  lly — z |,

which proves the result. ■
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P rop osition  1.3. Let K  be non-empty subset of a normed linear space X  

and B G C (X ) be non-empty. Then for every y G X  and every A G R \  {0},

1. d(B +  y, K  +  y) =  d(B, K ).

2. d(AB,AK) =  |A |d (B ,K ).

3. S K+y(B +  y) =  SK (B) +  y.

4. SAK (AB) =  ASK (B ).

Proof.

1. From equation (1.3), we have

d(B +  y ,K  +  y) =  ,inf sup ||s +  y — (k +  y ) |ke K seB
=  inf sup IIs — k||

fce K sg B
=  d (B ,K )

2.

d(AB, AK) inf sup | As — Ak||
ke K se B
inf sup || A(s — k) ||
ke K se B
|A| inf sup ||s — k||

ke K se B
|A |d (B ,K )

3.

k0 G SK+y(B +  y)  ̂ '' sup ||s +  y — k0|| = inf  sup ||(s +  y ) — (k +  y) |
se B ke K se B
sup ||s — (ko — y)|| =  inf sup | s — k|
se B ke K se B
ko — y G S k  (B )

ko G s k  (B) +  y
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4. Now

k0 G SAK (AB) sup | As — k0|| =  inf sup ||As — Ak||
seB keK seB

|A| sup ||s — — k0|| =  |A| inf sup ||s — k||
seB A keK seB

sup ||s — — k0|| =  inf sup ||s — k||
seB A keK seB

Ak0 G SK (B)

k0 G ASk  (B). I

P rop osition  1.4. Let K  be a subset of a normed linear space X . I f  K  is 

simultaneous proximinal relative to C (X ), then it is closed.

P ro o f . Assume th a t there is an x G K  \  K . Then, for each y G K ,

d({x}, K ) =  d(x, K ) =  0 <  ||x — y||.

Therefore, no element of K  is a best simultaneous approximation to the set 

{x}, contradicting th a t K  is simultaneous proximinal. I

In the next Proposition we show th a t if C (X ) is the collection of bounded 

subsets of X , denoted by CB(X), then the set of best simultaneous approxi­

mations is closed and bounded.

P rop osition  1.5. Let K  be a closed subset o f a normed linear space X  and 

B G CB(X) such that K  if B  =  0. Then the set SK(B ) is closed and bounded.

P ro o f . Closedness of SK(B ): Let y G SK(B ). Then there exists a sequence 

(yU) in SK (B ) such th a t lim yU =  y. Since the sequence (yU)U is in K  and K  

is closed, we have th a t y G K . By Lemma 1.2, we have tha t

sup ||s — y|| =  lim sup ||s — yU|| =  lim d(B, K ) =  d(B, K ).
se B Û t t  se B Û t t

Therefore y G SK (B) and so SK (B) is closed.
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Boundedness of S K (B ): Since B  is bounded, there is a constant C  such 

tha t, for each s G B , we have ||s|| <  C . Now, for each y G S K (B ) and each 

s G B , we have

||y|| <  IIs — y|| +  Ils l|.

Taking supremum over all s G B , we have

||y|| <  sup ||s — y|| +  sup ||s|| <  d(B, K ) +  C  =  C'.
seB seB

Hence, S K (B ) is bounded. I

Recall th a t a set A C X  is said to be convex if Ax +  (1 — A)y G A  for every 

x, y G A and A G [0,1].

It is well known, see for example [18], th a t for a convex subset of K  of X , 

P K  (x), the set of all best approximations to x G X  in K , is convex. In the 

next proposition we extend this result to best simultaneous approximation and 

show th a t the set of best simultaneous approximations to B  G C (X ) in K , a 

convex subset of X , is also convex.

P rop osition  1.6. Let K  be a convex subset of a normed linear space (X, || • ||) 

and B  G C (X ). Then the set S K  (B ) is convex.

P ro o f . If the set S K (B ) is empty or a singleton, then it is obviously convex. 

Let y, z G S K (B) and A G [0,1]. Since y, z G K  and K  is convex, we have th a t 

Ay +  (1 — A)z G K . Then, for any s G B ,

IIs — [Ay +  (1 — A)z]ll =  ||A(s — y) +  (1 — A)(s — z )ll

<  A |s — yll +  (1 — A)||s — z II.

Taking supremum over all s G B, we have

d (B ,K ) <  sup ||s — Ay +  (1 — A)z|| <  A sup ||s — y|| +  (1 — A) sup ||s — z||
seB seB seB

=  Ad(B, K ) +  (1 — A)d(B, K ) =  d(B, K ).
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Therefore

sup ||s — Ay +  (1 — A)z|| =  d(B, K )
seB

and so Ay +  (1 — A)z G S K (B). I

It follows from Proposition 1.6 th a t if K  is convex, then the set of best 

simultaneous approximations to B  in K , if it is nonempty, either contains one 

element or infinitely many elements.

From the theory of best approximation we know th a t if we are approxim at­

ing an element x G X  from a set K  C X  and x G K , then a best approximation 

must lie in the boundary, S K , of K . The next proposition is a natural exten­

sion of this result in the setting of best simultaneous approximation.

P rop osition  1.7. Let K  be a closed convex subset o f a normed linear space 

(X, | • |)  and B G C (X ) such that K  if B  =  0. Then S K (B) C S K .

P ro o f . Let y G S k (B) be arbitrary. Then sup ||s — y|| =  d (B ,K ). Let
seB

r  =  d (B ,K ). since K  if B  =  0, we have r  >  0. Assume if possible th a t 

y /  S K . So y G in tK (interior of K). Thus there exists e >  0 such tha t

S =  {x G X |||x  — y|| < e } c  K.

Let e0 =  e(r +  e)-1 , s G B and ys =  y +  e0(s — y) G X . Note th a t 0 <  e0 <  1. 

Since

||ys — y|| =  e0 | s  — y|| <  e0r  <  e

ys G S C K  and for each s G B

r  =  d (B ,K ) <  sup ||t — ys ||. (1.7.1)
t e B

Since equation (1.7.1) is true for all s G B , it follows tha t

r  <  inf sup ||t — ys ||.
s e B  t e B
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On the other hand, for each t, s G B  we have

This implies th a t 

r  <  inf sup ||t — ys
s e B  t e B

< sup ||(t — y) —
t e B

=  (1 — e0)r <  r, 

which is absurd. This

P — ys! =  ||(t — y) — e0(s — y) | .

|| =  inf  sup ||(t — y) — e0(s — y) |
s e B  t e B

e0(t — y) |  =  (1 — e0 )su p P — y|| =  (1 — e0)su p p  — y!
t e  B  t e  B

completes the proof.
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Chapter 2

EXISTENCE OF ELEMENTS 
OF BEST SIMULTANEOUS 
APPROXIMATION

In this Chapter we address the question of existence of best simultaneous 

approximations. That is, given a subset K  of X  and a non-empty B  G C (X ), 

does there always exist an element of best simultaneous approximation to B 

from K ? W hat conditions on K  and /o r X  ensure the existence of an element 

of best simultaneous approximation to a B  G C (X )?

D efin ition  2.1. Let K  be a subset of a normed linear space (X, || • ||). A  

sequence (yn)n C K  is called a m inim izing sequence for a set B G C (X ) if

sup ||s — yn || ^  d (B ,K ) as n ^  to.
se B

Note th a t if B  =  {x} C X , a singleton set, then Definition 2.1 reduces to 

the usual one [See, for example [18] Pg 376].

D efin ition  2.2. A non empty subset K  of a normed linear space (X, || • ||) is 

said to be ap p roxim atively  com pact with respect to B G CB(X ) if every 

minimizing sequence for B in K  has a subsequence which converges to a point 

in K .
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In the context of best approximations the concept of approximative com­

pactness was introduced by Efimov and Stechkin [11].

In the paper of Beer and Pai [2], “approximative compactness” is referred 

to as “cent-compacf.

Singer [27] showed th a t an approximative compact subset of a normed linear 

space is proximinal. The following Theorem shows th a t this result extends, in 

a natural way, to the setting of best simultaneous approximations.

T h e o re m  2.3. An approximatively compact subset K  of a normed linear 

space (X, || • ||) is simultaneous proximinal relative to C (X ).

P ro o f. Let B  G C (X ) and (yn)n a minimizing sequence for B ; i.e.,

sup ||s — yn || ^  d (B ,K ) as n ^  to.
seB

Since K  is approximatively compact, there is a subsequence (ynfc)k of (yn)n 

which converges to some y G K . By Lemma 1.2, we have tha t

sup ||s — y|| =  lim sup ||s — ynfc || =  d(B, K ).
seB seB

Therefore y is a simultaneous best approximation of B  in K . ■

P ro p o s it io n  2.4. I f  K  is an approximatively compact subset o f a normed 

linear space (X, || • ||) and B  G CB(X ), then the set (B) is compact.

P ro o f. Let (yn)n be a sequence in (B ). Then, for each n G N,

sup ||s — y„|| =  d (B ,K ),
seB

and so sup ||s — yn || ^  d (B ,K ) as n ^  to. That is, (yn)n is a minimizing
seB

sequence for B. Since K  is approximatively compact there is a subsequence 

(ynk )k of (yn)n which converges to some point y G K . Since an approximatively 

compact subset of a normed linear space is closed and (B ) is closed when

K  is closed [see Proposition 1.5], we have th a t y G (B ). Hence (B ) is

compact. ■

13



L em m a 2.5. Let K  be a non em pty subset of a normed linear space (X, || • ||). 

Every minimizing sequence for B G CB(X) in K  is bounded.

P ro o f . Let B  G CB(X ) and (yn )n a minimizing sequence for B . Then

sup ||s — yn || ^  d (B ,K ) as n ^  to.
se B

Since the sequence I sup ||s — yn
seB

constant C  > 0 such tha t

converges, it is bounded; i.e., there is a
n

sup ||s — yn | <  C  for all n G N.
se B

Also, since B  is bounded, there is a constant C  >  0 such th a t

sup ||s | <  C .
se B

Now, for each n G N, we have th a t

<  ||s — yn || +  ||s | <  sup ||s — yn || +  sup ||s|| <  C  +  C .
se B se B

Hence, the sequence (yn)n is bounded.

n

D efin ition  2.6. A non empty subset K  of a normed linear space (X, || • ||) 

is said to be b ou n d ed ly  com pact if every bounded sequence in K  has a 

subsequence which converges to a point in K .

P rop osition  2.7. A non empty subset K  of a normed linear space (X, || • ||) 

is boundedly compact i f  and only if  for each closed ball S  in X , the set K  if S 

is compact.

P ro o f . Assume th a t K  is boundedly compact, and let S a closed ball in X  

and (yn)n a sequence in K  if S . Then the sequence (yn)n is bounded. Since 

K  is boundedly compact, the sequence (yn)n has a subsequence (ynfc)k which 

converges to some point y G K . Since S is closed, we have tha t y G S . That 

is, y G K  if S , and so K  if S is compact.
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Conversely, assume th a t for each closed ball S in X , the set K  if S is 

compact. Let (yn)n be a bounded sequence in K . Then, there is a constant 

r  >  0 such tha t ||yn || <  r  for each n G N. T hat is, for each n G N,

yn G B (0, r) =  Br := {z G X  | ||z|| <  r}.

Since, by our assumption, the set K  if Br is compact, the sequence (yn)n has 

a subsequence (ynfc)k which converges to some point y G K  if Br . So, starting 

with a bounded sequence (yn)n in K , we have shown th a t it has a subsequence 

which converges to a point in K . Hence K  is boundedly compact. ■

T heorem  2.8. Let K  be a non empty subset o f a normed linear space (X, || • 

II).Then K  is boundedly compact if any of the following is true:

(i) K  is compact;

(ii) K  is a closed subset of a finite-dimensional subspace of X ;

(iii) K  is a finite-dimensional subspace of X .

Proof.

(i) Assume K  is compact and let (yn)n be a bounded sequence in K . Since K  

is compact, the sequence (yn)n has a subsequence (ynfc)k tha t converges 

to a point in K . Hence K  is boundedly compact.

(ii) Let K  be a closed subset of a finite-dimensional subspace of (X, || • ||). 

Since the intersection of a norm-closed ball with a closed subset of a 

finite-dimensional subspace is compact, it follows from Proposition 2.7 

th a t K  is boundedly compact.

(iii) Let K  be a finite-dimensional subspace of (X, || • ||). Since every finite­

dimensional subspace of (X, || • ||) is closed, it follows from (ii) th a t K  is 

boundedly compact. ■
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P rop osition  2.9. Every boundedly compact subset K  of a normed linear 

space (X, || • |)  is approximatively compact.

P ro o f Let B  G CB(X ) and (yn)n a minimizing sequence for B . Then, by 

Lemma 2.5, the sequence (yn)n is bounded. Since K  is boundedly compact, 

the sequence (yn)n has a subsequence (ynfc)k which converges to some element 

y G K . Hence K  is approximatively compact. ■

C orollary 2.10. Let X  be a normed linear space. Then

1. Every compact subset of X  is simultaneous proximinal relative to CB(X) .

2. Every closed subset of a finite-dimensional subspace of X  is simultaneous 

proximinal relative to CB(X ) .

3. Every finite-dimensional subspace of X  is simultaneous proximinal rela­

tive to CB(X) .

T heorem  2.11. For a Banach space (X, || • ||) , the following statements are 

equivalent:

(1) X  is reflexive;

(2) Every closed convex subset of X  is simultaneous proximinal relative to 

CB(X ) ;

(3) Every closed linear subspace of X  is simultaneous proximinal relative to 

CB(X ) ;

(4) Every closed hyperplane in X  is simultaneous proximinal relative to 

CB(X ) .

Proof. (1) ^  (2): Let K  be a closed convex subset of X  and B  G CB(X). 

For each n G N, let

Kn =  {y G K  | sup ||s — y|| <  d (B ,K ) +  1 }.
seB n
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Then (Kn ) is a decreasing sequence of nonempty, closed, convex and bounded 

subsets of X . It follows th a t

s k (B) =  {y G K  1 sup ||s — y|| =  d (B ,K )}  =  Q  K n  =  0.
s e B  n eN

T hat is, K  is simultaneous proximinal relative to CB(X ).

(2) ^  (3): This is obvious since every closed linear subspace is a closed convex 

set.

(3) ^  (4): This is obvious since every closed hyperplane is a closed linear 

subspace.

(4) ^  (1): Let x * G S (X *) and

H  =  {x G X  : x *(x) =  1}.

Then H  is a closed hyperplane in X  and so is simultaneous proximinal relative 

to CB(X ). It follows tha t

S h  ({0}) =  Ph  (0) =  0.

Let xo G S H ({0}). Then

||xo|| =  d (0 ,H ) =  1

and x *(x0) =  1. T hat is, x * attains its norm at x0. By Jam es’ Theorem [16], 

X  is reflexive. ■

Sehgal V.M. and S.P. Singh [26] have proved th a t the distance functional 

0 : K  ^  R defined by: 0(y) =  sup ||s — y|| is weakly lower-semicontinuous.
s e B

Recall th a t a bounded closed and convex subset of a reflexive space is weakly- 

compact. Using these facts we can prove th a t a reflexive subspace is simulta­

neous proximinal relative to CB(X ).

T heorem  2.12. Let K  be a reflexive subspace of a normed linear space 

(X, || • ||). Then for any non-empty B G CB(X ) , there exists a best simultaneous 

approximation y0 G K  to B.
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P ro o f : Since B  is bounded, there exists an M  G R such tha t ||s|| <  M  for 

each s G B. Define a subset Y of K  by

Y  =  {y G K  : ||y^ <  2 sup ||s ||}.
se B

We show th a t d (B ,Y ) =  d (B ,K ).

Since 0 G Y , we have th a t

d(B, Y ) =  inf sup ||s — y|| <  sup ||s — 0|| =  sup ||s|| <  M.
y eY  y e B  s e B  s e B

Now, if z G K  \  Y , then ||z|| >  2 sup ||s|| and
s e B

sup ||s — z|| >  ||z | — sup ||s | >  sup ||s | >  d(B, Y ). (2.12.1)
s e B  s e B  s e B

If z G Y , then

d (B ,Y ) inf sup | s — y| <  sup | s — z
ye Y  se B se B

From (2.12.1) and (2.12.2), we have tha t, for all z G K ,

d(B, Y ) <  sup ||s — z||.
se B

From (2.12.3), we have tha t

(2.12.2)

(2.12.3)

d (B ,Y ) <  d (B ,K ). (2.12.4)

But since Y C K , we must have th a t

d (B ,K ) <  d (B ,Y ). (2.12.5)

We conclude from (2.12.4) and (2.12.5) tha t d (B ,K ) =  d(B, Y ) <  M , and this 

value cannot be assumed by a y G K  \  Y , because of the strict inequality in 

(2.12.1). Hence if a best simultaneous approximation to B  exists, it must lie 

in Y. By the reflexivity of K , the set Y is weakly-compact. Therefore, there 

exists a y0 G Y such tha t

sup ||s — y0|| =  d(B, Y ) =  d(B, K ).
se B

Hence y0 is a best simultaneous approximation to B  from K . ■
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Chapter 3

UNIQUENESS OF ELEMENTS 
OF BEST SIMULTANEOUS 
APPROXIMATION

In Chapter 2 we found out th a t if the set K  C X  satisfies certain conditions, 

then we can be sure to find an element say, y0 G K  th a t is a best simultane­

ous approximation to B  G C (X ). The natural question to ask is, is such an 

element unique or can we find other elements in K  tha t are also best simulta­

neous approximations to B  G C (X )? Convexity of (B ) implies th a t if such

an element is not unique then there are infinitely many best simultaneous ap­

proximations to the set B. We will try  to answer this question in this Chapter.

D efin ition  3.1. A normed linear space (X, || • ||) is said to be str ictly  convex  

(or rotun d ) if for x ,y  in X , x =  y, ||x|| =  ||y|| =  1, and 0 <  A <  1 imply that 

llAx +  (1 — A)y|| <  L

Geometrically, a strictly convex space is one in which the boundary of the 

unit ball contains no line segments. There are useful alternate formulations of
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strict convexity as shown in the next Lemma.

L em m a  3.2. Let (X, || • ||) be a normed linear space. Then the following 

statements are equivalent:

(i) X  is strictly convex;

(ii) x ,y  G X  \  {0} and ||x +  y|| =  ||x|| +  ||y ||, imply that x =  Ay for some 

A > 0;

(iii) ||x|| =  ||y|| =  | | | |  =  1 implies x =  y ;

(iv) extU (X ) =  S (X ) .

Proof of Lemma 3.2 can be found in [18] pg 384.

D efin itio n  3.3. Let (X, || • ||) be a normed linear space. A set B G CB(X ) is 

said to be re m o ta l with respect to a subset K  of X  i f  for each y G K  there is 

an element s0 in B such that

II s0 — y|| =  sup | |s  — y||.
se B

It is obvious th a t a compact subset of a normed linear space is remotal 

with respect to any subset of X .

T h e o re m  3.4. I f  K  is a closed convex subset of a strictly convex normed 

linear space (X, || • ||) and B a subset o f X  which is remotal with respect to 

K , then the set (B) is at most a singleton.

P ro o f. If (B ) is empty or a singleton, then there is nothing to prove.

Assume th a t y i,y 2 G (B ). Then, since the set (B) is convex, we have

th a t y0 =  2 (y1 +  y2) g (B). Since B  is remotal with respect to K , there is

an s0 G B  such th a t

sup ||s — y01 =  ||s0 — y0 ||.
se B
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Now, since

|s0 — yi|| <  sup ||s — yi|| =  S, ||s0 — y2 1 <  sup ||s — y2 1 =  S and
se B se B

2
s0 — yi \ +  / s0 — y2

2I s0 — y0 || =  s0 — 2 (yi +  y2) 

it follows th a t

||s0 — yi | =  S and ||s0 — y2 1 =  S.

Strict convexity of X  implies th a t s0 — yi =  s0 — y2 and so yi =  y2.

S,

As noted above, a compact subset of a normed linear space X  is remotal 

with respect to any subset of X , and so the following result is obvious:

C orollary 3.5. I f  K  is a closed convex subset of a strictly convex normed 

linear space (X, || • ||), then for each B G K (X ) , where K (X ) is the collection 

of compact subsets of X , the set (B) is at most a singleton.

D efin ition  3.6. [18] Let (X, || • ||) be a normed linear space and B G CB(X) . 

The set B is said to be sup-com pact with respect to a subset K  of X  i f  for 

each y G K  each maximizing sequence (sn )n  C B, i.e., a sequence satisfying 

||y — sn || ^  sup ||s — y ||, has a subsequence convergent in B .
s e B

L em m a 3.7. I f  B G CB(X ) is sup-compact with respect to K  C X , then it is 

remotal with respect to K .

Proof. Let B  C X  be sup-compact with respect to K  C X , y G K  and 

(sn )n  be a maximizing sequence in B . Then (sn )n  has a subsequence (sn k)k 

convergent to s0 G B . By continuity of the norm we have, for each y G K

lly — s0II =  lim ||y — sn fc! =  sup ||s — y!
s e B

Hence B  is remotal with respect to K . ■

Combining Theorem 3.4 and Lemma 3.7 we get the following Corollary.
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C orollary 3.8. Let K  be a closed convex subset of a strictly convex normed 

linear space (X, || ■ ||). I f  B  G CB(X ) is sup-compact with respect to K , then 

the set (B) is at most a singleton.

D efin ition  3.9. [1] A normed linear space (X, || ■ ||) is said to be str ictly  

convex w ith  resp ect to  its linear subspace K  if its sphere contains no 

line segment parallel to a line segment in K , i.e., x, y G X ,

x|
x +  y 

2
1, x y G k ^ x y.

It is clear th a t X  is strictly convex if and only if it is strictly convex 

with respect to itself and if X  is strictly convex with respect to K , then it 

is strictly convex with respect to every G C K . Furthermore, each subspace 

X 0, K  C X 0 C X , is strictly convex with respect K , and in particular K  itself 

is a strictly convex subspace.

T heorem  3.10. [1] For a subspace K  of a normed linear space (X, || ■ ||), the 

following statements are equivalent.

(i) X  is strictly convex with respect to K ;

(ii) (B ) is at most a singleton for every subset B  of X  that is remotal 

with respect to K ;

(iii) (B ) is at most a singleton for every compact subset B  of X ;

(iv) For every set {xi ,x 2} C X  of two elements, ({xi ,x 2}) is at most a 

singleton;

(v) Every line segment in K  is a Chebyshev set.

P ro o f . (i) ^  (ii). If (B ) is empty, then there is nothing to prove. O th­

erwise, we may assume th a t d (B ,K ) =  1 and let yi ; y2 G (B). Then since
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Sk  (B) is convex, we have th a t yi+y2 G Sk  (B ). Using the fact th a t B  is 

remotal, it follows th a t there exists an s0 G B  such tha t

s0
yi +  y2

2
sup
se B

s — yi +  y2
2

1 .

Now since ||s0 — yi || <  d(B, K ) =  1, ||s0 — y2|| <  d(B, K )

2 1|s0 — yi | +  2 1|s0 — y2|| <  1, it follows tha tI „ yi+y2ls0 ------2

1, and

s0 — yi S0 — y21 =  1.

Since (s0 — yi ) — (s0 — y2) =  y2 — yi G K , and X  is strictly convex with respect 

to K , it follows th a t yi =  y2.

(ii) ^  (iii) ^  (iv): This is obvious.

(iv) ^  (i): Assume (i) is not satisfied. then there exist x ,z  G X  such th a t

x| z
x +  z 

2
1, and x — z G K, but x =  z. (3.10.1)

By homogeneity of the norm, we assume d({ X p , — ( } ,  K ) =  1.

Let B  =  {X+2 , — (X+2)} . We show th a t X p G Sk (B) and X p G Sk (B).

Note th a t since K  is a linear subspace and x — z G K , it follows th a t both X-2 

and 2—2 are elements of K . Now, since

x +  z x — z
2 l 2 )

x +  z 
2

x — z
2

x| =  1 ,

x +  z z —x
2 l 2 ) x| 1
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x +  z 
2

z — x 
2

z| =  1 ,

we have th a t

x — z z — x |  / l x  +  z — (x +  z)
C Sk2 2 2 2 

which contradicts (iv). Thus the statem ents (i)-(iv) are equivalent.

(i) ^  (v): If there is a line segment in K  which is not Chebyshev, then 

there are points yi , y2 G K, yi =  y2 and a point x /  [yi , y2] such th a t 

[yi ,y 2] =  P[y i ,y2](x). Then ||x — yi | =  ||x — y2|| =  ||x — y i+y2 || and since 

(x — yi ) — (x — y2) =  y2 — yi G K , (i) is contradicted.

(v) ^  (i): Assume (i) is not satisfied. Then there are distinct points u ,v  G X  

satisfying (3.10.1). By the Hahn-Banach theorem, there is an x* G S (X *) such 

tha t

x * u +  v 
2

u +  v 
2

Then

1 x
u +  v 

2

This shows tha t

C laim : x*(u) =  1

=  2 x *(u) +  2 x *(v)

<  1 |x*(u)| +  1 |x*(v)| <  1  

2 |x*(u)| +  2 |x*(v)| =  1

x *(v). Note first th a t

2 x *( u ) + 2  x *(v)

x*(u) <  |x*(u)| <  ||x*||||u|| =  1.

Similarly, x* (v) <  1. If x*(u) <  1, then, since |x*(u) +  |x*  (v) =  1, we must 

have th a t x*(v) >  1, which is impossible. Therefore, x*(u) =  1. Similarly, 

x*(v) =  1.
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Each y in the line segment [0, u — v] can be w ritten as

y =  A.0 +  (1 — A)(u — v) =  (1 — A)(u — v) for some A G [0,1].

Therefore

x*(y) =  x*((1 — A)(u — v)) =  (1 — A)(x*(u) — x*(v) =  0.

We have shown tha t there is an x* G S (X *) such th a t

>

x*(y) =  0 for all y G [0,u — v], and 

x*(u — 0) =  x*(u) =  1 =  ||u|| =  ||u — 0||, >

x*(u — (u — v)) =  x*(v) =  1 =  ||v|| =  ||u — (u — v)||.

This shows th a t 0 and u — v are both best approximations to u from the line 

segment [0, u — v]. This shows th a t the line segment [0, u — v] is not Chebyshev, 

which shows tha t (v) fails. ■

Amir and Ziegler [1] have shown th a t if d im K  =  1, then X  is strictly convex 

if and only if K  is a Chebyshev set. They also gave some examples of spaces 

which are not strictly convex with respect to any subspace of dimension greater 

or equal to two: 1 2 3

1. C0(T), the space of continuous functions which “vanish at infinity” on a 

topological space T ;

2. L i (^) for p any measure;

3. the space Ci [a, b] of continuous real-valued functions with the L i-norm.

D efin ition  3.11. A normed linear space (X, is said to be uniform ly

convex if, given any e >  0, there is a 5(e) >  0 such that whenever x ,y  G X ,
x + y

x| 1 and ||x — y|| >  e, then
2

< 1 — 5(e).

The concept of uniformly convex spaces was introduced by Clarkson[5] in 

1936. It is easy to show th a t a normed linear space (X, || ■ |)  is a uniformly
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convex if and only if whenever (xn) and (yn) are sequences in X  such th a t 

||xn | —  ̂ d, |y n | —  ̂ d and | |2 (x„ +  yn)|| —  ̂ d, then ||xn — yn|| —  ̂ 0.

The following are examples of uniformly convex spaces:

1. The Lp spaces for 1 <  p <  to. The proof follows easily from the Clarkson 

inequality.

2. The l p spaces for 1 <  p <  to.

3. Every inner product space.

Note th a t L i and Lro are not uniformly convex.

It was shown by Milman[19] and Pettis [24] th a t every uniformly convex 

space is reflexive.

It is well-known [See for example [15] pg.66] th a t a closed convex subset of 

a uniformly convex Banach space is Chebyshev. We state this result formally:

T heorem  3.12. Let K  be a closed convex subset of a uniformly convex Banach 

space (X, || ■ ||). Then K  is Chebyshev.

The following result is a natural extension of Theorem 3.12 to the setting 

of simultaneous best approximations.

T heorem  3.13. Let K  be a closed convex subset of a uniformly convex Banach 

space (X, || ■ ||). Then for each B  G CB(X), we have that the set Sk (B ) is a 

singleton.

P ro o f . Let B  G CB(X). Then, by 1 ^  2 of Theorem 2.11, we have th a t 

Sk  (B) is nonempty.

Let yi , y2 G Sk  (B ). Since the set Sk  (B ) is convex [see Proposition 1.6], 

we have th a t y0 =  i ( y i +  y2) G Sk (B ). T hat is,

sup ||s — y0|| =  sup ||s — yi || =  sup ||s — y2|| =  d(B, K ) :=  d.
seB seB seB
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By the characterisation of a supremum, there is a sequence (sn) in B  such th a t 

||Sn — y0 || ^  d as n ^  to. Now, since y0 — Sn =  2(yi — Sn) +  2(y2 — Sn) and 

for j  =  1,2 and n G N,

j  — Sn| <  sup ||yj — s|| <  d,
s e B

we must have tha t, for each j  =  1, 2

lim ||yj — Sn | =  d.n^ro

T hat is, for each j  =  1, 2,

/i — Sn | d, ||y2 — Sn | d, and || 2(yi —Sn H 1 ^  —Sn )
ii n ^ r o  7

70 — Sn l| ----  ̂ d.

By uniform convexity of X , we have tha t

h — y2 ! =  ! 2 (yi — Sn) — 2 (y2 — Sn) !   ̂ °.

It follows th a t yi =  y2.

If we wish to have uniqueness of the set of best approximations for an arbi­

trary  bounded subset B  of X , it will be necessary to strengthen the convexity 

hypothesis. More precisely, we need the following generalisation of uniform 

convexity: the concept of uniform  con vexity  in every  d irection  whose ge­

ometrical significance is th a t the collection of all chords of the unit ball th a t are 

parallel to a fixed direction and whose lengths are bounded below by a positive 

number has the property th a t the midpoints of the chords lie uniformly deep 

inside the unit ball. This notion of convexity was introduced by A.L Garkavi 

[14] to characterize normed linear spaces for which every bounded subset has 

at most one Chebyshev centre.

D efin ition  3.14. Let K  be a convex subset of a normed linear space

(X, || ■ |) .  The space X  is said to be uniform ly convex w ith  resp ect to
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every d irection  in K  (Uced-K) if  for every k G K  \  {0} and every e >  0, 

there exists a 5 =  5(k, e) >  0 such that

x 1, x —y Ak,
x +  y 

2
> 1 5 ^  |A| <  e.

Day, James and Swaminathan [6] have given the following equivalent defi­

nition for uniform convexity in every direction:

A normed linear space X  is said to be uniformly convex with respect to every 

direction in K  C X  if there are sequences (xn)n and (yn)n in X  and a nonzero 

member z of K  for which

(a) ||xn || =  ||yn || =  1, for every n,

(b) xn — yn =  An Z, for every n,

(c) ||xn +  yn !  ̂ 2,

then An ^  0.

Amir and Ziegler [1] have established th a t if K  is a subspace of X , then uni­

form convexity of X  with respect to every direction in K  is both necessary as 

well as sufficient in order tha t (B ) be at most a singleton for every bounded

subset B  of X .

T heorem  3.15. [1] The space X  is Uced-K if and only if  (B ) is at most a

singleton for every bounded B C X .

Proof. ^ :  Assume (B ) is not a singleton, and let yi ,y2 be two distinct

elements of (B ). Then by convexity of (B ) we have th a t y0 =  y i+y2 is

also in (B ). T hat is,

sup ||s — y0|| =  sup ||s — yi || =  sup ||s — y2|| =  d(B, K ) :=  d.
se B se B se B
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By the characterization of the supremum, we can choose a sequence (xn ) C B 

such th a t ||y0 — xn || ^  d. Since

I|y0 — xJ  <  2 ||yi — xJ  +  1 ||y2 — xJ  

1 1
< - s u p  ||s — yi I +  — sup ||s — y2 1 <  d,

2 seB 2 seB

it follows th a t
1 1
-  lim ||yi — xn || +  -  lim ||y2 — x J  =  d.2 n^ ^  2 n^ ^

Hence lim ||yj — xn || =  d, for each i =  1, 2. We may assume th a t 

llyi — xn | >  ||y2 — xn | and take Zn =  yi +  tn (y2 — yi) with tn > 1 chosen 

so th a t ||Zn — xn || =  ||yi — x J .  Let Un =  (yi — xn ) / ||y i — xn | and Vn =

(Zn — xn)/|Z n  — xn||.

Then

2 — 11 Un || +  11 vn 11 >  11 un +  vn 11 >

since Zn =  yi +  tn(y2 — yi)

>

1
h  — xn| 

1
h  — xn| 

1
/i xn |

1
/i xn |

1
h  — xn| 

1
h  — xn|

!i xn +  Zn xn I

/i +  yi +  tn(y2 — yi) — 2x^

||2yi +  tn (y2 — yi) — 2xn |

||2yi +  y2 — yi — 2 x J  since tn > 1

2 |  — xn

Il2(y0 — x" )!

■|2 (y0 — xn)|| =  2Then 2 >  lim ||un +  vn || >  lim  -----------.
n n ||yi — xn ||

|u n +  vn || ^  2 while un — vn G K  and it does not tend to 0, so th a t the 

Uced-K condition is not satisfied.

^ :  Assume th a t X is not Uced-K . Then there exists z G K  \  {0} and two
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sequences (xn)„, (yn)n in K  satisfying ||xn|| =  ||yn|| =  1, xn — yn =  AnZ,

|An | >  A >  0 and || Xn+y" || ^  1. Let un =  Xn+y" , B  =  {± u n; n =  1,2,...}. 

Since ||un || ^  1, it follows th a t d(B, K ) =  1 and 0 G (B). However, we also 

have ±Af G (B ) since

Un ±
Az

Y
xn +  yn , A / \

±  (xn — yn)2 2 An

1 A 1 A
( 2 ±  2 A )xn +  ( 2 ^  2 a )yn2 2 An 2 2 An

and since 2 An < i  we have

±  Az Un ±  - y < 1 1  ± A2 2An
1 A

+  1 2 T  2An

and so Af is also in (B) which is therefore not a singleton.

A

1

By looking at the previous Chapter and what we have done in this Chap­

ter, it is evident tha t for a set K  subset of X  to be simultaneous Chebyshev 

with respect to CB(X ), we need to impose certain conditions on B  G C (X ), K  

and the unit ball of the underlying space X . It is im portant also to note the 

balance tha t exists among these conditions; by strengthening some of them, 

we are allowed to weaken others.
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Chapter 4

CHARACTERIZATION OF 
BEST SIMULTANEOUS 
APPROXIMATIONS

In this Chapter we consider the problem of characterization of elements of best 

simultaneous approximation, i.e., the problem of finding necessary and suffi­

cient conditions in order th a t an element y0 G K , K  a subset of a normed linear 

space (X, || ■ ||), be an element of best simultaneous approximation to a bounded 

subset B  of X , and some consequences of these characterizations. Most of the 

work in the sequel is adapted from [20], [21] and [22] where similar characteri­

zation results are shown for elements of best simultaneous approximation from 

a closed convex set to a bounded subset of a conditionally complete Lattice 

Banach space. Our results are shown for best simultaneous approximations 

from a closed convex set to a remotal subset of a normed linear space X .

We start by stating the following theorems which are the main tools th a t will 

be used in the Chapter.

T heorem  4.1 . (Basic Separation Theorem). Let A and B be disjoint convex 

subsets of X . Assume A has an interior point. Then there exists non-zero
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linear functional 0 G X * and c G R such that 0(x) >  c for all x G A and 

0(y) <  c for all y G B .

T heorem  4.2 . (Krein-Milman Theorem). Let X  be a locally convex Hausdorff 

space, and K  C X  a convex, compact subset. Then

1. The extremal set o f K  is nonempty.

2. K  =  co(ext(K )) (i.e., K  is the closure of the convex hull of the extremal 

points of K ).

Recall th a t a closed bounded subset B  of a normed linear space (X, || ■ ||) 

is said to be rem otal if for each x G X  there is an element s0 G B  such th a t

||s0 — x|| =  sup ||s — x||.
seB

Note th a t every compact subset of a normed linear space (X, || ■ ||) is remotal.

Deutsch and Maserick [7], gave the following main characterization Theo­

rem for elements of best approximation.

T heorem  4.3 . Let K  be a convex subset o f a normed linear space (X, || ■ ||) 

and x G X  \  K . An element y0 G K  is a best approximation to x if and only 

i f  there exists an x * G X * such that

(i) llx* || =  1;

(ii) x*(y0 — y) >  0 for each y G K ;

(iii) x*(x — yo) =  ||x — yo||.

The next Theorem is a natural extension of Theorem 4.3 to the setting of 

best simultaneous approximation.

T heorem  4.4. Let B be a remotal subset o f a normed linear space, K  a closed 

convex subset of X  such that B if K  =  0 and y0 G K .Then y0 G (B ) if and

only if  there is an x* G X * and an s0 G B  such that
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(i) l|x*|| =  1;

(ii) x*(s0 — y0) =  sup ||s — y0|| and
seB

(iii) x*(y0 — y) >  0 for y G K .

P ro o f . Assume th a t y0 G (B). Then

sup ||s — y0|| =  inf sup ||s — y|| =  d(B, K ).
seB yeK seB

Since B  is remotal, there is an element s0 G B  such tha t

||s0 — y01 =  sup ||s — y0 | := 8.
seB

Since B  f  K  =  0 and K  is closed, it follows th a t 8 >  0. Let

S =  {x G X  | ||s0 — x|| <  8}.

Then the sets S and K  satisfy the conditions of the Separation Theorem (The­

orem 4.1). Therefore there is a 0 G X * \  {0} and a k G R such tha t

0(x) >  k for all x G S and 0(y) <  k for all y G K.

By continuity of 0, we have th a t 0(x) >  k for all x G S . It follows th a t

0 (y0) =  k .

Now, there is a c G R (viz. c =  0 (s0) — k) such th a t 

0 (s0 — x) <  c for all x G S and 0 (s0 — y) >  c for all y G K. (4.4.1)

It follows from the above th a t 0 =  0 (s0 — y0) =  c. Since S is a ball of positive
80

radius, we have tha t c >  0. Set x* =  — . Then x* G X * and, for any x G S ,
c

x* (s0 — x) =  80(S0 x) <  8 (4.4.2)

and, for all y G K ,

x*(s0 — y) =  80(S0c — y) >  8. (4.4.3)
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From equations (4.4.2) and (4.4.3), we have th a t

x*(s0 — y0) =  8 =  sup ||s — y01|, (4.4.4)
seB

which establishes (ii).

From equation (4.4.4), we have tha t

||s0 — y0 | <  sup ||s — y0|| =  x*(s0 — y0) =  |x*(s0 — y0)| <  ||x*||||s0 — y01|.
seB

It follows th a t ||x*|| >  1.

C laim : ||x*| =  1. If not, then there is a z G X  with ||z|| =  1 such th a t 

x*(z) >  1. Let w0 =  s0 — 8z G X . Then ||s0 — w0|| =  8 and so w0 G S . But 

then

x*(s0 — w0) =  x*(8z) =  8x*(z) >  8,

which contradicts equation (4.4.2). It now follows th a t ||x*|| =  1, which estab­

lishes (i).

Noting th a t 0(y0 — s0) =  — c and th a t 0 (s0 — y) >  c for all y G K , it follows 

tha t, for all y G K ,

0 (y0 — y) =  0 (y0 — S0 +  S0 — y) =  0 (y0 — S0) +  0 (s0 — y) >  — c +  c =  0. 

Since 8 >  0 and c >  0, we have tha t, for all y G K ,

x*(y0 — y) =  > 0,c

which establishes (iii).

^ :  Assume th a t there is an x* G X * and an s0 G B  satisfying (i), (ii), and 

(iii) and let y G K . Then

sup ||s — y0|| =  x*(s0 — y0) =  x*(s0 — y +  y — y0)
seB

=  x * (s0 — y) +  x *(y — y0)

<  x*(s0 — y)

<  | s 0 — y!

<  sup ||s — y |.
seB
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Hence y0 G SK (B). ■

R em ark 4.5. Note th a t if K  is a closed linear subspace of X , then condition 

(iii) of Theorem 4.4 reduces to “x*(y) =  0” for each y G K .

C orollary 4 .6 . Let B  be a compact subset of a normed linear space, K  a 

closed convex subset of X  such that B  if K  =  0 and y0 G K . Then y0 G (B ) 

if and only if there is an x* G X * and an s0 G B  such that

(i) l|x*|| =  1;

(ii) x*(s0 — y0) =  sup ||s — y0|| and
seB

(iii) x*(y0 — y) >  0 for y G K .

A natural generalization of the problem of characterization of elements of 

best simultaneous approximation is the problem of simultaneous characteriza­

tion of a set of elements of best simultaneous approximation: given X , K  a 

closed convex subset of X  and B  G CB(X) and a subset M  of K , what are the 

necessary and sufficient conditions in order th a t every element m 0 G M  be an 

element of best simultaneous approximation of B  by the elements of K ? We 

get the following as a Corollary of Theorem 4.4.

C orollary 4.7 . Let B  be a remotal subset o f a normed linear space X , K  a 

closed convex subset of X  such that B if K  =  0 and M  C K . Then M  C (B ) 

i f  and only if there exists x* G X * and s0 G B  such that

(i) l|x*|| =  1;

(ii) x*(s0 — m) =  sup ||s — m|| for all m  G M ; and
seB

(iii) x*(m — y) >  0 for y G K , and all m  G M .

P ro o f . ^ :  Assume th a t M  C (B). Choose and fix m 0 G M . Then, by

Theorem 4.4 there exists x* G X * and s0 G B  such tha t

||x*|| =  1;
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(4.7.1)

and

x*(s0 — m 0) =  sup ||s — m 0|| =  d(B, K );
seB

x * (m0 -  y) >  0 for y G K.

Let m  G M  be arbitrary. Then from (4.7.1)

x*(s0 — m 0) =  sup || s — m 0|| =  d(B, K ) =  sup ||s — m
seB seB

Now,

(4.7.2)

(4.7.3)

x*(s0 — m) <  ||x*||||s0 — m|| <  sup ||s — m|| =  sup ||s — m 0||
seB seB

=  x*(s0 — m 0) =  x*(s0 — m) +  x* (m — m 0)

< x*(s0 — m) since, by (4.7.2), x*(m — m 0) <  0.

Thus, for each m  G M ,

x*(s0 — m) =  sup ||s — m|| =  d(B, K ), which proves (ii).
seB

Finally, for each y G K  and each m  G M , we have by (4.7.3),

x*(m — y) =  x*(m — s0) +  x*(s0 — m 0) +  x*(m0 — y)

=  —d(B, K ) +  d(B, K ) +  x*(m0 — y) =  x*(m0 — y) >  0.

T hat is, for all y G K  and all m  G M,

x*(m — y) >  0.

^ :  This is an immediate consequence of Theorem 4.4. ■

4.1 Characterization of elements of best si­

multaneous approximations in terms of the 

extremal points of U (X *)

In this section we introduce the concept of extreme points of a set and char­

acterize elements of best simultaneous approximation in terms of extremal
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subsets of a normed linear space.

D efin ition  4.8. Let A be a closed convex subset o f a topological linear space 

X . A non-empty subset M  C A is said to be an ex trem al su b set of A, if a 

proper convex combination Ax +  (1 — A)y, 0 < A <  1, of two points x and y of 

A lies in M  only if both x and y are in M .

An extremal subset of A consisting of just one point is called an extremal 

point of A. We shall denote by ext(A) the set of all extremal points of A. 

Using Theorem 4.4, we shall prove the following property of best simultaneous 

approximations.

T heorem  4.9. Let B be a remotal subset o f a normed linear space, K  a closed 

convex subset o f X  such that B if K  =  0 and y0 G K . Then y0 G (B ) i f  and 

only if there an s0 G B  and for each y G K  there is an x*(= x*) G X * (which 

depends on y) such that

(i) x * G ext(U (X *));

(ii) x*(s0 — y0) =  sup ||s — y0|| and
seB

(iii) x*(y0 — y) >  0.

Proof. ^ :  Assume th a t y0 G (B). Since B  is remotal, there is an element

s0 G B such tha t ||s0 — y0|| =  sup ||s — y0||. Set
seB

E =  {x* G U (X *) | x*(s0 — y0) =  sup ||s — y01},
seB

and for each y G K , set

Ey =  {x* G E 1 x *(y0 — y) =  sup ^ (y0 — y)}.

By Theorem 4.4, the set E is nonempty. The set E is a weak*-compact subset 

of U (X *). We show tha t E is an extremal subset of U (X *). To tha t end, let
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0 G E , A G (0,1) and 0 =  Ax* +  (1 — A)x*, where x1, x2 G U (X *). Then, since 

0 G E , we have tha t

||s0 — y0|| =  sup ||s — y0 || =  0 (s0 — y0) =  Ax1 (s0 — y0) +  (1 — A)x*(s0 — y0).
seB

Note th a t |x 1 (s0 — y0)| <  ||s0 — y0 ||(=  sup ||s — y0||) and |x*(s0 — y0>| <  ||s0 — y0|
seB

C laim : x*(s0 — y0) =  sup ||s — y0|| and x2(s0 — y0) =  sup ||s — y0||.
seB seB

If x*(s0 — y0) <  sup ||s — y0||, then, since 0 <  A < 1, we have th a t
seB

sup ||s — y0 || =  0 (s0 — y0) =  Ax*(s0 — y0) +  (1 — A)x*(s0 — y0)
seB

< A sup ||s — y0| +  (1 — A) sup ||s — y0| =  sup ||s — y01,
seB seB seB

which is absurd.

A similar conclusion results if one assumes th a t x*(s0 — y0) <  sup ||s — y0|.
seB

It is obvious th a t ||x*|| =  1 =  ||x2|. It now follows th a t x*, x2 G E and so E is 

an extremal subset of U (X *).

For each y G K , the linear functional y0 — y on X  * given by 

y 0 ^ y (x*) =  x *(y0 — y) , x * G X *

is weak*-continuous and therefore must a tta in  its supremum on E. It thus 

follows th a t for each y G K , the set Ey is nonempty. Furthermore, Ey is a 

weak*-compact extremal subset of E . By Theorem 4.2, Ey has an extremal 

point x * which must also be an extremal point of E and also of U (X *). That 

is, x* G ex t(U (X *)). By Theorem 4.4, there is a 0 G E such th a t 0(y0 — y) >  0. 

Since x* G Ey, we have tha t

x *(y0 — y) =  sup ^ (y 0 — y) >  0 (y0 — y) >  0,
^e£

which establishes (iii).

^ :  Let y G K . Then there is an x* G X * such th a t (i), (ii) and (iii) hold.
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Therefore

sup IIs — y0H =  x* (s0 — y0) =  x * (s0 — y) +  x * (y — y0)
seB

< x*(s0 — y) <  llx*| | | s 0 — y||

=  IIs0 — y|| <  sup ||s — y||.
seB

Hence, y0 G (B ). ■

C orollary 4.10. Let B be a remotal subset o f a normed linear space (X, || • ||), 

K  a closed convex subset o f X  with B if K  =  0 and y0 G K . Then the following 

statements are equivalent:

1. y0 G (B ).

2. There exists x* G ex t(U (X *)) and s0 G B  such tha t

and

|x*(s0 — y0)| =  sup ||s — y0|
seB

|x*(s0 — y0)| <  |x*(s0 — y)| for each y G K.

(4.10.1)

(4.10.2)

3. There exists x* G ex t(U (X *)) and s0 G B , satisfying (4.10.2) and

x *(y — y0)x*(s0 — y0) <  0 for each y G K.

P ro o f . 1 ^  2: Assume th a t statem ent 1 holds. Then conditions (i), (ii) 

and (iii) of Theorem 4.9 hold. Hence (4.10.1) holds. On the other hand, by 

conditions (ii) and (iii) of Theorem 4.9 we get

|x*(s0 — y0)| =  x*(s0 — y0) =  x*(s0 — y) +  x*(y — y0)

<  x*(s0 — y) <  |x*(s0 — y)| for each y G K.

Hence 1 ^ 2 .
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2 ^  1: If we have statem ent 2, then for each y G K , we have

sup ||s — y0|| =  |x*(s0 — y0)| <  |x*(s0 — y)|
seB

< l|x*| | S0 — y|| <  sup ||s — y||.
seB

It follows th a t

sup ||s — y0|| =  d(B, K ).
seB

i.e., y0 G (B ). Thus, 2 ^  1.

1 ^  3: Assume now th a t statem ent 1 holds. Then, by Theorem 4.9, we 

conclude tha t

x*(y0 — y) >  0 for each y G K , and x*(s0 — y0) =  sup ||s — y0|| >  0.
seB

Thus we have

x*(y — y0)x*(s0 — y0) <  0 for each y G K.

Therefore 1 ^  3.

3 ^  1: If statem ent 3 holds, then there exists x* G ex t(U (X *)) such th a t 

||x* || =  1 and satisfying (4.10.2) and

x*(y — y0)x*(s0 — y0) <  0 for each y G K.

P ut

^  =  sgn[x*(s0 — y0)]x*.

Then, by hypothesis we have ^  G ex t(U (X *)),

^ (y  — y0) =  ix*7S0— N r x *(y — y0) <  0 for each y G K ,|x*(S0 — y0)|

and

^ (s0 — y0) sgn[x*(s0 — y0 )]x*(s0 — y0) 
x*(s0 — y0)
|x*(S0 — y0)| 
[x*(s0 — y0)|

x*(s0 — y0)

sup ||s — y01
seB
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Hence, the functional ^  satisfies conditions (i), (ii) and (iii) of Theorem 4.9. 

Therefore, y0 G (B ). Thus, 3 ^  1, which completes the proof. ■
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4.2 Characterizations of best simultaneous ap­

proximation by elements of Hyperplanes

In this section we shall give various characterization results for elements of 

best simultaneous approximations from hyperplanes.

D efin ition  4.11. A  hyperplane in a normed linear space (X, || • ||) is any set 

of the form

H  =  [x*; c] =  {x G X |x*(x) =  c} 

where x* is a non-zero functional on X  and c is a scalar.

D efin ition  4.12. Let B be a remotal set in a normed linear space X  and 

r  >  0. The set A  C X  is said to supp ort the ball

S (B ,r)  =  {y G X | sup ||s — y|| <  r}, or that A is a support set for the ball
seB

S (B ,r ) , if

D(A, S (B ,r ))  =  inf inf ||y — s|| =  0 and A n  In tS (B ,r )  =  0.
yeA seS(B,r)

P rop osition  4.13. Let X  be a normed linear space, A a subset of X , B be a 

remotal subset o f X  and r  >  0. Then A supports the ball S(B , r), if and only 

i f  d(B, A) =  r.

P ro o f . Assume th a t d(B, A) =  r. Assume th a t d(B, A) =  a  and a  <  r. Let 

e >  0 be given such th a t a  +  e <  r. Then by characterization of the infimum, 

there exists y G A such tha t

sup ||s — y|| <  d(B, A) +  e =  a  +  e < r .
seB

This implies th a t y G A n  In tS (B ,r ) ,  and consequently A does not support 

the ball S (B ,r) . If a  >  r, let e >  0 be such th a t a  >  r  +  e. Then, by 

characterization of the infimum, there exists x G A such th a t

D (x ,S (B , r)) <  D (A ,S (B ,r))  +  e (4.13.1)
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where D ( x ,S ( B ,r ) ) =  inf ||x — y||. Now, we show that
yeS(B,r)

sup ||s — x | — r  <  D(x, S(B , r)). (4.13.2)
seB

To see this, let s G B be arbitrary. Then, for every y G S(B , r) we get

||s — x|| <  ||s — y | +  ||y — x||.

This implies th a t for all y G S(B , r)

sup ||s — x | <  sup ||s — y | +  ||y — x | <  r  +  ||y — x |.
seB seB

Thus, we conclude tha t, for each y G S(B , r),

sup | s — x| — r  <  | y — x| .
seB

It follows th a t

sup ||s — x | — r  <  D(x, S(B , r)),
seB

and hence we obtain (4.13.2).

From inequalities (4.13.1) and (4.13.2), we have tha t

D (A ,S (B ,r))  >  D (x ,S (B ,r ) )  — e >  sup |s  — x|| — r  — e
seB

> d(B, A) — r  — e =  a  — r  — e >  0.

Consequently, A does not support the ball S (B ,r) .

Conversely, assume tha t d(B ,A ) =  r  and let e >  0 be arbitrary. Then, by 

characterization of the infimum, there exists x G A such th a t sup ||s—x|| <  r+e.
seB

P ut
e r

z = ------ s +--------- x.
r + e  r + e

Then we have
r

sup ||s — z |  = ------ sup ||s — x|| <  r.
seB r  +  e seB

Hence z G S (B ,r )  and

D(A, S(B , r)) <  ||x — z
e e

------ Is — x l <  ------- sup Is — x l <  e.
r  +  e r  +  e seB
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Since e >  0, was arbitrary, it follows that D (A ,S (B ,r )) =  0.

On the other hand, if there exists a y G A 0  In tS (B , r ), then

d(B, A) <  sup |s  — y | <  r
seB

This contradicts the fact that d(B, A) =  r. Hence A 0  IntS (B , r) =  0. ■

L em m a 4.14. Let K  be a closed convex subset of X , B  be a remotal set in 

X  with K  0  B  =  0, y0 G K  and r =  sup |s  — y0|.  Then there exists s0 G B
seB

such that the following assertions are equivalent:

(1) There exists x* G X * such that |x*|| =  1, x*(y0 — y) =  0 for all y G K  

and x*(s0  — y0 ) =  r;

(2) There exists x* G X * such that |x * | =  1 and the hyperplane

H =  {y G X  : x*(s0 — y) =  r} passes through K  (that is K  C H ) and 

d(B, H ) =  r.

Proof. (1 )^  (2) Assume that (1) holds. Then there exists s0 G B  and x* G X * 

such that ||x*|| =  1, x*(s0 — y) =  0 (y G K ) and x*(s0 — y0) =  r. Then

H =  {y G X  : x*(s0  — y) =  r}

is a hyperplane and y0  G H. Thus, we conclude that

d (B ,H ) <  sup |s  — y0 | =  r =  x*(s0  — y) =  |x*(s0  — y)|
seB

< ||x*||||s0 — y | <  sup |s  — y | for all y G H.
seB

This means that d(B, H ) =  r.

Assume now that y G K  is arbitrary. Because x*(y0 — y) =  0 for all y G K , it 

follows that

x*(s0 — y) =  x*(s0  — y0 ) +  x*(y0  — y)

=  x*(s0  — y0 ) =  sup |s  — y0 | =  r.
seB
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this implies th a t K  C H . That is H  passes through K .

(2) ^  (1) If (2) holds, then there exists x* G X * and s0 G B such th a t 

|x* | =  1, K  C H  and, in particular we have y0 G H . Thus we get 

x*(s0 — y0) =  r, and

x*(y0 — y) =  x*(s0 — y) — x*(s0 — y0) =  r  — r  =  0 for all y G K , which completes 

the proof. ■

L em m a 4.15. Let K  be a closed convex subset of X , B be a remotal set in 

X  with K  0 B  =  0, y0 G K , and r  =  sup |s  — y0||. Then there exists s0 G B
seB

such that the following assertions are equivalent:

(1) There exists x* G X * such that |x * | =  1, x*(y) =  0 for all y G K  and 

x*(s0 — y0) =  r.

(2) There exists x* G X * such that |x * | =  1 and the hyperplane 

H  =  {y G X  : x*(y) =  0} passes through K  and d(B, H ) =  r.

P ro o f . (1 )^ (2 ) Assume (1) holds. Then there exists s0 G B  and x* G X  such 

th a t |x * | =  1, x*(y) =  0 (y G K ) and x*(s0 — y0) =  r. Then

H  =  {y G X  : x*(y) =  0}

is a hyperplane and y0 G H. Thus, for all y G H

d (B ,H ) <  sup |s  — y0| =  r  =  x*(s0 — y0) =  x*(s0 — y)
seB

=  |x*(s0 — y0)| <  llx *lllls0 — y|| <  sup |s  — y||.
seB

This means th a t d(B, H ) =  r.

(2 )^ (1 ) If (2) holds, then there exists s0 G B  and x* G X * such th a t 

|x * | =  1 and the hyperplane H  =  {y G X  : x*(y) =  0} passes through 

K  and d(B, H ) =  r  =  sup |s  — y0|.  This means th a t y0 G (B ). Hence, by
seB
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Theorem 4.4, there exists x* G X * such th a t |x * | =  1, x*(y) =  0 for all y G H  

and x*(s0 — y0) =  sup |s  — y0| =  r.
seB

Therefore, the functional x* G X * satisfies the condition (i), which completes 

the proof. ■

4.2.1 Separating Hyperplanes

D efin ition  4.16. Let S and T  be non-empty sets in a normed linear space 

X , x* G X *, and c G R. The hyperplane H  =  {x G X  : x*(x) =  c} is said to 

separate S and T  if:

1. x * ( x) <  c for every x G S

2. x*(y) >  c for every y G T .

I f  both inequalities are strict we say that H  strictly separates the sets, S and 

T .

The following results extends similar results in the theory of best approxi­

mation to the setting of best simultaneous approximation.

T heorem  4.17. Let K  be a closed convex subset of X , B be a remotal set in 

X  with K  0 B =  0, y0 G K , and r  =  sup |s  — y0|.  Then y0 G (B ) if and
seB

only if  there exists s0 G B and x* G X * such that |x * | =  1 and the hyperplane 

H  =  {y G X  : x*(y) =  x*(s0) — r} passes through y0, and separates K  and the 

ball S(B , r) =  {y G X | sup |s  — y | <  r}.
seB

P ro o f . ^ :  Assume y0 G (B). Then by Theorem 4.4, there exists s0 G B

and x * G X * such tha t

||x*|| =  1, (4.17.1)

x*(y0 — y) >  0, for all y G K  (4.17.2)

and

x*(s0 — y0) =  sup |s  — y0 | =  r. (4.17.3)
seB
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Let H  =  {y G X  : x*(s0 — y) =  r}. Then H  is a hyperplane, and by (4.17.3) 

we have y0 G H , th a t is, H  passes through y0.

Also, by (4.17.1) we have tha t for all z G S (B ,r ) ,

x*(s0 — z) <  |x*(s0 — z)| <  ||x*||||s0 — zI 

<  sup |s  — z | <  r  .
seB

This means th a t for all y G S(B , r),

x*(y) >  x*(s0) — r. (4.17.4)

Similarly, using equations (4.17.2) and (4.17.3), we have tha t, for all y G K ,

x*(s0 — y) =  x*(s0 — y0) +  x*(y0 — y) >  x*(s0 — y0) =  r.

This means tha t, for all z G K ,

x*(z) <  x*(s0) — r. (4.17.5)

In view of (4.17.4) and (4.17.5), it follows tha t H  separates K  and the ball 

S (B, r).

^ :  Let s0 G B  and x* G X * such tha t |x * | =  1 and the hyperplane 

H  =  {y G X  : x*(s0 — y) =  r} passes through y0 and separates K  and 

the ball S (B ,r ) . Then

x*(s0 — y0) =  r  =  sup |s  — y0||.
seB

Since, for each z G S (B ,r ) , we have tha t

x*(s0 — z) <  |x*(s0 — z)| <  ||x*|| | s 0 — z | <  sup |s  — z |  <  r,
seB

i.e., x*(s0) — r  <  x*(z) and H  separates K  and S (B ,r ) , it follows tha t, for 

each y G K , x*(y) <  x*(s0) — r, i.e. x*(s0 — y) >  r. Therefore, for each y G K ,

x*(y0 — y) =  x*(s0 — y) — x*(s0 — y0) >  r  — r  =  0.
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Hence, by Theorem 4.4, we conclude th a t y0 G (B ).

The following Theorem is an immediate consequence of Theorems 4.9 and 

4.17.

T heorem  4.18. Let K  be a closed convex subset of X , B be a remotal set in 

X  with K  0 B =  0, y0 G K , and r  =  sup |s  — y0|.  Then y0 G (B ) if and
seB

only if  there exists s0 G B  and x* G X * such that x* G ex t(U (X *)) and the 

hyperplane H  =  {y G X  : x*(y) =  x*(s0) — r} passes through y0 and separates 

K  from the ball S (B ,r) .

P roof. ^ :  Assume y0 G (B). Then by Theorem 4.9 , there exists s0 G B

and x * G X * such tha t

(i) x* G ex t(U (X *));

(ii) x*(s0 — y0) =  sup |s  — y0| =  r  and
seB

(iii) x*(y0 — y) >  0.

Then H  =  {y G X  : x*(s0 — y) =  r} is a hyperplane and y0 G H . That is H  

passes through y0.

The rest of the proof follows from the proof of Theorem 4.17. ■

4.3 Characterization of best simultaneous ap­

proximations in finite-dimensional subspaces

In this section we give a proof of a version of Theorem 4.4 for the case when 

both K  and B  are subsets of finite-dimensional subspaces of the normed linear 

space (X, || ■ ||). To achieve this we shall need the following Lemma.

L em m a 4.19. Let Y be an n-dimensional subspace of the normed linear space 

X  and let f  G Y * \  {0}. Then there exists m  < n linearly independent
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m
functionals x* G ext(U (X *)) and m scalars Aj >

m m

0 such that Aj
j=1

| f ! and

f  =  X !  Aix*1 y , i.e.j f  (y) =  Aix**(y ) ; y G Y .
j=1 i=1

Proof of Lemma 4.19 can be found in H. N. Mhasker and D. V. Pai [18] 

page 418.

T heorem  4.20. Let K  be a closed convex subset o f an m-dimensional sub­

space of a normed linear space (X, || ■ ||), B  a bounded remotal subset of an n- 

dimensional subspace of X  such that B 0 K  =  0, and y0 G K . Then y0 G (B )

i f  and only if there exist l  linearly independent functionals x1, x*, . . .  , x* in 

ext(U (X *)), s0 G B  and l  positive scalars A1; A2, . . . ,  Ai with 1 < l  <  m +  n 

such that

(i) x*(s0 — y0) =  sup |s  — y0| for all i = 1 ,  2, . . . ,  l;
seB

i
(ii) ^2 A»x*(y0 — y) >  0 for all y G K .

i=1

Proof. ^ :  Let Y denote an m-dimensional subspace of X  containing K , Z  an 

n-dimensional subspace of X  containing B  and let X 0 := span(Y U Z ). Then 

dim(X0) <  m +  n. By Theorem 4.4 applied to X 0, y0 G (B) if and only if

there exists x * G X 0* and s0  G B  such that

||x* | =  1,

x*(y0 — y) > 0 for all y G K , and

x *(s0 — y0) =  sup ||s — y0 | .
seB

Now by applying Lemma 4.19, there exist l  < m +  n linearly independent
i

functionals x * G ext(U (X *)) and l  scalars Aj > 0 such that Aj =  | x *| =  1
i=1
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and x* =  X ^ Ajx*|Xo. Then X I  Ajx* (y0 — y) =  x*(y0 — y) >  0 for each y G K .
j=1 j=1

Then (ii) holds. Also

i i

sup ||s — y0 | =  x*(s0 — y0) =  X  A*xt*(s0 — y0)
seB j=1

^  ] Aix j (s0 y0)
j=1
i

<  X Ai |x* (s0 — y0)|
j=1

< X  Aj sup |s  — y01 =  sup |s  — y01
seB seBj=1

Hence, equality holds throughout, which gives (i)

i

i
^ :  W ithout loss of generality we may assume th a t X ^ Aj

j=1
Now,

1. Let y G K .

sup | s -  y0 
seB

Aj sup | s
seBj=1

i

<

<

<

^  ] Ajx j (s0 y0)
j=1
i i

X  Ajx** (s0 — y) +  X  Ajx* (y — y0)
j=1 
i

X  Ajx** (s0 — y)

j=1

■Vx *(
j=1

l
X  Ajx** (s0 — y)
j=1
i

X  Aj sup |( s
1=1 seB

i
<  X  Aj |x*(s0

j=1

sup | (s
seB

It follows th a t y0 G (B). ■

Note th a t in the case where B  is a singleton th a t the above result reduces to 

the characterization of best approximation from finite dimensional subspaces.
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