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Abstract

The world is evolving towards an Internet of Things (IoT) where a large number

of devices interact to realize different applications that constitute smart electricity

grids, intelligent transportation systems, ubiquitous healthcare solutions, etc. Ma-

chine Type Communications (MTC) provide the substrate for the connectivity and

service mechanisms of these devices. Many services associated with the MTC appli-

cations such as smart metering and location tracking require the cellular network as

the backbone for communication and are instrumental in driving the growth of the

Third Generation Partnership Project (3GPP) Long Term Evolution (LTE)/LTE-

Advanced (LTE-A) standards. A substantial number of MTC User Equipment (UE)

hosting IoT applications are expected to be low cost, low data rate devices requiring

prolonged battery life.

In the downlink, the current LTE/LTE-A standards adopt Discontinuous Re-

ception (DRX) mechanism for power reduction, which requires the UE to wake up

periodically to check for a paging message from the base station. The LTE/LTE-

A standardization activities have identified that intricate paging decode procedures

increase the energy consumption for low complexity MTC UEs, necessitating en-

hancements to the current mechanisms. This encourages us to investigate novel

energy efficient mechanisms for LTE MTC systems. Specifically, we develop DRX

with Quick Sleeping Indication (QSI), which enables the MTC UEs to go back to

sleep quickly and save power, when there is no impending page from the base sta-
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Abstract

tion. We also design the enhanced Primary Synchronization Signal (ePSS) for faster

timing resynchronization, which can be used as QSI for additional improvements in

the downlink energy efficiency of MTC UEs in low coverage. Further, LTE/LTE-A

standardization activities in the uplink are examining different procedures to reduce

UE data retransmissions for improved energy efficiency. To this end, we develop a

Maximum Likelihood (ML) based uplink Carrier Frequency Offset (CFO) estima-

tion technique for the LTE/LTE-A base station, which is robust and accurate in low

coverage, enhancing the uplink energy efficiency of MTC UEs.

The MTC mechanisms described in this thesis are not only simple to implement,

but also require minimal changes to the present LTE/LTE-A standardization frame-

work, promoting smooth integration into the current LTE/LTE-A networks.
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Lay Summary

The Internet is advancing into an extensive, smart platform inter-connecting a variety

of devices leading to an Internet of Things (IoT). A significant portion of the IoT de-

vices are expected to be low-cost, low-complexity User Equipment (UE) like sensors

and smart meters. Current wireless communication technologies like the Long Term

Evolution (LTE) are defining novel Machine Type Communications (MTC) mecha-

nisms to effectively host such devices. In this thesis, we propose enhancements to the

power saving mechanism currently adopted for reception by the LTE MTC UEs and

present a strategy to reduce UE data retransmissions. Our solutions address battery

operated UEs, especially those in low network coverage and result in improved en-

ergy efficiency, thus increasing their battery life. Moreover, our enhanced mechanisms

can be easily integrated into the current LTE platforms, since they require minimal

changes to the present LTE standardization framework.
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Chapter 1

Introduction

The Internet is evolving from connecting computers and dedicated terminals to a

quintessential medium that can engulf a plethora of “smart” devices like mobile

phones, electronic meters, location sensors, etc. The reducing size of silicon on chip

and continuously declining price of components have increased the ease of integration

of “smart” sensing and decision-making devices into everyday objects, leading to

the emergence of the Internet of Things (IoT). Diverse applications within the IoT

umbrella are not only promising to the consumer, but also appealing to researchers

across various fields. The IoT relies on advancements in different fields such as

communication technologies, microelectronics, data mining, big data handling, etc.

Figure 1.1 summarizes the different applications. A brief account of these applications

is presented below.

• Security and public safety - This category includes applications like home

security, building access control, surveillance systems and other public safety

mechanisms enabling “smart cities” [1].

• Tracking - Numerous applications related to tracking and monitoring are visu-

alized over the IoT ranging from monitoring the status of critical infrastructure

(nuclear reactors, transport, bridges, etc.) and industrial fleet management [2]

to pet tracking for households, wildlife monitoring and cattle tracking in agri-

culture [3].

1
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Smart	Health

IoTSecurity	and	Public	Safety

Smart	GridTracking

Consumer	devices	and	
remote	maintenance

Figure 1.1: IoT applications.

• Smart grid - This corresponds to a number of smart applications related to

the distribution and management of power, water, gas and heating. Smart

metering is an appropriate example in this regard [4].

• Smart health - Many applications related to automatic monitoring and track-

ing of patients, personnel and biomedical devices within hospitals are envisioned

under the “smart health” category [5].

• Consumer devices and remote maintenance - Another vital application

of IoT is in controlling sensors used for vending machine operations, vehicle

diagnostics, remote home appliance control, etc. [6].

While some of these applications, like driving the sensors that control a nuclear reac-

tor are critical in terms of the latency and reliability, others like pet/cattle tracking,

smart metering can be more delay tolerant. However, the number of devices support-

ing non-critical applications can be massive [7].

Wireless communications have been a primary candidate in ensuring the connec-

tivity and in satisfying the service requirements of the new, smart devices over the
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Internet. The changing landscape of Internet based services has been driving the

evolution of wireless communication. As wireless communication technologies step

into the Fifth Generation (5G), one of the major challenges faced by them is to effec-

tively support the diverse requirements of the IoT world. Considering the application

diversity and the variety of network scenarios envisioned over the IoT platform, it

would be difficult to have a single solution to answer the requirements of all the

applications.

The need to design efficient mechanisms for the IoT devices is being addressed by

different standardization committees. The prominent solutions include the Institute

of Electrical and Electronics Engineers (IEEE) 802.15.4 Bluetooth [8, 9] and IEEE

802.11 Wireless Local Area Network (WLAN) [10,11], which mainly rely on Device-

to-Device (D2D) communication and a distributed network architecture. However,

these technologies are limited by low coverage and capacity. The support for IoT is

also being considered by the Third Generation Partnership Project (3GPP) standard-

ization committee through the Long Term Evolution (LTE)/LTE-Advanced (LTE-

A) standards [12]. The LTE/LTE-A standards use the cellular network for enabling

long-range operation, but enhancements to the current mechanisms are essential for

effectively support the IoT [12].

Recently, heterogeneous networks and small cell base-stations [13, 14] are being

deployed to serve regions where the network traffic is high. Although these solutions

are successful in managing the network load and improving the user throughput, the

additional infrastructure and operational expenses required to realize these solutions

are high. IoT solutions also include Self Organizing Networks (SONs), which have

the ability to improve the network efficiency by adapting, managing and optimizing

their operations based on the network behaviour [15, 16]. However, SONs require
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complex algorithms and new network equipment to operate efficiently.

1.1 Machine Type Communications (MTC)

A large number of IoT based services such as automated security systems with mon-

itoring and reporting features, pet trackers, agriculture-based applications, etc. are

expected to require wireless network access. Moreover, the devices deployed to real-

ize these services are expected to be small sized, cost effective and battery operated.

Machine-to-Machine (M2M) or Machine Type Communications (MTC) involves the

definition, design and development of communication and service mechanisms that

assist in the connectivity of such IoT devices.

The MTC mechanisms face a variety of challenges depending on the applica-

tion for which the MTC device is being used. These challenges can be completely

different from those faced by conventional Human-to-Human (H2H) communication

mechanisms. The key challenges to be addressed in MTC are listed below.

1.1.1 Challenges in MTC

• Supporting low data rate, delay tolerant operations - While the current

communication networks are adept at managing the demands of H2H devices,

the IoT scenario requires the network to handle MTC devices with contrasting

demands. For example, an LTE network that is able to provide a good quality of

service to a high data rate, low latency, videoconferencing application over few

devices using H2H communication, may not be able to use resources efficiently

for serving low data rate, delay tolerant MTC devices deployed for smart meter

data reporting.
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• Handling a massive number of devices - A predominant feature of the IoT

is the massive increase in the number of devices requiring network access. For

example, it is predicted that the cellular IoT has to grow at an average rate of

35% annually to reach a potential volume of seven billion units by 2025 [17].

Thus, handling massive access, minimizing outage and providing the necessary

Quality of Service (QoS) for different categories of devices would be highly

challenging.

• Reducing the energy consumption - MTC devices do not require to be

constantly “connected” or “active”, since their data transmission is not contin-

uous and the amount of data to be sent per transmission is small. Furthermore,

low-cost and low data rate devices operating with extended battery life (lasting

10 or more years) form a substantial part of the IoT equipment. Therefore, it

is important to tune the MTC mechanisms so that the energy consumption of

the MTC devices is reduced [18].

• Improving coverage - MTC devices may be located in areas where the net-

work coverage is very low, such as basements of buildings, underground parking

facilities at malls, interiors of hospitals, etc. For example, MTC devices can

be used for medical monitoring, where vital biological parameters of patients

such as blood pressure, heart rate and body temperature are sensed and ex-

changed with a server [19]. The patients have limited mobility within the

hospital premises and can be present in a closed, indoor environment where the

network requires enhanced coverage to reach them. Due to the restrictions on

the total available power and the maximum power allowed for transmission in

the channel (arising from the spectral mask constraints), the MTC device can-

not arbitrarily increase its transmission power to reach the base-station. This
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results in a very low operating Signal-to-Noise Ratio (SNR) at the base station.

Therefore, it is necessary to design and develop MTC mechanisms that can

enhance the performance of devices in low network coverage areas.

The contributions of this thesis address energy efficiency and improved coverage as-

pects of the IoT MTC devices.

1.1.2 MTC Solutions

In order to drive the IoT, enhanced MTC support is being considered by many cur-

rent wireless communication technologies. The traditional short-range communica-

tion technologies like Bluetooth and ZigBee [8,9] satisfy the low power requirements

of MTC, but have limited coverage and capacity. While WLAN improves the capac-

ity at the expense of power, it falls behind in terms of coverage [10, 11]. Many IoT

applications like smart cities, logistics and health require long range of operation.

The range of these technologies can be extended using multi-hop mesh networks,

relays and gateways. Small-cell based IoT solutions are prominent candidates in this

regard, however, they come at the expense of additional cost for network infrastruc-

ture/maintenance and backhaul provisioning [20]. The cellular technologies provide

the desired range, but have higher power consumption. Therefore, it is essential to

have energy efficient, cost-effective solutions addressing the requirements of poten-

tially “hard to reach” devices in the network.

Although there is no consensus on the percentage of such low coverage, low power

MTC devices in the network, forecasts indicate that they can be significant. Low

Power Wide Area (LPWA) M2M connections are expected grow from 20 million to

over 860 million by 2020 [21]. Moreover, smart meters are expected to be the largest

LPWA application with a projected share of 45% of the total LPWA connections by
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2020 [21]. Furthermore, low cost and extended coverage are considered to be the key

features of LPWA technologies [20].

1.1.2.1 Summary of LPWA Technologies

A hallmark of the LPWA networks is that they provide long range communication

with reduced power consumption, the desired region of operation for IoT applications

like smart meters and tracking. It is evident that the LPWA technologies evolve

based on one of the two paths - by increasing the coverage of low power, short-

range technologies or by reducing the power of cellular technologies. In this regard,

various proprietary LPWA technologies as well as those driven by the standardization

committees have emerged.

SIGFOX [22] is a patented LPWA technology that independently or by coopera-

tion with its network partners offers an end-to-end LPWA connectivity solution. It

operates in an ultra narrow band, i.e., 100 Hz Sub-GHz Industrial, Scientific and

Medical (ISM) band carrier and uses Binary Phase Shift Keying (BPSK) modula-

tion. The proprietary SIGFOX base station consists of cognitive software-defined

radio, which is connected to an Internet Protocol (IP) based network at the back-

end. The use of the ultra narrow band results in decreased noise levels, improved

receiver sensitivity and low cost antenna design. However, the data rate provided is

limited to 100 bps. SIGFOX uses unslotted ALOHA as the Medium Access Control

(MAC) layer protocol and does not incorporate any encryption or Forward Error

Correction (FEC) for the data packets.

Long Range (LoRa) is another prominent, proprietary LPWA technology devel-

oped by Semtech Corporation [23]. Similar to SIGFOX, LoRa also operates on the

Sub-GHz ISM band and uses an unslotted ALOHA based MAC [24]. But, unlike SIG-

FOX, it supports data encryption and FEC. For the physical layer, it uses a chirp

7



Chapter 1. Introduction

spread spectrum technique, which results in noise and interference resilient signals.

LoRa offers data rates up to 37.5 kbps. Moreover, the upper layers and the system

architecture of LoRa are being standardized by LoRa Alliance under Long Range

Wireless Access Network (LoRaWAN) specification [25], which supports different

classes of IoT devices based on latency.

Ingenu is an LPWA technology which uses a variant of code division access called

the random phase multiple access [26], operates in the ISM 2.4 GHz band and offers

data rates up to 68 kbps. Telensa [27] is a candidate similar to SIGFOX. Weightless

[28] is another major LPWA technology, operating with three variants - Weightless-

W, Weightless-N and Weightless-P. Weightless-W operates in shared TV white-spaces

using 16-ary Quadrature Amplitude Modulation (QAM) and differential-BPSK, pro-

viding data rates from 1 kbps to 10 Mbps. Weightless-N operates on ultra narrow

band, uses differential-BPSK and can achieve data rates up to 1 kbps. Weightless-P

uses a narrow band with Gaussian Minimum Shift Keying (GMSK) and Quater-

nary Phase Shift Keying (QPSK) modulation techniques to provide data rates from

0.2 kbps to 100 kbps.

LPWA has been a regime of interest for distinguished standardization bodies, like

the IEEE, the European Telecommunications Standards Institute (ETSI) and the

3GPP. Efforts are in progress for extending the range of IEEE 802.11 standards under

the Long Range Low Power (LRLP) topic by the Task Group AH. Although some

use cases and functional requirements for the LRLP technology have been defined,

the standardization and development activities are in the nascent stage [29]. ETSI

aims to standardize an LPWA technology called the Low Throughput Network (LTN),

which is bidirectional low data rate communication protocol. Specifications have been

defined for the use cases [30], functional architecture [31] and protocols/interfaces [32],

8



Chapter 1. Introduction

which include the support for user cooperation and ultra narrow-band operation.

SIGFOX, Telensa and LoRa are actively involved in standardizing their technologies

under ETSI LTN label.

While the aforementioned technologies are from the path of extending the range of

short-range communications, the second path of reducing the power of the long range

communications has been the mode of development for the 3GPP cellular standard-

ization committee. The leading 3GPP standard in this regard is the LTE/LTE-A,

which is expected to occupy more than 75% of the world’s cellular market by 2020 [7].

Various improvements to the LTE/LTE-A standard spanning from the network layer

to the physical layer are being considered to support the IoT. These include effi-

cient routing protocols, parameterization of transmission and reception mechanisms

in terms of packet size, modulation schemes, sleep duration, etc.

This thesis suggests improvements to the MTC mechanisms in the physical layer

of the LTE/LTE-A standards to effectively support the IoT. The motivation behind

considering physical layer stems from the fact that it is the lower-most layer reflecting

the modifications from the higher layers and the first medium of contact for baseband

signal processing. Improvements to physical layer is essential to leverage the efficiency

of higher layer protocols to host the IoT.

1.1.2.2 MTC in LTE/LTE-A for Facilitating the IoT

With the IoT services emerging as the constitutive driver for the growth of cellular

network and MTC assisting the communication mechanisms, 3GPP has initiated the

standardization of MTC from Release 11 of the LTE standard. The major advantages

of using MTC over the LTE network for IoT are that it uses the existing network

infrastructure to serve the devices, thereby reducing the operational costs and it

enables the network operator to harness the higher capacity, coverage and ease of

9



Chapter 1. Introduction

integration aspects of LTE to serve the devices efficiently. For example, it is shown

in [33] that LTE offers significant capacity for smart metering even when low-cost

devices are used. The results indicate that approximately 2% of the system resources

are required to support advanced metering infrastructure in an urban deployment

scenario using LTE. Although LTE provides high capacity, the current LTE/LTE-

A networks are designed for efficient H2H communications. In order to utilize the

high capacity aspects in an efficient manner, the network architecture needs to be

revamped to support MTC applications [34–40].

In [34], the MTC network architecture is envisioned with simplified physical and

medium access layers that provide sufficient scalability and flexibility for the underly-

ing MTC application. An overview of M2M communications supported by LTE/LTE-

A is provided in [35] and a grouping-based radio resource management is proposed to

achieve the most critical QoS guarantees for MTC devices. The importance of con-

gestion control and network overload avoidance for a MTC network architecture and

potential solutions to address these problems are discussed in [36]. The user schedul-

ing aspects for 3GPP MTC are presented in [37] and a low complexity scheduler

using a QoS based clustering algorithm is proposed for MTC. The different appli-

cation scenarios and the challenges in 3GPP MTC network with respect to massive

access, reliable transmission and energy management are summarized in [38]. For

the smart metering example mentioned above, the works in [39,40] provide a detailed

assessment of the uplink traffic generated by such applications and develop a compre-

hensive analytical model (inclusive of random access, control and data channels with

retransmissions) to determine the meter outages. A downlink group-based paging

procedure for smart meters is discussed in [41].

In this thesis, we consider the physical layer aspects of low cost, low power, low
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data rate MTC devices in LTE/LTE-A. The 3GPP has identified various categories

of MTC devices [17,42].

• Category-1 (CAT-1) - This category exists from the initial release of LTE

(Release 8). A CAT-1 User Equipment (UE) can support date rates up to

10 Mbps in the downlink and 5 Mbps in the uplink with a maximum bandwidth

of 20 MHz.

• Category-0 (CAT-0) - Release 12 of the LTE standard introduced CAT-0

UEs, which support a maximum data rate of 1 Mbps in both the downlink and

the uplink, since the modulation is restricted to QPSK. This was the first step

by 3GPP towards improving the support for low data rate IoT devices. The

CAT-0 UE still supports bandwidths up to 20 MHz. However, the complexity

of CAT-0 UEs is reduced to 50% of CAT-1 UEs.

• Category-M1 (CAT-M1) - The first reduced-bandwidth device category

introduced by the 3GPP is the CAT-M1, introduced in Release 13 of the

LTE/LTE-A standards. A CAT-M1 UE has a bandwidth of 1.4 MHz, which the

lowest possible bandwidth supported by traditional LTE standards. A CAT-

M1 UE has 75-80% reduction in complexity when compared to CAT-1 UEs and

supports data rates up to 1 Mbps.

• Narrowband Internet of Things (NB-IoT) - Release 13 of the LTE/LTE-

A standards also introduced the first narrowband device category in the form

of NB-IoT. An NB-IoT UE occupies a bandwidth of 180 kHz and supports data

rates up to 0.2 Mbps.

In addition to the support for different categories of MTC UEs, MTC UE opera-

tion with Coverage Enhancement (CE) is recognized as a “work item” in Release 13
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of the LTE standard, aiming to provide 12 dB to 20 dB of additional coverage [43,44].

Moreover, the LTE/LTE-A standardization activities have identified that improve-

ments to the current power saving mechanisms are necessary for efficient operation

of MTC UE intending to support the IoT. In this thesis, we focus on suggesting

enhancements to the Discontinuous Reception (DRX) mechanism, which is used for

reduced power consumption in the downlink and the NB-IoT transmission mechanism

in the uplink [45–48].

1.1.3 Thesis Outline and Major Contributions

The objective of our research is to provide mechanisms in the downlink and the uplink

for facilitating the IoT using 3GPP LTE MTC. Our solutions are designed such that

the changes required to the current LTE/LTE-A framework are kept minimal. In the

following, we provide an outline of the thesis, highlighting the major contributions.

The rest of this chapter is organized as follows. In Section 1.2, we provide the

essential background on the DRX and the NB-IoT mechanisms in LTE. This is fol-

lowed by a review of the prior works on power saving modes in the downlink and

energy efficient transmission mechanisms in the uplink in Section 1.3. Chapter 2 and

Chapter 3 focus on energy efficient mechanisms for MTC UEs in the downlink, while

Chapter 4 concentrates on such mechanisms in the uplink.

The LTE/LTE-A standardization activities have recognized that the current DRX

mechanism is not entirely efficient for MTC UEs, since it requires the UEs to periodi-

cally check for the paging information, which is computationally intensive and power

consuming. In Chapter 2, we propose a modified DRX mechanism incorporating

quick sleeping for energy efficient IoT using LTE/LTE-A [49–51]. Our contributions

in this regard involve the design of DRX with quick sleeping indication techniques
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for two categories of low-mobility MTC UEs - a) normal coverage and b) extended

coverage. For the former case, we develop the solutions by utilizing the existing re-

sources on the physical downlink synchronization and the broadcast channels. For

the latter case, we identify that in addition to the paging decode process, the UE

resynchronization in the downlink also increases the power consumption. To alleviate

this problem, we develop solutions using dedicated resources on the physical downlink

data channel, ensuring that the resource overhead is minimal.

In Chapter 3, we explore the impact of timing reacquisition on the MTC UE en-

ergy consumption in greater detail. We demonstrate that legacy methods for resyn-

chronization in Orthogonal Frequency Division Multiplexing (OFDM) systems using

Cyclic Prefix (CP) autocorrelation and reference signal detection are not effective for

the low complexity MTC UEs requiring extended coverage. Our main achievement

in this chapter is design of the enhanced Primary Synchronization Signal (ePSS); a

new signal aiding fast resynchronization and improved energy efficiency of the UE in

the downlink [52,53]. In the process, we also designed a new DRX mechanism, which

uses the ePSS as a quick sleeping mechanism, enabling us to harness the benefits of

both faster reacquisition and simplified paging decode for further improvement in the

energy efficiency of the MTC UEs.

Chapter 4 considers the MTC mechanisms under low network coverage for energy

efficient uplink transmission in the realm of NB-IoT. We illustrate that the reduc-

tion in residual Carrier Frequency Offset (CFO) improves data decoding at the base

station, which results in a reduction in the number of data retransmissions, thereby

reducing the energy consumption of the UEs. Our major contribution in this chapter

is to develop a maximum likelihood based CFO estimation mechanism for NB-IoT

uplink, which works robustly in low coverage [54, 55]. We also demonstrate that the
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performance of the large transport block transmission scheme (a novel technique be-

ing considered by 3GPP for improved uplink data rates) is further improved when

used along with our proposed CFO estimation technique.

Finally, the conclusions and potential avenues for further research are presented

in Chapter 5.

1.2 Background

1.2.1 DRX and Paging Mechanism in LTE/LTE-A

In the DRX mode of operation, the UE follows a periodic cycle called the DRX cycle

involving sleep intervals and wake-up intervals. The current LTE/LTE-A standards

support different DRX cycle lengths with a maximum length of 2.56 s. Recently,

extended DRX cycle lengths starting from 5.12 s to a maximum of 2621.44 s have

been approved by the 3GPP [56]. In this section, we review the DRX and paging

decode mechanisms in the current LTE/LTE-A standards.

1.2.1.1 Current Paging Reception Mechanism for UE in DRX

The paging information in LTE/LTE-A consists of the control part and the data

part. The control information for an upcoming paging block is indicated to the UE

by a Physical Downlink Control Channel (PDCCH) containing the Paging - Radio

Network Temporary Identifier (P-RNTI). This is followed by the paging data on the

Physical Downlink Shared Channel (PDSCH). The paging data consists of a list of

the System Architecture Evolution - Temporary Mobile Subscriber Identity (S-TMSI)

or the International Mobile Subscriber Identity (IMSI) of the UEs being paged. If the

UE successfully decodes a PDCCH with P-RNTI and the paging block on PDSCH
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and finds its S-TMSI or IMSI in the paging list, then it stays awake to decode an

impending data transmission. Otherwise, it goes back to sleep.

For decoding the PDCCH, the UE requires a Discrete Fourier Transform (DFT)

whose size corresponds to the base station (called the evolved Node B (eNB) in LTE)

bandwidth. The UE also incorporates a blind decoding scheme where it hypothesizes

over 44 options of PDCCH locations [57, 58]. This renders the PDCCH decoding

procedure to be computationally intensive and power consuming. The 3GPP stan-

dardization committee is in the process of defining a new control channel for the

low-cost, low-complexity devices so that the number of blind decodes required to

detect the paging identifier on the control channel is reduced [56]. But the process

of looking for a page in each wake-up cycle is still retained.

1.2.1.2 DRX Modes Supported in LTE/LTE-A

The LTE/LTE-A standard supports two variants of DRX - a) Connected Mode DRX

and b) Idle Mode DRX [57,59,60]. These modes are categorized based on the handling

of the Radio Resource Configuration (RRC) connection. In the Connected Mode

DRX, the UE does not relinquish the RRC connection for the entire duration of the

DRX cycle and in the Idle Mode DRX, the UE releases the RRC connection before

it goes back to sleep.

In Connected Mode DRX, the ON time of the UE is 100 ms typically. LTE

subframes are 1 ms long and PDCCH is sent every subframe (see Figure 1.2). Hence,

the UE monitors PDCCH for 100 subframes and a valid PDCCH is received on only

one subframe [57,59]. Such a mechanism is beneficial to the UEs that receive a valid

PDCCH early during their ON time. They can process the paging information, go

back to sleep quicker and save power.

In the Idle Mode DRX, each UE checks for PDCCH periodically, albeit only in
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Figure 1.2: LTE radio frame structure showing the different physical channels and
paging transmission.

one pre-assigned subframe per DRX cycle called the Paging Occasion (PO) [60]. The

PO subframe number is determined based on the UE Identifier (UEID) [60] and it can

be either subframe 0, 4, 5 or 9 as shown in Figure 1.2. This can provide significant

power savings compared to the Connected Mode DRX. Ideally, it can reduce the ON

time of the UE to just 1 ms if the SNR is good and if the timing synchronization of

the UE is so accurate that it can wake up exactly at the PO. However in practice,

the Voltage Controlled Oscillator (VCO) used for the UE clock will possess a drift
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that can affect the symbol timing accuracy and SNR may not always be favourable.

If the subframe timing is not accurate, the UE will have to re-acquire it using the

Primary Synchronization Signal (PSS) and the Secondary Synchronization Signal

(SSS). Similarly, if the frame timing is lost, the UE will have to reacquire frame

synchronization by decoding the System Frame Number (SFN) transmitted on the

Physical Broadcast Channel (PBCH) [58].

Moreover, the computational complexity is substantial, since the UE is still re-

quired to decode the PDCCH. The PDCCH is transmitted on 2, 3 or 4 OFDM symbols

depending on the system bandwidth [57]. The UE has to search the different possible

locations over the complete bandwidth to find its PDCCH. This requires a full-scale

DFT and blind decoding over 44 possible options of PDCCH locations [57,58] which

consumes significant amount of UE processing power. Although the new control

channel definition for low complexity devices can reduce computational complexity

for decoding of the paging control information [43], they would still require multi-

ple repetitions of the control information in order to successfully decode the paging

identifier owing to the low operating SNR. Furthermore, this decoding has to per-

formed on each wake-up occasion of the DRX cycle, regardless of whether the device

has a valid upcoming page or not, thereby increasing the energy consumption of the

devices.

Figure 1.3 shows the different states traversed by a legacy UE implementing the

present Idle Mode DRX mechanism. The UE is initially in a “Deep Sleep” state where

only the UE clock is active and all other processing units including the radio are OFF.

At the wake up time instant, the UE wakes up from DRX and resynchronizes with

the eNB by detecting PSS/SSS and PBCH (if the UE timing has drifted more than

half a subframe). After synchronization, the UE transitions to a “Light Sleep” state
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Figure 1.3: Current DRX model in LTE/LTE-A.

where only the clock, radio and channel estimation blocks are ON and the Tx/Rx

processing blocks are OFF. The duration of light sleep depends on the PO. If the PO

corresponds to the PSS/SSS subframe (i.e. on subframe 0 or 5), the UE proceeds

to the “Paging Decode” state immediately (see Figure 1.2). But if the PO is on

subframe 4 or 9, the UE waits for the PO by moving to the “Light Sleep” state and it

transitions to “Paging Decode” state on the PO subframe. In the “Paging Decode”

state, the UE decodes the PDCCH and the PDSCH (if the PDCCH contains the

P-RNTI) for the paging information and moves to the “Connected State” if there is

a valid page. Otherwise, it goes back to the “Deep Sleep” state.

Modified DRX mechanisms for improved energy efficiency are described in Chap-

ter 2 and Chapter 3 of this thesis.
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Figure 1.4: Uplink subframe and PRB in LTE/LTE-A.

1.2.2 Narrow-Band Internet of Things (NB-IoT) in

LTE/LTE-A

With a large number of MTC devices requiring the cellular network for operation

and a substantial portion of these devices being deployed in areas with bad network

coverage, the 3GPP is in the process of standardizing the procedures for optimal

operation of such UEs. The research activities in this domain have been categorized

as NB-IoT and various mechanisms in downlink and uplink are being analyzed to

address the requirements of MTC UEs [45–48]. In this section, we describe the NB-

IoT transmission mechanism being standardized in the 3GPP LTE/LTE-A uplink

and analyze the energy efficiency of the MTC UEs using this mechanism.

The basic unit of resource allocation in LTE/LTE-A is a Physical Resource Block

(PRB). Considering a system with normal CP, one PRB consists of 12 subcarriers

× 7 symbols (see Figure 1.4). Therefore, a PRB pair spans 12 subcarriers × 14

symbols = 12 subcarriers × 1 subframe [57, 58, 61, 62]. Since the subcarrier spacing

in LTE/LTE-A is 15 kHz, a PRB pair occupies a bandwidth of 15 × 12 = 180 kHz.

The current LTE/LTE-A standards support UE transmission over multiple PRBs.

However, considering that the MTC UEs are low data rate and low power devices,
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the 3GPP has proposed the use of a single PRB pair transmission scheme for NB-IoT

MTC UEs. Also, the modulation supported by these devices is restricted to QPSK.

LTE/LTE-A has allowed the use of sub-PRB transmission, where the UE uses

less than 12 subcarriers for its transmission. For example, the UE can adopt a single-

tone transmission scheme, where the UE uses 1 subcarrier × 1 subframe transmission

and occupies a bandwidth of only 15 kHz [46–48]. Although using a single subcarrier

reduces the data rate, it can still be effective for MTC UEs that are delay tolerant and

only require occasional small bursts of data to be transmitted. Furthermore, when

MTC UEs are in low coverage, the operating SNR at the eNB is very low (around

-15 dB). Consequently, in the uplink, the UE has to transmit multiple repetitions

of the data block to be successfully decoded by the eNB, thereby increasing the ON

time and the energy consumption of the UE. Therefore, identifying signal processing

techniques that can reduce the number of repetitions is necessary.

In LTE/LTE-A, a data block at the physical layer is called the transport block.

The transport block is encoded using a Convolution Turbo Code (CTC) before trans-

mission and 4 Redundancy Version (RV)s are generated [58,59]. One RV of the trans-

port block is transmitted in one subframe. Each RV includes a 24-bit header from

the upper layers [58,59]. Therefore, the effective data rate is given by

Reff =
(TBS− 24)

(NSF × tSF)
(1.1)

where TBS is transport block size, NSF is the number of subframes required by the

eNB to successfully decode the data and tSF = 1 ms, is the duration of a subframe

in LTE/LTE-A. In the case of low data rate MTC UEs, the transmission consists of

a burst of data packets followed by a long idle duration. When the effective data

rate increases, the UE can complete its data transmission quickly and switch to the
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idle mode sooner, thereby saving power. For a given Transport Block Size (TBS),

the effective data rate increases if the number of subframes required for successful

decoding decreases. This depends on the SNR, the underlying channel and the offset

in UE’s timing/frequency estimation at the eNB.

The UE timing/frequency offset is derived from the detection of the random access

signal transmitted by the UE when it first requests network access and/or the periodic

Demodulation Reference Signals (DMRS) transmitted by the UE in every subframe

[58]. Both the random access and DMRS signals are Zadoff-Chu (ZC) sequences,

which possess good detection properties (good autocorrelation, low cross-correlation)

[58, 59]. However these estimates are not perfect and there will be some residual

timing and frequency offset in the system. The effective data rate and hence the

energy efficiency of the UE can be improved if these residual offsets are reduced to a

negligible level.

The residual timing offset can be estimated with a sufficient degree of accuracy

using the CP [63, 64]. The eNB ensures that all UE transmissions are time synchro-

nized using the timing advance indication mechanism after the initial random access

request procedure in LTE/LTE-A and minor deviations in the received frame timing

are tracked using CP autocorrelation [58]. However, the residual CFO of each UE

might be different and tracking each UE’s CFO using CP autocorrelation is complex.

Therefore, the eNB needs a separate mechanism to compensate for this CFO and

improve the energy efficiency of the UE.

In Chapter 4 of this thesis, a robust ML based CFO estimation algorithm, which

outperforms the conventional CP autocorrelation method is demonstrated to improve

the energy efficiency of the MTC UEs for the NB-IoT uplink.
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1.3 Literature Review

With the necessary background information established from the previous section, in

the following, we review the prior works elated to the energy efficient mechanisms in

the downlink and the uplink across different wireless communication technologies.

1.3.1 Prior Work on Power Saving Mode and DRX

Analysis

The study of the performance of the power-saving mode of operation in wireless

communication systems has gathered the interest of researchers in various technical

communities.

The power-saving mode supported by the IEEE 802.16 standard for Wireless

Interoperability for Microwave Access (WiMax) has been analyzed in [65–71]. Initial

work on analyzing the sleep mode in the IEEE 802.16 e standard was carried out

in [65], where the authors determine the packet dropping probability and the mean

waiting times of packets in the base-station buffer for Poisson packet arrival process

and a general distribution for service time. An analytical model to determine the

sleep mode energy savings was developed in [66], assuming only incoming messages

and a Poisson distribution for the frame arrival rate. In [67], the authors extend

the work in [66] by considering the effects of both the incoming frames and outgoing

frames on the sleep time. These queueing theory based models were adopted for IEEE

802.16 m standard in [68] (for uncorrelated traffic) and [69] (for correlated traffic)

by incorporating the duration of the awake state and a close down timer indicating

the end of the awake state. In [70], the authors proposed an efficient power-saving

mechanism involving periodic traffic indications, which is also resource-efficient for

IEEE 802.16 e/m. The analysis of the power-saving mode in terms of the trade-off
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between the power consumption and the packet transmission delay for heterogeneous

traffic (real time and non-real time) was carried out in [71].

The term “DRX” for power-saving was first introduced in the Universal Mobile

Telecommunications System (UMTS) standard. In [72], the authors investigated the

UMTS DRX mechanism for reduced power consumption using two parameters - the

inactivity timer threshold and the length of the DRX cycle. The inactivity timer is a

timer initiated by the Radio Network Controller (RNC), when there is no packet to

send to the mobile device. The mobile device can go to “sleep” only after the inactive

timer has expired. If a packet arrives at the RNC before the inactivity timer expires,

then the link moves to“busy” state. A variant of the M/G/1 queueing mode with

vacations was presented in [72] to analyze the UMTS DRX performance in terms of

the expected queue length, the expected packet waiting time, and the power saving

factor. This work was extended in [73], where an adaptive algorithm called dynamic

DRX was devised to dynamically adjust the inactivity timer threshold and the DRX

cycle length values to enhance the performance of the UMTS DRX. An adaptive

DRX mechanism for UMTS was developed in [74]. Here, the DRX period for each

UE was individually and adaptively controlled by the UMTS base-station using the

extended paging indicator, which in-turn was configured based on the current traffic

situation for each UE. The aforementioned works on the UMTS DRX considered

Poisson traffic. In [75], the authors proposed a novel semi-Markov process to model

the UMTS DRX with bursty packet data traffic. The study provided the selection

guidelines for the inactivity timer and DRX cycle values under various packet traffic

patterns. The study of the power consumption and the mean packet waiting time

of a dual-mode mobile device (a device that supports both UMTS and WLAN radio

technologies) is conducted in [76].
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1.3.1.1 Prior Work on LTE DRX

With the advent of LTE as a leading wireless communication standard, the study of

the DRX mechanism in LTE has gained a lot of interest over the past few years. The

LTE DRX operation and directions towards improving the DRX parameter selection

was provided in [77]. In [78], the DRX mechanism is modeled for bursty packet data

traffic using a semi-Markov process. The power saving and wake-up delay perfor-

mance of the LTE DRX mechanism are evaluated and compared against the UMTS

DRX mechanism. It is shown that the LTE DRX always achieves better power sav-

ing performance at the cost of longer wake-up delay. The LTE/LTE-A standards

support two types of DRX based on the cycle length - short DRX and long DRX,

whose performance in terms of user throughput, power consumption, and network

performance is evaluated in [79].

In [78] as well as the references analyzing the UMTS DRX (see [72–75]), the

procedure followed to obtain the power-saving factor is quite complex, requiring the

differentiation of Laplace transform equations. This complexity is avoided in [80],

where the authors provide a numerical analysis of the DRX by dividing the operation

into several independent parts and combining the result obtained from each part.

The next line of interest in LTE DRX analysis is in determining the best set

of DRX parameters, such as the inactivity timer duration and cycle length, for the

optimal performance of a particular application. In [81], a web-browsing session as

the underlying application and different algorithms for optimizing the balance among

user throughput and power saving is obtained. The optimization of LTE DRX for

mobile Internet applications over is considered in [82] and an algorithm is proposed

to efficiently select DRX parameters to ensure a balanced trade-off between two

conflicting performance parameters - application delay and UE power savings. In [83],
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an analytical model for LTE DRX based on a semi-Markov process is developed to

provide new, simple and exact formula relevant for the power saving efficiency. The

paper also investigated the LTE DRX performance with bursty packet data traffic

and the effects of different DRX parameters on the power saving and wake-up delay.

The evaluation of the influences of the Transmit Time Interval (TTI) sizes and the

effects of LTE DRX Light and Deep Sleep mode on power consumption for voice

and web traffic has been carried out in [84]. The work in [85] investigated the use of

adjustable and non-adjustable DRX cycle frame duration in LTE for reduced power

consumption based on a semi-Markov model for bursty traffic. A model to analyze the

latency incurred by the DRX mechanism for active and background mobile traffic is

developed in [86]. The paper also proposed a mechanism to switch DRX configuration

based on traffic running at UE. Recently, an in-depth analysis of the average delay

and power consumption of the DRX mode adopting recursive deduction and Markov

models is provided in [87]. The paper presented the analysis using mixed DRX short

and long cycles and Poisson packet arrival.

From the MTC perspective, in [88], a semi-Markov chain model is developed to

analyze the DRX mechanism for MTC applications, which can be used to estimate

the choice of DRX parameters. The LTE DRX performance for MTC was evaluated

in [89], where the authors incorporate a model with different parameter settings cor-

responding to potential future M2M devices. The results indicate that extending the

maximum DRX cycle length would lead to significant improvement in the energy ef-

ficiency of M2M devices. The work in [90] also suggested the benefits of an extended

DRX cycle for MTC devices and analyzed the impact of introducing the extended

DRX feature on the operation of the networks, thereby providing a guideline to facil-

itate extended DRX. A new approach of augmenting the extended DRX mechanisms
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with the single-packet-active state embedded in the sleep cycle was presented in [91].

This technique is shown to not only improve the power saving obtained from the

DRX but also reduce the wake-up delays compared to the standard DRX method

because it is sensitive to the underlying traffic pattern and able to shift between the

active and sleep states rapidly.

However, all these works address the DRX operation for UEs in normal coverage

and assume perfect timing synchronization. For the low-complexity MTC UEs with

coverage enhancement, the authors in [92] demonstrate a new mechanism where the

UE does not check for the page periodically and turns ON its radio only for data

transmission, thereby reducing the energy consumption of the UE. This mechanism

is only applicable to transmit driven UEs and cannot be used by UEs which require

timely information from the eNB to operate successfully.

In Chapter 2 and Chapter 3 of this thesis, we elaborate on our modified DRX

mechanism, which improves the downlink energy efficiency of MTC UEs in nor-

mal coverage and low coverage. These mechanisms require a minimum bandwidth

of 1.4 MHz and are therefore applicable to the UE categories of CAT-M1, CAT-0

and above. However, the ideas can be easily modified to suit devices with smaller

bandwidths and will serve as a medium to design novel power saving and paging

mechanisms in the downlink for the upcoming 5G New Radio (NR) standard.

1.3.2 Prior Work on Energy Efficient M2M Uplink

Mechanisms

The uplink is considered to be the most critical channel for M2M communication,

especially with the increasing number of IoT M2M devices. The design and devel-

opment of energy efficient mechanisms for M2M uplink has been studied in various
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previous works.

An optimized signal flow in the uplink for M2M devices, radio access networks

and core networks was proposed in [93]. The paper suggested the use of simplified

uplink mechanisms at the M2M device, such as reduced Channel State Information

(CSI) feedback for 3GPP MTC UEs to conserve power. In [94], an access control

algorithm using K-means based grouping and coordinator selection is proposed to

reduce the uplink energy consumption and alleviate the loading at the base-station

occurring from the massive access requests from the M2M devices.

The effect of the large number of M2M devices on the random access channel

has been analyzed in [95–98]. In [95], the problem of radio access network overload

is addressed using a prioritized random access scheme. The proposed scheme also

ensures the QoS constraints of the different classes of the LTE MTC devices by

pre-allocating the Random Access Channel (RACH) resources for the different MTC

classes, defining the class-dependent backoff procedures and by using dynamic access

barring (see [96]) to prevent a large number of simultaneous RACH attempts. An

evaluation methodology fully compatible with the 3GPP test cases is proposed in [97],

which incorporates a thorough analysis of RACH performance in overloaded MTC

scenarios. The work presents an analytical model for RACH including the energy

consumption aspect along with the conventional performance metrics, such as the

access delay and the collision probability. In [98], a reinforcement learning-based eNB

selection algorithm is proposed that allows the MTC devices to transmit packets in

a self-organized manner to the chosen eNB.

The energy efficiency aspect with respect to MTC data transmission has been ad-

dressed in [99–102]. Joint massive access control and resource allocation schemes are

proposed in [99], which perform machine node grouping, coordinator selection and
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coordinator resource allocation. The proposed schemes consider a two-hop transmis-

sion protocol and determine the number of groups required to minimize total energy

consumption under both flat fading and frequency-selective fading channels. For

small data transmission, a novel contention-based LTE transmission mechanism is

proposed in [100]. The performance results demonstrate reduced network resource

consumption, shorter mean data delay and improved device energy efficiency. In [101],

it is demonstrated that the energy-efficiency of the transmissions of small data blocks

strongly depends on the transmission power and the adaptive modulation and coding

procedure used. The authors propose a scheme to determine the optimal Modulation

and Coding Scheme (MCS) for small data transmission utilizing the LTE uplink power

control mechanism. The work in [102] focuses on developing a systematic framework

to study the power and energy optimal system design for M2M. The optimal trans-

mit power, energy per bit, and the maximum load supported by the base station are

derived for a variety of coordinated and uncoordinated transmission strategies. It

is demonstrated that Frequency Division Multiple access (FDMA), including equal

bandwidth allocation, is sum-power optimal for the low spectral efficiency regime

and the performance of uncoordinated Code Division Multiple Access (CDMA) is

comparable to FDMA when the base station is lightly loaded.

The aforementioned works have only been evaluated for UEs under normal cov-

erage. For UEs in low coverage, several TTI bundling enhancement schemes are

proposed in [103] based on the parameterization of the bundle size, round trip time

and the maximum number of HARQ retransmissions. These schemes are evaluated

using link-level simulations and shown to improve the LTE uplink coverage. In [104],

the TTI bundling enhancement, frequency hopping, increased number of base-station

receiver antennas and power boosted uplink reference signals have been considered as
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potential candidates for coverage enhancement in the LTE uplink. In [105], a flexible

TTI bundling scheme with CDMA support us demonstrated to improve the coverage

of LTE MTC devices.

Chapter 4 of this thesis focuses on NB-IoT based uplink transmission mechanisms

combined with robust CFO estimation for enhancing the energy efficiency of the

MTC UEs in the uplink. Since these mechanisms are designed for the lowest possible

bandwidth supported by the LTE MTC standard, it is applicable to all the UE

categories (NB-IoT, CAT-M1 and above) and the design principles can be adopted

for the forthcoming 5G NR standard.
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Discontinuous Reception (DRX)

with Quick Sleeping

2.1 Introduction

The current LTE/LTE-A standards use the DRX mechanism to reduce the power

consumption of the UE during which it follows a sleep and wake-up cycle (as explained

in Section 1.2.1). The UE wakes up periodically to check for the paging information

from the eNB. Though the DRX procedure results in significant power reduction, the

amount of power spent by the UE during the wake-up time or the ON time is still

considerable, since the decoding of paging information is computationally intensive.

Also, the UE may need to reacquire timing synchronization due to the drift in the

UE clock, which further increases the ON time. Moreover, in the IoT scenario, due to

the presence of a huge number of devices, the probability of the UE receiving a page

during each ON period is substantially low. However, the UE still looks for paging

information every time it wakes up and expends a significant amount of power.

In this chapter, we propose the Quick Sleeping Indication (QSI) mechanism to

indicate to the UE whether it can sleep early, since there is no valid incoming page.

When our QSI mechanism is used, the UE would first decode the QSI message and

if it indicates “sleep”, the UE goes back to sleep immediately. If the QSI indicates

“stay-awake”, the UE remains ON for decoding the subsequent paging block.
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It would be helpful to the UE if the QSI mechanism is simple and structured such

that the UE can decode it with low complexity and reduced power consumption. To

this end, we provide the QSI design mechanisms for two categories of MTC UEs - a)

without CE and b) with CE. Our QSI mechanisms are not only simple to implement,

but also require minimal changes to the present 3GPP LTE/LTE-A standardization

framework. We show that we can obtain a substantial improvement in energy effi-

ciency and a significant reduction in computational complexity using our novel QSI

mechanisms for MTC UEs with and without CE.

The rest of the chapter is outlined as follows. In Section 2.2, we introduce the QSI

mechanism and explain our modified DRX with QSI. In Section 2.3, we discuss the

QSI mechanisms for MTC UEs without CE. In Section 2.4, we consider the case of

MTC UEs with CE and demonstrate our QSI mechanisms for this case. We follow up

with the energy efficiency and computational complexity analysis in Section 2.5 and

the simulation results in Section 2.6. The conclusions are presented in Section 2.7.

2.2 Details of the QSI Mechanism

In the IoT scenario, the eNB would have to communicate the paging message to a

large set of MTC UEs. The paging message is transmitted in the downlink through a

transport channel called the paging channel, which is mapped to the PDSCH physical

channel. The paging channel can accommodate a maximum of 16 UE identities

[59]. Thus, the eNB would have to schedule paging information multiple times,

which would lead to an increase in the time required by an UE to receive the paging

information. The MTC UEs might be able to handle the delay in receiving paging

information, since they are delay tolerant. However, the UEs listen to multiple paging

occasions before they receive a valid paging message resulting in increased power
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consumption.

If a QSI mechanism is introduced, then it gives an indication of whether the

UE can go back to sleep early since it does not have an impending paging message

or stay awake to decode the PDCCH. Each UE decodes the QSI and processes the

PDCCH only if the QSI inhibits it from sleeping early. In this section, we describe

our QSI mechanism and propose DRX with quick sleeping for energy efficient IoT

using LTE/LTE-A.

2.2.1 QSI Working Mechanism

One method that the eNB can adopt to address a large number of UEs is to divide

the UEs into multiple groups and allocate resources to one or more groups at each

scheduling interval [43]. We propose to group the UEs using some unique UE identi-

fier. Let us consider that the UEs have to be divided into Ngrp groups. A unique UE

identifier can be used to determine the UE Group Indicator (UEGI) by the relation

UEGI = < Unique UE Identifier > mod Ngrp. The following identifiers can be

used to determine the UE Group:

1. IMSI - The IMSI is a unique identifier assigned to every UE during the equip-

ment manufacturing phase.

2. UEID - It is given by UEID = IMSI mod 1024 and it is being used to

determine the paging occasion in Idle Mode DRX [60].

3. Connected Mode - Radio Network Temporary Identifier (C-RNTI) - The C-

RNTI is a unique number assigned to each UE when it establishes a connection

with the eNB.

The device grouping techniques are out of the scope of our work. Therefore, we do
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not elaborate on the device grouping strategies in MTC. We assume that the UEs

are divided into groups using a known device grouping strategy and introduce the

QSI mechanism. The proposed QSI works as follows:

1. The UEs are divided into Ngrp groups.

2. QSI is sent n subframes before the paging occasion where n is determined by

the QoS constraints of the MTC UE group. It indicates one or more UE groups

which will not be paged in the paging occasion.

3. The UE decodes QSI and if it indicates that its group will not be paged, the

UE goes back to sleep. Otherwise, the UE prepares to decode PDCCH on the

paging occasion.

After we divide the UEs into multiple groups, we assign M bits for the QSI

message which would put one or more UE groups to sleep when there is no impending

page for the group. The network has the flexibility to configure the manner in which

the QSI addresses the UE groups. One configuration that the network can use is a

bit-map addressing mode where one bit is assigned exclusively to one UE group and

the network can address up to M groups. For example, with M = 4, we can address

4 UE groups and the QSI message “1010” indicates that the UE groups 1 and 3 can

be put to sleep.

It should also be noted that the UE in Idle Mode DRX cannot directly wake up at

the paging occasion to decode PDCCH since it has to acquire timing synchronization

and update the SFN. The frame timing and synchronization is achieved by detecting

the PSS and the SSS [61]. The SFN is obtained by processing the PBCH and decoding

the Master Information Block (MIB) [61].
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Figure 2.1: Proposed DRX models.

34



Chapter 2. Discontinuous Reception (DRX) with Quick Sleeping

2.2.2 DRX and Paging with QSI

Figure 2.1a demonstrates our first model for DRX and paging with QSI, which we

use for MTC UEs without CE. In this model, the UE begins its paging detection

operation similar to the legacy UE, by transitioning from the “Deep Sleep” state

to the “Re-sync State” to acquire the symbol boundary when it wakes up from the

DRX cycle. However, after the timing acquisition, the UE transitions to the “QSI

Detection” state, where it detects the QSI signal. If the QSI conveys “sleep” since

there is no valid upcoming page, then the UE immediately transitions into the “Deep

Sleep” state. However, if the QSI signals indicates “stay-awake” or if the QSI is not

detected successfully, the UE resumes the legacy operation for decoding the paging

information and transitions to the “Light Sleep” state.

The MTC UEs can be deployed in places like interiors of buildings and basements

where the network coverage is low. When the SNR is low, multiple PSS/SSS copies

will have to be combined for successful detection and timing synchronization. The

PSS/SSS is transmitted every 5 ms and the UE has to stay ON longer if it requires

multiple copies of PSS/SSS. Also, the PDCCH and PDSCH decoding might require

multiple repetitions to be decoded successfully which would further increase the ON

time and the computational complexity for paging decode. Therefore, it is beneficial

to have a QSI signal which can also be used for subframe synchronization for MTC

UEs with CE. In this case, the different combinations of M QSI bits are mapped

to different sequences, thereby resulting in 2M QSI sequences. The sequence corre-

sponding to the QSI message is transmitted periodically. The UE receiver detects

the transmitted QSI sequence by hypothesizing over the set of 2M QSI sequences and

decodes the QSI message as well as the timing information.

Figure 2.1b depicts our second model for DRX and paging with QSI for CE. The

35



Chapter 2. Discontinuous Reception (DRX) with Quick Sleeping

UE begins its paging detection operation by transitioning from the “Deep Sleep”

state to the “QSI and Timing Detection” state where it jointly obtains the timing

and sleeping indication. If the QSI conveys “sleep”, the UE moves back to the “Deep

Sleep” state immediately and if the QSI indicates “stay-awake”, the UE transitions to

the “Light Sleep” state and decodes the page by moving to the “Paging Decode” state

on the PO. If the QSI is not detected, then the UE follows legacy DRX operation in

order to decode the paging information.

In the following, we present different implementations for the proposed DRX and

paging with QSI for MTC UEs without CE and with CE. Our QSI solutions are

designed such that they are compatible with the LTE/LTE-A framework and help in

energy efficient operation of MTC UEs for IoT.

2.3 Quick Sleeping Solutions for MTC UEs

Without CE

In this section, we discuss the QSI mechanisms for MTC UEs without CE. This is

applicable to the IoT scenario of pet tracking or weather sensing in which the UEs

have low-mobility and are located in regions where the network coverage is good. In

this case, we design the QSI such that it reuses the resources that are already being

allocated by the eNB. We choose to transmit the QSI on those physical channels

whose locations on the subframe grid do not change so that the UE is aware of the

location of the QSI. The physical channels for synchronization and broadcast comply

with our requirement.

The key feature of PSS, SSS and PBCH is that they always occupy a constant

bandwidth of 1.4 MHz regardless of the system bandwidth. The PSS and SSS are
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transmitted every 5 ms on subframe 0 and subframe 5 (see Figure 1.2) [57]. They

occupy one symbol and the UE can use a correlation decoder to detect these syn-

chronization signals and adjust the frame timing [58]. The PBCH occupies 4 symbols

on subframe 0 (see Figure 1.2) and is transmitted every 10 ms and has 4 repetitions.

Therefore, a new PBCH is transmitted every 40 ms. The construction of PBCH block

is such that the UE can decode each 10 ms transmission independently or combine

multiple repetitions for decoding PBCH [61]. Due to smaller bandwidth, the UE can

use a smaller Fast Fourier Transform (FFT) size to decode the PBCH. Therefore,

an early sleeping indication or QSI during the synchronization or the PBCH detec-

tion phase would help the UE to determine if it has to go back to sleep or proceed

to decode PDCCH decoding. Hence, we develop simple and efficient techniques to

transmit QSI on PBCH and PSS/SSS.

2.3.1 Quick Sleeping Solutions Using the PBCH

First, we present a brief overview of the PBCH transmission in the current 3GPP LTE

standard. Then, we demonstrate four methods for incorporating the QSI mechanism

into the PBCH.

2.3.1.1 PBCH in 3GPP LTE

PBCH carries the MIB, which is 24 bits of information. As depicted in Figure 2.2, it

indicates the eNB bandwidth, the Physical Hybrid ARQ Indicator Channel (PHICH)

duration, the PHICH resolution and the SFN [12, 62]. The SFN in LTE has 10

bits. Since the MIB has only 8 bits to represent SFN, this field it indicates 8 most

significant bits of SFN. From the PBCH processing in Figure 2.2, it can be seen that

a 16 bit Cyclic Redundancy Checksum (CRC) is attached to the 24 information bits
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Figure 2.2: MIB and PBCH construction.

transforming MIB into a 40 bit block. This is followed by rate 1/3 Convolution Coding

(CC) and rate matching so that the encoded MIB is 1920 bits. The modulation used

for PBCH is QPSK and these modulated symbols have to be transmitted in 40 ms.

This corresponds to 960 QPSK symbols every 40 ms which implies that there are 240
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QPSK symbols in every 10 ms copy of PBCH.

2.3.1.2 QSI Using Reserved Bits in MIB

Our first solution is to use the reserved bits in MIB for QSI. The MIB transmitted

on PBCH contains 10 reserved bits out of the 24 information bits. Considering that

the UEs are divided into groups, these bits can be used to indicate the UEGI. Using

M reserved bits, 2M UE groups can be addressed. For example, by using 4 out of

10 reserved bits, we can address 16 UE groups. Alternatively, M reserved bits can

be used to indicate multiple UE groups. For example, QSI bit 0 would indicate UE

groups 1 to 4, QSI bit 1 would indicate UE groups 5 to 8 and so on. Using reserved

bits in MIB ensures that QSI is decoded along with PBCH without affecting the

performance of PBCH decoding.

2.3.1.3 Spreading QSI Using Orthogonal Sequences

Our second solution is to transmit the QSI over PBCH using sequences that are

orthogonal to PBCH. That is, the M bits of QSI are mapped to 2M sequences which

are orthogonal to the PBCH transmission. The orthogonal sequence corresponding to

the QSI message is sent along with the PBCH at a very low power to ensure that the

loss in the power of PBCH is small. This method is illustrated in Figure 2.3, where

QSI modulated sequence denotes the orthogonal QSI sequence. Let Sref denote the

power of the PBCH signal without QSI, N denote the noise power and Sp denote the

power of the orthogonal QSI sequence. The SNR of the PBCH signal without QSI is

SNRref = Sref

N
and the SNR of the QSI signal is SNRp = Sp

N
. When the QSI signal is

added to PBCH, the power of the PBCH signal becomes Snew = (1−P )·Sref , where P

is the fraction of the PBCH power used for QSI. Therefore, SNRnew = (1−P ) ·SNRref

and the loss in PBCH detection performance is (1 − P ). For example, if P = 0.05,
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Figure 2.3: PBCH with QSI transmission

then SNRnew = 0.95 · SNRref and the loss in PBCH detection performance in dB is

10 log10(0.95) = 0.22 dB, which is small. This loss occurs since we formulate our QSI

mechanism such that the total power available for PBCH transmission is unchanged.

If the eNB can afford additional power for QSI transmission, there will be no loss in

PBCH performance.

The QSI sequences should be orthogonal to the different possible PBCH trans-

missions. LTE supports 6 different eNB bandwidths (1.4 MHz, 3 MHz, 5 MHz,

10 MHz, 15 MHz, 20 MHz), 2 PHICH durations (normal, extended), 4 PHICH res-

olutions
(

1
6
, 1

2
, 1, 2

)
and an 8 bit field to indicate SFN [58]. This gives rise to

6 × 2 × 4 × 28 = 12, 288 combinations. Additionally, there are 3 antenna config-

urations (NTX = 1, 2 or 4) resulting in 12, 288 × 3 = 36, 864 combinations. Since
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the PBCH symbols are scrambled by the Cell ID, there are 36,864 combinations

per Cell ID. Therefore, for a given Cell ID and a 10 ms copy of PBCH, we have a

36, 284 × 240 complex matrix representing all the possible combinations of PBCH.

We generated this matrix in MATLAB and observed that the rank of this matrix is

pretty low (approximately 100). This suggests that sequences orthogonal to PBCH

combinations per Cell ID can be derived from the null space of this matrix. There are

504 Cell Ids. Therefore, the total number of QSI sequences is 504 × 2M , each being

a complex vector of length 240. Also, there are 4 different 10 ms copies of PBCH.

If each complex number is represented using 32 bits, this scheme would require a

table of (4 × 504 × 2M × 240 × 4) bytes . For example, with 4 QSI bits, there are

504×16 = 8064 QSI sequences and they would require a memory of 29.53 MB which

is large. In the following, we describe the QSI methods which eliminate the need for

orthogonal sequences and hence does not require extra memory.

2.3.1.4 Spreading QSI Using Repetition Only

In this method, the QSI bits are repeated at a very low power across the PBCH

symbols similar to the solution using orthogonal sequences. But in this case, the QSI

modulated signal in Figure 2.3 is generated as shown in Figure 2.4a. The M bits

of QSI are spread over 480 bits of 10 ms copy of the PBCH. Hence the spreading

factor SPF = 480
M

. The QSI bits are also modulated using QPSK. Due to the large

spreading gain, the QSI signal can be detected after we subtract the detected PBCH

signal from the received signal. The SNR to decode QSI signal considering that

the PBCH signal is subtracted from the received signal is P · SNRp · SPF . For

example, with M = 4 and P = 0.05, SPF = 120 and the SNR to decode QSI

will be 6 × SNRp which is 10 log10(6) = 7.78 dB more the original QSI SNR. In

addition to repetition, a randomizing sequence (RS) of length 240 symbols is used to
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Figure 2.4: Illustration of QSI mechanisms on PBCH.

ensure uniform distribution of phase of the QSI modulated signal. The transmitted

constellation is determined by

T (n) =
√

1− P ejθ(n) +
√
P ejβ(n)ejφ(n) (2.1)

where θ(n) is the phase of the nth PBCH modulated signal, φ(n) is the phase of

the nth QSI modulated signal, β(n) is the phase of the nth complex number in the

randomizing sequence and n = 0, 1, . . . 239. The Signal-to-Interference-plus-Noise
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Ratio (SINR) is given by

SINR =
(1 − P ) · Sref

P · Sp + N

=
(1 − P ) · SNRref

P · SNRp + 1
(2.2)

Therefore, we expect that the loss in performance is the factor (1 − P )
(P ·SNRp + 1)

. Again,

the loss occurs since we model the QSI mechanism such that the total power available

for PBCH transmission is unchanged.

2.3.1.5 Spreading QSI Using Repetition and Forward Error Correction

(FEC)

This solution is similar to the previous one, but the QSI bits are encoded using an

error correction coding scheme (see Figure 2.3 and Figure 2.4b). Here, the M QSI

bits result in Menc encoded bits and the spreading factor is SPF = 480
Menc

. The SNR

to decode the QSI signal considering that the PBCH signal is subtracted from the

received signal is reduced by a factor of M
Menc

, but the FEC makes up for the loss in

SNR. Also, if the number of QSI sequences is small, a Maximum Likelihood (ML)

decoding scheme can be used for FEC decoding. For example, with M = 4, P = 0.05

and an (8,4) extended Hamming code for FEC, Menc = 8 and SPF = 60.

Next, we discuss our QSI solutions using the synchronization channels (PSS/SSS).

2.3.2 QSI on PSS/SSS

PSS and SSS are the synchronization signals used in LTE/LTE-A transmitted on the

centre band. The PSS is a 63-length ZC sequence which is sent with a periodicity

of 5 ms on the last symbol of the first slot in subframe 0 and subframe 5. The 32nd
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Table 2.1: QSI transmission methods using unused subcarriers on PSS and SSS
Method Cm FEC Used Ns Nr

1 BPSK No 1 2
2 BPSK No 2 4
3 BPSK Yes 1 1
4 BPSK Yes 2 2

carrier corresponds to the DC subcarrier and it is set to zero [58]. The SSS consists of

two 31-length m-sequences on either side of the DC subcarrier. The SSS is also sent

in subframe 0 and subframe 5 one symbol before the PSS. But the SSS on subframe

0 is not the same as the one on subframe 5 and this helps the UE determine if it is on

the first half of the radio frame or the second half during acquisition [58]. The centre

band spanning 1.4MHz consists of 72 subcarriers including the DC subcarrier. The

key feature of both PSS and SSS transmissions is that they use only 62 out of the 72

subcarriers. Thus, excluding the DC subcarrier, we still have 9 unused subcarriers.

We therefore propose to transmit M QSI bits using 8 out of the 9 unused subcarriers.

For this mechanism, we consider the case where M ≤ 4 and build a 4-bit QSI

message. When M ≤ 2, the bits can be repeated and when M = 3, a zero can

be appended as the most significant bit in order to obtain the 4-bit QSI message.

Let Cm and Ns denote the modulation scheme and the number of synchronization

symbols used for QSI transmission respectively. The number of repetitions required

to accommodate the 4-bit message on the unused subcarriers is Nr = 8·Ns

4
= 2Ns.

Table 2.1 summarizes variants for the proposed QSI transmission on PSS/SSS using

different repetition factors without and with FEC. For the latter, we suggest a (8,4)

extended Hamming code, because we use 8 unused subcarriers per synchronization

symbol to accommodate the 4-bit QSI message.

We assume that the eNB has to use a part of the available power for transmitting

the QSI. When there is no QSI, the eNB transmission power is uniformly distributed
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over 62 subcarriers and in the presence of QSI, it is distributed uniformly over 70

subcarriers. Therefore, the loss in PSS/SSS SNR when QSI is transmitted can be

computed as 10 log10(62
70

) = −0.53 dB, which is a small degradation from the original

value. If the eNB can afford additional power for QSI transmission, there will be no

degradation in PSS/SSS performance.

2.4 Quick Sleeping Solution for MTC UEs With

CE

In the case of IoT, the UEs may be located in places like underground parking lots to

sense vacant parking spots or in the interior of buildings such as hospitals to monitor

the status of the patients where the network coverage is very low. The solutions

discussed in Section 2.3 do not work effectively in this case, because the UE will need

multiple repetitions of PSS/SSS to determine the timing since the SNR is very low.

And if the UE needs to re-acquire PBCH, it would need multiple copies of PBCH to

accurately determine the SFN. Similarly, decoding the paging on PDCCH, PDSCH

and the QSI will also require multiple repetitions, which increases the ON time of the

UE. Therefore, it is preferable to design a robust QSI signal which not only indicates

whether a group of UEs can be put to sleep quickly, but also helps in faster timing

synchronization. A UE decoding such a QSI signal would obtain both the paging and

timing information in parallel which could reduce the ON time and paging decoding

complexity, thereby saving energy. In this section, we present the QSI signal design

mechanism for MTC UEs with CE using dedicated resources in the PDSCH space.

In particular, we propose to use ZC sequences to create QSI signals which possess

good auto-correlation and cross-correlation properties and thus enable robust signal
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Figure 2.5: QSI transmission mechanism on PDSCH.

detection. ZC sequences are Complex Amplitude Zero AutoCorrelation (CAZAC)

sequences and cyclically shifted versions of these sequences are orthogonal to each

other [58]. Also, the cross-correlation of two ZC sequences of length N is limited by

1√
N

. They are already being used in LTE/LTE-A for PSS and random access. The

proposed QSI ZC sequence is of the form

QSIZC(p) = e(−jπpn(n+1)
N ) (2.3)

where, N = 131 is the length of the ZC sequence and p is the root of the ZC

sequence chosen such that it is co-prime with N . We choose p ∈ [2 + 8 · (q − 1)] where

q = 1, 2, · · · 16. The QSI sequence occupies 131 subcarriers. This length is chosen

because a legacy paging block would take at least 1 PRB pair and considering 2

symbol-PDCCH, this would occupy 132 subcarriers [57,59]. One could always choose

a longer length sequence to improve the performance since the cross-correlation peak

is inversely proportional to the length of the sequence, but a longer sequence would

require more resources.

Our proposed QSI transmission mechanism in the PDSCH space uses 1 PRB pair

in subframes 1, 2, 6 and 7 of a radio frame. These subframes are chosen to provide

time diversity to the QSI signal and ensure that it is periodic. We use the centre

1.4 MHz band and transmit the QSI ZC sequence on the top PRB pair of subframes

1 and 7 and the bottom PRB pair of subframes 2 and 5, thereby introducing some
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frequency diversity to the QSI signal. This also ensures that the QSI pattern has a

periodicity of 10 ms and the UE can determine the exact subframe number when it

detects the QSI. Figure 2.5 illustrates the proposed QSI signaling pattern.

2.5 Energy Consumption and Computational

Complexity Analysis

In this section, we analyze the reduction in UE energy consumption and the number

of UE computations for our different QSI solutions. Prior to this work, the energy

consumption of the UE in DRX mode has been analyzed using a semi-Markov chain

model [78, 88] or a queueing based model [80]. In our work, we use a simpler model

where the energy consumption is derived from the ON time of the UE similar to [89]

and the computational complexity is determined using the number of FFT operations

performed by the UE.

2.5.1 Energy Consumption Analysis

Let tDRX, tSync and tPaging denote the total time of UE DRX cycle, time taken by the

UE for synchronization and the UE ON time for paging decode respectively. The

time spent by the UE in the “Light Sleep” state and the drift time of the UE clock

are represented by tLS and tDrift respectively. PON, PLS and PDS denote the power

consumed by the UE during the ON state, the “Light Sleep” state and the “Deep

Sleep” state respectively.
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2.5.1.1 Legacy UE in Idle Mode DRX

Firstly, we consider the case of a legacy UE without CE at an operating SNR good

enough to decode PSS/SSS and PBCH in the first attempt. For PSS/SSS detection,

we assume that the UE is ON for a duration of one subframe since the UE has to

search for PSS/SSS within the buffered subframe, which gives tSync = 1 ms. When the

paging subframe is 0 or 5, the legacy UE does not wait for PO and tLS = 0. However,

if the paging subframe is 4 or 9, the UE decodes the PSS/SSS on subframe 0 or on

subframe 5 and has to wait 3 more subframes for its PO. The UE goes into “Light

Sleep” for these subframes, which gives tLS = 3 ms. In the case of MTC for IoT, due

to the large number of UEs being paged, we can assume that the POs are equally

likely and compute the average light sleep time tavg
LS = 0+3+0+3

4
= 1.25 ms. The total

ON time of the legacy UE is given by tLegacy
ON = tDrift + tSync + tPaging. Therefore, the

energy consumed by the legacy UE can be calculated as

ELegacy = tLegacy
ON PON + tavg

LS PLS + (tDRX − tLegacy
ON − tavg

LS )PDS. (2.4)

Secondly, we consider the case of a legacy UE with CE. In this case, the SNR

is low and multiple repetitions are required for successful detection of PSS/SSS and

paging. Therefore, the total energy consumed by the legacy UE with CE can be

calculated using Eq. (2.4) with tLegacy
ON = tDrift + tCE

Sync + tCE
Paging, where tCE

Sync and tCE
Paging

denote the ON time required for PSS/SSS detection and paging decode with CE,

respectively.

2.5.1.2 MTC UE without CE Adopting Our DRX with QSI mechanism

Here, the QSI is transmitted on PBCH or on PSS/SSS. In both the cases, similar to

the legacy case, tSync = 1 ms, but the average light sleep time varies depending on
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where the QSI is transmitted and whether PBCH decoding is necessary. If the QSI is

transmitted on PSS/SSS and PBCH decoding is not necessary, then the average light

sleep time is the same as that of the legacy UE, that is, tavg
LS = 1.25 ms. However, if

the QSI is transmitted on PBCH or if the UE has slept long enough so that PBCH

decoding is necessary, then the UE wakes up at subframe 0 regardless of the PO,

detects PSS/SSS on subframe 0, decodes the PBCH, obtains the QSI and goes into

“Light Sleep” until the PO subframe. Therefore, tLS can be 0 ms, 3 ms, 4 ms or

8 ms and the average light sleep time tavg
LS = 3.5 ms. Let p indicate the probability of

successful QSI detection and q indicate the probability that the QSI conveys “sleep”.

Then, the probability of successful QSI detection and UE going back to sleep is pq

and the total ON time for the UE in this case will be tQSI = tDrift + tSync. The

corresponding energy consumed by the UE is

E1 = tQSIPON + (tDRX − tQSI)PDS. (2.5)

If the QSI is detected successfully and the UE has to stay awake for paging or if the

QSI signal is not detected, the UE resumes legacy mode of operation. This occurs

with probability (1 − pq) and the energy consumed by the UE is ELegacy given by

(2.4). Therefore, the total energy consumption of the UE without CE adopting QSI

can be calculated as

EQSI = pqE1 + (1− pq)ELegacy. (2.6)

2.5.1.3 MTC UE with CE Adopting Our DRX with QSI Mechanism

In this case, the UE attempts to decode the QSI transmitted on PDSCH which gives

the UE both the timing information as well as sleeping indication. The QSI signal

detection, PSS/SSS detection and paging decode operations will take tQ, tCE
Sync and
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tCE
Paging amount of time respectively since the SNR is low and multiple repetitions are

required for successful detection. The UE has to wake up at least tQ + tCE
Sync before

the PO since it has to first detect QSI and if it fails, the UE should fall back to

legacy operation, detect PSS/SSS followed by paging decode. The ON time for QSI

detection will be tCE
QSI = tDrift + tQ. The energy consumed by the UE if it detects QSI

successfully and the QSI indicates “sleep” (which occurs with probability pq) is given

by

ECE
1 = tCE

QSIPON + (tDRX − tCE
QSI)PDS. (2.7)

If the QSI is detected successfully and it indicates “stay-awake”, the UE goes into

the “Light Sleep” state until the PO subframe and then decodes the paging on the

PO subframe. This occurs with probability p(1− q) and the energy consumed by the

UE is

ECE
2 = (tCE

QSI + tCE
Paging)PON + (tCE

Sync + tavg
LS )PLS + (tDRX− tCE

QSI− tCE
Paging− tCE

Sync− t
avg
LS )PDS.

(2.8)

If the UE is unable to detect the QSI signal, then it resumes legacy operation and

this scenario occurs with probability (1− p). The energy consumed is

ECE
3 = (tCE

QSI+t
CE
Sync+t

CE
Paging)PON+tavg

LS PLS+(tDRX−tCE
QSI−tCE

Sync−tCE
Paging−t

avg
LS )PDS. (2.9)

Therefore, the total energy consumption of the UE adopting QSI can be calculated

as

ECE
QSI = pqECE

1 + p(1− q)ECE
2 + (1− p)ECE

3 . (2.10)
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2.5.2 Computational Complexity Analysis

The paging decoding requires PDCCH decoding as its first step regardless of whether

the UE is being paged or not. PDCCH requires a full eNB bandwidth size FFT which

requires O (N log2N) computations, N being the FFT size.

2.5.2.1 Legacy UE in Idle Mode DRX

First, we consider the case of a legacy UE without CE which takes one subframe for

PSS/SSS detection to reacquire the timing and one subframe to decode the paging

block. The PSS/SSS and the PBCH require a 128 point FFT [58]. Considering

that for normal CP length, we have 14 symbols in a subframe, the number of FFT

operations for synchronization is nSync = 14× 128 log2(128) = 12544. Assuming that

the PDCCH occupies m symbols, the UE would require nPDCCH = m · O (N log2N)

operations for PDCCH FFT. If the PDCCH indicates P-RNTI, the UE has to proceed

to decode the PDSCH which will add to the number of FFT operations of the UE.

For this analysis, we take into account only the synchronization and PDCCH FFT

operations for the legacy UE since we model the scenario where a UE is very rarely

paged and the contribution of PDSCH FFT to the total number of FFT operations is

not significant. The total number of FFT operations for the legacy UE is computed

as

nLegacy = nSync + nPDCCH. (2.11)

For the legacy UE with CE, the total number of FFT operations will be

nCE
Legacy = nSyncrSync + nPDCCHrPDCCH. (2.12)

where rSync and rPDCCH is the number of PSS/SSS and PDCCH repetitions required
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for successful decoding respectively.

2.5.2.2 MTC UE without CE Adopting Our DRX with QSI Mechanism

Here, the QSI is sent on PBCH or on PSS/SSS and does not require additional FFT

compared to the legacy UE. The number of FFT operations for the UE without

CE using QSI will be nSync with probability pq when QSI is detected and indicates

“sleep”. Otherwise, the UE resumes legacy operation and number of FFT operations

will be equal to nLegacy. Therefore, the total number of FFT operations for the UE

implementing QSI on PBCH or QSI on PSS/SSS is given by

nQSI = pqnSync + (1− pq)nLegacy. (2.13)

2.5.2.3 MTC UE with CE Adopting Our DRX with QSI Mechanism

In this case, the QSI signal is transmitted on PDSCH. The UE buffers the entire QSI

subframe and tries to detect the QSI signal. Since we transmit the QSI on 1 PRB

pair in the PDSCH space, the minimum FFT size in LTE/LTE-A which is a 128 point

FFT, is sufficient to obtain the QSI signal. Thus, the number of FFT operations for

detecting the QSI signal can be calculated as nQ = 14×128 log2(128)×rQ = 12544rQ,

where rQ is the number of repetitions required to decode the QSI signal successfully.

If the QSI signal is detected successfully and if it indicates “sleep”, the number of FFT

operations will be equal to nQ which occurs with a probability pq. If the QSI signal is

detected successfully and if it indicates “stay-awake”, it will be nQ + nPDCCHrPDCCH

which happens with probability p(1− q). If the QSI is not detected, then the number

of FFT operations will be nQ+nCE
Legacy. Therefore, the total number of FFT operations
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for UE with CE adopting QSI is

nCE
QSI = pqnQ + p(1− q)(nQ + nPDCCHrPDCCH) + (1− p)(nQ + nCE

Legacy). (2.14)

2.6 Simulation Results and Analysis

In this section, we highlight the benefits of the proposed QSI solutions for LTE/LTE-

A for IoT through simulation results and detailed analysis of the UE energy efficiency

and computational complexity when our QSI mechanisms are used.

2.6.1 Simulation Results

First, the methods discussed in Section 2.3.1 were implemented and simulations were

run for an Additive White Gaussian Noise (AWGN) channel. The AWGN channel was

chosen since it is sufficient to determine performance differences for QSI and PBCH

for the different proposed methods. The key simulation parameters are summarized

in Table 2.2.

Figure 2.6 shows the PBCH Block Error Rate (BLER) and also indicates the

expected BLER curves when QSI is introduced. The SNR denotes the SNR on each

PBCH symbol. The PBCH symbol also contains the cell specific reference signals

and the QSI signal. The expected BLER curves are obtained with the assumption

that QSI does not interfere with the PBCH signal. and the loss in PBCH detection

performance is (1− P )SNR as discussed in Section 2.3.1.

It can be observed that the QSI using orthogonal sequences shows 0.22 dB degra-

dation in PBCH BLER performance when compared to the legacy UE PBCH BLER

performance which matches the analytical results. However, there is a small difference

between the expected BLER and actual BLER when the QSI signal is not orthogonal
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Table 2.2: Simulation parameters
eNB Parameters Value

Antenna Configuration 2Tx × 1Rx
Number of downlink RBs 6
PHICH duration Normal
PHICH Group Multiplier 1

6

System Frame Number randi([0 255])
Cell ID 0
No. PDCCH symbols, m 2

UE Parameters Value

Antenna Configuration 1Tx × 1Rx
VCO accuracy 10ppm
DRX cycle length, [1.28 s, 2.56 s,
tDRX 10.24 s, 1 min, 10 min]
Drift time, VCO accuracy ×
tDrift tDRX

ON time for paging decode, 1 ms (normal coverage)
tPaging 10 ms (CE mode)
ON state power, PON 500 mW
“Light Sleep” power, PLS 250 mW
“Deep Sleep” power, PDS 0.0185 mW
Probability of successful 0.9
QSI detection, p
Probability that QSI 0.9
indicates “sleep”, q

to the PBCH signal, i.e., for the methods using spreading and repetition or repeti-

tion plus FEC. The non-orthogonality of the QSI signal leads to interference with

the PBCH signal, which in turn leads to degradation in PBCH BLER performance.

Figure 2.7 indicates the QSI BLER performance. As expected, QSI using orthog-

onal codes gives the best performance. It would be preferred if the MTC UE can

afford to have significant amount of memory to store the different orthogonal QSI

sequences. From an implementation perspective, the MTC UEs have a high speed,

high cost working memory space and a low speed, low cost permanent memory space.

The UEs can store the orthogonal QSI sequences for all the Cell IDs in the perma-
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QSI with Orthogonal Codes (For all MIBs per Cell Id)

QSI with Repetition + exp(−j*2*pi*n/SPF) spreading

QSI with Repetition + (8,4) Hamming code + exp(−j*2*pi*n/SPF) spreading
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Expected BLER for P = 0.05

Figure 2.6: PBCH BLER performance for AWGN channel.

nent memory and can have only the sequences corresponding to the detected Cell ID

in the working memory so that the low cost feature of the MTC UE is not largely

compromised.

It can be seen that QSI methods using repetition coding only and repetition

coding with FEC also demonstrate good QSI BLER performance. These methods

are straight-forward to implement and unlike the QSI mechanism using orthogonal

sequences, these methods do not require extra memory. However, there is about

0.9 dB degradation in PBCH BLER performance at 1% BLER when compared to

the legacy UE PBCH BLER performance considering that the total power available

for PBCH is unaltered. The degradation will not occur if the eNB can afford extra

power for QSI transmission.

Next, the different QSI solutions were simulated using the LTE system toolbox

on MATLAB for the Extended Pedestrian A (EPA) channel model with a Doppler

Spread of 1 Hz and the number of QSI bits, M = 4. This channel model was selected
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Figure 2.7: QSI BLER performance for AWGN channel.

since it is recommended by the 3GPP for testing low UE mobility [106] and is suitable

for the IoT scenarios considered in this work such as pet tracking and weather sensing

in the case of normal coverage or patient monitoring in case of enhanced coverage.

Other simulation parameters are the same as in Table 2.2.

The QSI solutions for MTC UEs without CE discussed in Section. 2.3 were ana-

lyzed using the BLER performance considering the minimum SNR required for 10%

BLER (S10%) as the performance indicator. For MTC UEs with CE, we consid-

ered 15 dB CE and obtained the operating SNR for the synchronization channel as

−14.2 dB [43]. We evaluated the performance based on the accumulation time re-

quired for 90% detection (tAcc) of the desired signal (PSS/SSS for the legacy UE and

the QSI signal for UE with QSI) for false alarm (FA) rates of 10% and 1%. Table 2.3

summarizes the performance results for the different QSI solutions.

The results for QSI on PBCH and QSI on PSS/SSS are shown in Figure 2.8a

and Figure 2.8b, respectively. For QSI on PBCH, method 1 corresponds to spreading
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Figure 2.8: Performance results for QSI without CE using the EPA channel model.
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Table 2.3: Performance summary using S10% (without CE) and tAcc (with CE)
PBCH QSI on PSS/SSS QSI on Legacy QSI on
S10% PBCH S10% PSS/SSS PSS/SSS PDSCH
(No CE) (No CE) (No CE) S10% tAcc tAcc

(No CE) (CE) (CE)
Legacy: 0.35 dB Met 1: Legacy: Met 1: 4.79 dB FA 10%: FA 10%:
With QSI: 2.43 dB -4.41 dB Met 2: 2.37 dB 90 ms 20 ms
Met 1: 0.53 dB Met 2: With QSI: Met 3: 3.62 dB FA 1%: FA 1%:
Met 2: 0.55 dB 1.33 dB -3.62 dB Met 4: 1.85 dB 200 ms 50 ms

QSI using repetition only (see Section 2.3.1.4) and method 2 corresponds to spreading

QSI using repetition and FEC (see Section 2.3.1.5). From Table 2.3, we note that

the two QSI on PBCH solutions show 0.18 dB and 0.2 dB degradation in PBCH

detection performance respectively for 10% BLER, which is close to the expected loss

calculated as 10 log10(1−P ) = 0.22 dB with P = 0.05 in Section 2.3. For the AWGN

channel results, the QSI signal using our proposed methods acted as interference

to the PBCH signal and degraded the PBCH detection performance by more than

0.5 dB. The same is true in the current simulation too, but the EPA channel is not

a static channel like AWGN and the degradation in PBCH detection performance is

not as pronounced as it was for AWGN. For QSI on PSS/SSS, the expected loss in

PSS/SSS detection performance when QSI is transmitted on the unused subcarriers is

0.54 dB as computed in Section 2.3. From Table 2.3, we observe that the loss obtained

from our simulation is 0.79 dB for 10% BLER, which is close to our expected results.

We observe that for QSI on PBCH using spreading, repetition and (8,4) extended

Hamming code (method 2) gives the best performance and for QSI on PSS/SSS, the

method of transmitting QSI using the unused carriers of both PSS and SSS along with

(8,4) extended Hamming code (method 4) gives the best performance. Comparing

the S10% for these two methods, we can see that QSI on PBCH (method 2) is 0.52 dB

better than QSI on PSS/SSS (method 4) owing to the SNR gain due to spreading.
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Figure 2.9: Re-Sync and QSI on PDSCH for CE using the EPA channel model.

In the case of MTC UEs with CE, we determined the number of PSS/SSS repeti-

tions required to reacquire the symbol timing when the UE wakes up for the legacy

UE. Since we look at the case where the UE had already obtained the cell identi-

fier before it went to sleep, the PSS/SSS is known to the UE. Therefore, the UE

need not hypothesize over all combinations of PSS/SSS and has to re-acquire the

same PSS/SSS combination which it detected before. Since the SSS and PSS are on

consecutive symbols, we considered them as one long sequence and used differential

auto-correlation to detect this long sequence and obtain the symbol boundary. A suc-

cessful detection is registered when we detect the correct symbol boundary, otherwise

it is regarded as a false alarm. Similarly, we obtained the QSI detection performance

with the QSI transmitted on PDSCH. Figure 2.9 indicates the re-sync performance

of the legacy UE and the QSI detection performance for MTC UE with CE. Using

the 15dB CE results summarized in Table 2.3, we observe that for the legacy UE

requires tAcc = 200 ms (40 PSS/SSS repetitions), while the UE adopting our QSI on

PDSCH mechanism requires tAcc = 50 ms (20 QSI repetitions) at a false alarm rate
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Table 2.4: Reduction in energy consumption for UE with QSI
DRX QSI on QSI on QSI on
length PBCH PSS/SSS PDSCH

(No CE) (No CE) (15 dB CE)

1.28 s 45.67% 51.74% 63.88%
2.56 s 44.67% 50.61% 63.86%
10.24 s 39.48% 44.73% 63.75%
1 min 22.52% 25.52% 63.05%
10 min 7.36% 7.36% 56.49%

of 1%. Therefore, the re-acquisition time of the UE is reduced by a factor of 4 at

this false alarm rate when our QSI mechanism is adopted, which improves the energy

efficiency.

2.6.2 Energy Efficiency Results

The energy efficiency is calculated as the ratio of the energy consumed by the UE

using our QSI solution to the energy consumed by the legacy UE. The energy con-

sumed by the legacy UE was computed using (2.4) and the energy consumed by

the UE using QSI was computed using (2.6) or (2.10) depending on whether it is in

normal coverage mode or coverage enhancement mode with the parameters listed in

Table 2.2. For QSI on PDSCH, we considered 15 dB CE and used tQ = 50 ms and

tCE
Sync = 200 ms corresponding to tAcc at a false alarm rate of 1%.

Table 2.4 summarizes the reduction in energy consumption obtained by using QSI

for different DRX cycle lengths. With the VCO drift of 10 ppm, the UE would require

to decode the PBCH if it sleeps more than 8.2 minutes. When PBCH decoding is

not required, QSI on PSS/SSS is more energy efficient than QSI on PBCH for MTC

UEs without CE. If PBCH decoding is required, the energy efficiency obtained by

both the QSI mechanisms is equivalent. For MTC UEs with CE, QSI on PDSCH

demonstrates considerable improvement in energy efficiency since the ON time of the
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UE is reduced significantly. The energy efficiency is obtained by the reduction in the

ON time of the UE which depends on the SNR and not on the length of the DRX

cycle. Therefore, at a given SNR, the ratio of ON time to the DRX cycle length

decreases with increasing DRX cycle length which leads to a decrease in the energy

efficiency.

2.6.3 Computational Complexity Results

The computational reduction is calculated as the ratio of the number of FFT com-

putations consumed by the UE using our QSI solutions to that of the legacy UE.

We obtained the number of FFT computations for the legacy UE using Eq. (2.11)

for normal mode and Eq. (2.12) for coverage enhancement mode. For the UE us-

ing our QSI solutions, we obtained the numbers from Eq. (2.13) and Eq. (2.14) for

normal mode and CE mode respectively. The number of repetitions, rSync, rQ and

rPDCCH, were chosen corresponding to tSync, tQSI and tPaging respectively. The com-

putational reduction obtained for different QSI solutions is summarized in Table 2.5.

The PDCCH FFT size is directly proportional to the eNB bandwidth while QSI FFT

size is always 128 point. Therefore, the computational efficiency increases for higher

eNB bandwidths. This is true even for the CE case. Additionally, since the QSI

detection requires a lesser number of repetitions than legacy PSS/SSS detection, the

computational efficiency obtained for the CE case is higher than that for the non-CE

case.

It should be noted that along with the full scale FFT, PDCCH message block

decoding also requires Viterbi decoding and hypothesizing over 44 different possible

locations, which is computationally intensive, but the QSI either uses correlation with

2M different sequences or uses simple despreading and repetition combining (plus ML
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Table 2.5: FFT computation reduction for UE with QSI
eNB FFT QSI on PBCH QSI on
Bandwidth Size or PSS/SSS PDSCH

(No CE) (No CE) (15 dB CE)

1.4 MHz 128 10.69% 65.15%
5 MHz 512 36.21% 65.73%
10 MHz 1024 53.02% 66.55%
20 MHz 2048 66.88% 68.12%

decoding for 2M sequences in case of FEC), which are simpler methods compared to

PDCCH blind decoding. This leads to further improvement in computational savings.

2.7 Conclusion

In this chapter, we considered the problem of improving the current DRX and paging

mechanism for energy efficient IoT using LTE/LTE-A. We proposed a modified DRX

mechanism incorporating quick sleeping as a novel, simple and efficient solution for

this problem. For the MTC UEs in normal coverage, we proposed QSI on PBCH

and QSI on PSS/SSS mechanisms which do not require additional resources. For

UEs requiring extended coverage, we introduced the QSI mechanism using dedicated

resources on PDSCH. The different QSI solutions were simulated on the EPA-1 Hz

channel model to address the case of low-mobility. We also determined the reduction

in energy consumption and computational complexity for the MTC UEs using our

QSI mechanisms when compared to the legacy UEs. For MTC UEs without CE using

our QSI solutions, we showed 45% and 66% reduction in energy consumption and

computational complexity respectively. For MTC UEs with 15 dB CE using QSI on

PDSCH, we demonstrated that we could obtain 63% reduction in energy consumption

and 68% reduction in computational complexity.

Our QSI solutions are in line with the standardization activities for MTC in
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3GPP LTE/LTE-A to facilitate IoT and have minimal influence on the legacy UEs.

The specific QSI solutions provided in this chapter are suitable for CAT-M1, CAT-0

and above UE categories, since they operate on a bandwidth of at least 1.4 MHz.

However, the main idea behind the QSI, i.e., simplifying the paging decode process

when there is no valid page and reducing the resynchronization time of MTC UEs, is

applicable to all UE categories and would essentially aid the design of a more efficient

paging and power saving mechanisms in the downlink for the forthcoming 5G NR

standard.
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Enhanced Primary

Synchronization Signal (ePSS)

3.1 Introduction

In a typical wireless communication system, it is important for the mobile device, or

the so called UE to maintain accurate symbol timing synchronization with the base

station in order to decode the downlink data. In the previous chapter, the timing

resolution considered was at the symbol level, i.e., the timing was designated to be

correct if the MTC UE supporting the IoT finds the correct symbol number. In this

chapter, we examine the sensitivity of the paging decode operation to the timing

offset and show that any deviation in timing beyond the CP length considerably

degrades the decoding process.

Conventionally, in OFDM based systems, the UEs reacquire the timing using

CP autocorrelation [63,64] and/or by detecting the synchronization reference signals

[107–110] which are transmitted periodically by the base station. In this chapter,

we show that the legacy methods for resynchronization using CP autocorrelation

and reference signal detection are not effective for the Low-Cost, Low-Complexity,

Low-Coverage (LC) MTC devices due to the increased ON time of the UE.

For faster timing reacquisition during the DRX wake-up interval, we introduce

our novel enhanced Primary Synchronization Signal (ePSS) as the resynchronization
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signal for the LC devices and demonstrate the reduction in energy consumption when

the ePSS is used. Further, we also adopt DRX with QSI mechanism from Chapter 2

and illustrate that using the ePSS as QSI combines the advantages of faster timing

reacquisition and quicker transition to sleep mode when there is no page, begetting

further improvement in the energy efficiency of the LC devices.

As before, we ensure that our solutions are designed such that the changes required

to the current LTE/LTE-A standards are kept minimal and the resource allocation

respects the procedure followed in the current standards.

The rest of the chapter is outlined as follows. In Section 3.2, we demonstrate the

importance of timing reacquisition for the LC devices and explore the conventional

mechanisms for timing reacquisition. In Section 3.3, we describe the design and re-

source allocation aspects of our proposed ePSS mechanism and discuss how the ePSS

can also be used as QSI to reduce the ON time of the MTC UE. In Section 3.4, we

compare the detection performance of our ePSS signal and the legacy synchroniza-

tion signals (PSS/SSS) and illustrate the energy efficiency obtained when our ePSS

is adopted by the LC devices in DRX. The conclusions are drawn in Section 3.5.

3.2 UE Timing Accuracy and Legacy Timing

Acquisition Algorithms

As discussed in Section 1.2.1, the paging message consists of the P-RNTI on the

PDCCH, followed by the paging data on the PDSCH. The performance of the PDCCH

and the PDSCH has been analyzed in many prior works. For example, in [111],

the PDCCH performance is analyzed for M2M traffic and the scenario of excess

load on the PDCCH due to large number of MTC devices is discussed. In [112]
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and [113], the PDCCH BLER performance is analyzed for various channel models

and the PDSCH BLER performance is discussed in [114]. These works assume perfect

timing synchronization. However, the LC devices waking up to decode the paging

message will have a clock drift depending on the quality of the oscillator used for the

UE’s clock.

If the UE uses a high quality oscillator, the timing drift will be small. This

means that the UE can sleep for a longer duration without losing the timing syn-

chronization. Typically, mobile devices like smartphones using a high quality Voltage

Controlled Temperature Compensated Crystal Oscillator (VCTCXO) have an accu-

racy of ±1 ppm [115]. But, the low-complexity MTC UEs cannot incorporate a

high quality oscillator for its clock since it increases the cost of the device. Hence,

most of them use a VCO for their clock, which has an accuracy of ±10 ppm [116].

As an example, assuming that the symbol time is 72 µs and the tolerable timing

drift is 5%, i.e. 3.6 µs, the MTC UE with a 10 ppm accurate clock can sleep up to

3.6µs
10.10−6 = 0.36 s= 360 ms, while the device with a 1 ppm accurate clock can sleep up

to 3.6µs
1.10−6 = 3.6 s. However, the sleep time supported by the network can be longer.

For example, in LTE/LTE-A, the sleep time supported by the network has been

recently extended to 2621.44 s (43.69 minutes) [56]. Therefore, the assumption of

perfect timing synchronization is not always true for both types of devices and tim-

ing reacquisition becomes important for successful communication between the UE

and the eNB.

In this section, we first demonstrate the sensitivity of the PDCCH/PDSCH paging

decode operation to the UE timing offset. Then, we explore the timing estimation and

synchronization algorithms used widely in OFDM based systems. We examine the

performance of two algorithms - a) CP autocorrelation [63,64] and b) Synchronization
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Table 3.1: Simulation settings for Figure 3.1.
Parameter Setting

Downlink Bandwidth 1.4 MHz
Sampling Rate 1.92 MHz
Antenna Configuration 2× 1
Channel Model EPA
Max. Doppler Shift 1 Hz
MIMO Correlation Low

Type = Format 2
PDCCH Settings RNTI used = P-RNTI

DCI Format = 1A
MCS = 0

PDSCH Settings TBS = 16 bits
Number of PRBs = 1

signal detection [107–110] and determine their suitability for low-complexity MTC

UEs in CE mode. The LTE toolbox in MATLAB was used for the simulations. The

EPA 1 Hz channel was chosen since it is the recommended channel model to study

the performance of MTC in LTE/LTE-A [43,106] because it models the low mobility

multi-path scenario quite well. Especially for the MTC UEs in low coverage, the

3GPP envisions the scenario where a significant portion of these devices are located

in basements of buildings or underground parking lots and are mostly stationary,

which is well characterized by the EPA 1 Hz channel model [43, 106]. The CFO

value for timing reacquisition was chosen to be 1 kHz [43]. But for the PDCCH

and the PDSCH decoding, the CFO was set to 100 Hz, since the initial CFO will be

estimated and compensated after timing reacquisition and one has to account only for

the residual CFO [43]. The other important simulation parameters are summarized

in Table 3.1.
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Figure 3.1: Illustration of the sensitivity of the PDCCH and the PDSCH decoding
to timing offset (TO).

68



Chapter 3. Enhanced Primary Synchronization Signal (ePSS)

3.2.1 Importance of UE Timing Accuracy

The first step of the paging decode process is to check for the P-RNTI by decoding the

PDCCH. If the P-RNTI is found, the UE decodes the PDSCH to check for the paging

data. Otherwise, it goes back to sleep. It is important to analyze the sensitivity of the

PDCCH and the PDSCH performance with respect to UE timing accuracy. Similar

to the previous works in [113, 114], we use the BLER as the metric for analyzing

the performance the PDCCH containing the P-RNTI and a PDSCH block containing

paging data.

Figure 3.1a and Figure 3.1b demonstrate the BLER performance of the PDCCH

and the PDSCH respectively. It is evident that both the PDCCH and the PDSCH

are highly sensitive to timing offset. We consider the 10% BLER point to analyze the

performance as suggested in [43] for LTE/LTE-A MTC. At 10% BLER, the PDCCH

performance is degraded by about 8 dB for as little as 7.5% error in timing estimation

and the corresponding degradation in the PDSCH performance is 12 dB. However,

when the timing estimate is within 5% of the actual value, the degradation is less

than 3 dB in both the cases. Therefore, the accuracy of UE timing plays a vital

role in the success of the paging decode mechanism in LTE/LTE-A. Additionally,

for the LC devices, the timing reacquisition algorithms would be required to provide

accurate results at very low SNR. Next, we discuss the performance of legacy timing

estimation algorithms for the LC devices operating at low SNRs.

3.2.2 Timing Reacquisition Using CP Autocorrelation

In this method, the symbol start position is obtained by finding the location of the

peak of the CP autocorrelation [58, 63, 64]. For the illustration of the performance

of CP autocorrelation, we accumulate the correlation results only on the symbols
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Figure 3.2: CP autocorrelation performance.

that are used to transmit the pilot signal. This is because the pilot signal is always

transmitted on specific symbols regardless of whether the eNB has data or control

information to send. However, on the other symbols, the subcarriers contain a valid

signal only when they are used for control or data allocation. The pilot signal is

transmitted on the first and fifth symbol of each slot (see Figure 1.2a) [58,61].

Figure 3.2 depicts the performance of CP autocorrelation for different accumula-

tion times. For the LC devices, the operating SNR for the synchronization channel

at 10% BLER is -14.2 dB [43] and the error tolerance level of the estimated timing

offset is set to ±5% based on the results obtained in Section 3.2.1. From Figure 3.2,

we observe that about 600 subframes (corresponding to 600 ms) of accumulation time

is required for 10% BLER at -14.2 dB which is large. This is because there are only

9 CP samples available for correlation at a sampling rate of 1.92 MHz (the sampling

rate supported by the low-complexity MTC UEs [43]). This means that the MTC

UE has to be on for 600 ms, which will lead to increased energy consumption. There-

fore, we conclude that the classical method of CP autocorrelation is not an efficient
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Figure 3.3: PSS/SSS detection performance.

mechanism for timing reacquisition for low-complexity MTC UEs in CE mode.

3.2.3 Timing Reacquisition Using Synchronization Signal

Detection

For the synchronization signal detection, we consider the PSS and the SSS as one long

sequence, since they are on consecutive symbols. For successful timing acquisition,

we have to find the position of this sequence in a 10 ms radio frame within a tolerance

level (set to ±5% in our implementation similar to Section 3.2.2). We use differential

autocorrelation in frequency domain to detect the synchronization signal [107,108].

Figure 3.3 gives the performance results for timing reacquisition using the legacy

synchronization signal detection. Considering 10% BLER at the coverage enhance-

ment SNR of -14.2 dB [43], we require around 400 ms, i.e., 80 repetitions of the legacy
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synchronization signal to detect the correct timing offset. This is again significant,

resulting in increased energy consumption of the UE. Therefore, we require a faster

resynchronization mechanism to improve the energy efficiency of the LC devices.

3.3 Technicalities of the ePSS

In this section, we introduce our new, simple resynchronization signal specially cater-

ing the needs of the LC devices. Since this signal is designed similar to the PSS, it

would be apt to call it the enhanced PSS (ePSS). We discuss the design and resource

allocation aspects of our ePSS mechanism.

3.3.1 ePSS Design

The ePSS signal should be designed such that the MTC UE can detect it with con-

siderable accuracy at very low SNRs (around -14 dB). Since the ePSS is used by LC

devices, which have limited processing capabilities, it should be designed to provide

robust detection with minimal complexity. This requires the ePSS signal to possess

good autocorrelation and crosscorrelation properties. Such properties are demon-

strated by the ZC sequences that are extensively used in the LTE/LTE-A standards,

for example, in the case of the PSS in the downlink and the Physical Random Access

Channel (PRACH) in the uplink. The ZC sequences are such that their cyclically

shifted versions are orthogonal to each other and the crosscorrelation of two N length

ZC sequences is limited by 1√
N

[58]. These properties make them the perfect candi-

dates for the ePSS signal design.

Also, the location of the ePSS in the LTE/LTE-A radio frame should be such

that the UE can unambiguously determine the subframe number upon successful

detection, which necessitates the ePSS to occupy exclusive and invariable resources
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Figure 3.4: Illustration of ePSS subframe structure for normal and extended CP.

in time and frequency. In order to obey the mandate of resource allocation dictated by

the current LTE/LTE-A framework, such dedicated resources can be accommodated

only in the PDSCH space. The number of symbols available for the PDSCH is decided

by the eNB.
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We use the PDSCH on subframes 1 and 2 for transmitting the ePSS, so that its

location is fixed in time as shown in Figure 3.4a. In LTE/LTE-A with normal CP,

a subframe consists of 14 symbols. A Resource Element (RE) spans 1 subcarrier ×

1 symbol and a PRB consists of 12 REs × 7 symbols = 84 REs. The minimum unit

of allocation spans 12 REs × 1 subframe, which corresponds to a pair of PRBs =

168 REs. A commonly used configuration for LTE/LTE-A MTC using normal CP is

a subframe consisting of a 12 symbol PDSCH preceded by a 2 symbol PDCCH [43].

In this scenario, there are 168 - 2 × 12 = 144 REs per PRB pair available for the

PDSCH. Also, some REs in the PDSCH are reserved for pilot signals, which is 12

REs per PRB pair in this case. This gives us 132 REs per PRB pair for the PDSCH.

In the extended CP case, a subframe consists of 12 symbols and the minimum

unit of allocation spans 12 REs × 1 subframe = 12 × 12 = 144 REs. As in the case of

normal CP, 12 REs per PRB pair are required for pilot signal transmission. Hence,

the total number of REs available per PRB pair is 144-12 = 132 REs. Typically, one

symbol is used for the PDCCH [43]. Therefore, we have 132 - 12 = 120 REs available

for the PDSCH for the extended CP case.

In the following, we present two methods to design the ePSS - a) Using multiple

PSS and b) Using longer ZC sequences. The ePSS detection uses differential autocor-

relation similar to the legacy synchronization signal detection mechanism discussed

in Section 3.2.3.

3.3.1.1 ePSS Construction Using Multiple PSS

In this method, the ePSS is formed by a burst of PSS copies occupying the REs in

the PDSCH space. The advantage of re-using the existing PSS sequences is that they

are readily available at the eNB and no additional processing/memory is required

to generate/store a new sequence. An example for such an ePSS for normal CP
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is shown in Figure 3.4b. An ePSS PRB consists of the concatenations of two PSS

sequences of different roots. Unlike the regular PSS where the ZC sequence is spread

across frequency, the PSS ZC sequence within our ePSS is spread across time (see

Figure 3.4b). This ensures that the legacy UEs do not falsely detect this signal as

the PSS. The PSS signal is a 63-length ZC sequence [58] and two such sequences will

occupy 126 REs. The unused REs are set to zero. The low-complexity MTC UEs

can operate on a maximum downlink bandwidth of 1.4 MHz which corresponds to 6

PRBs. Therefore, we transmit 6 copies of the ePSS in a subframe which is equivalent

to transmitting 12 PSS copies.

In the ePSS design, we cannot have the same signal on both subframe 1 and

subframe 2, since the ePSS will be used for timing resynchronization. If these two

subframes have the same signal, the UE would not be able to uniquely determine the

subframe number. Therefore, we have to judiciously re-use the PSS sequences so that

the two subframes are different, but can be detected together to uniquely determine

the subframe number. The LTE/LTE-A standards use 3 roots for the PSS sequence

- r ∈ [r0 = 25, r1 = 29, r2 = 34]. Each ePSS sequence consists of 2 of the 3 possible

PSS roots. This gives us 6 possible ways to choose the roots for subframe 1. They

are (r0, r1), (r0, r2), (r1, r0), (r1, r2), (r2, r0) and (r2, r1).

Let us say that subframe 1 has the sequence (r0, r1) and call r0 the top root and

r1 the bottom root. Since the ePSS is used for timing reacquisition, if both the

subframes contain the same top and bottom roots, the UE using the ePSS to detect

the timing will not know whether it detected the root on subframe 1 or on subframe 2.

Therefore, we should have different sequences on subframe 1 and subframe 2. Hence,

subfame 2 can only have (r1, r0), (r1, r2) or (r2, r0) as the sequence. Similarly, if we

start with a different sequence for subframe 1, we have 3 possibilities for subframe
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2. Thus, in total we have 6 × 3 = 18 sequences to construct the ePSS using this

method.

Moreover, there are only 3 legacy PSS sequences and one sequence is used per

sector. Therefore, the frequency reuse for the legacy scheme is 3, which may result

in the detection of the neighbour PSS. However, for ePSS constructed using this

method, we have 18 possible sequences (greater than 7). Therefore, the ePSS can

be used with a frequency re-use factor of 7, which reduces the probability of the

neighbour ePSS detection.

For the extended CP case, the ePSS transmission uses one of the following schemes

- a) using both the control and data symbols (as shown in Figure 3.4c) and b) using

only the data symbols (as shown in Figure 3.4d). In the first scheme, there are 132

REs available per PRB pair (since the control symbols are also used) and the ePSS

sequences are the same as that for normal CP. However in the second scheme, there

are 120 REs available per PRB pair and the ePSS sequences are slightly shortened

so that they can be accommodated within the available space with negligible loss in

performance.

3.3.1.2 ePSS Construction Using Different ZC Sequences

In this method, we use ZC sequences for the ePSS which are different from those

used for the PSS. The ZC sequence is of the form ZC(r) = e(−jπrn(n+1)
N ), where n =

0, 1, · · ·N − 1, r is the root of the ZC sequence and N is the length. The root r

and the length N are co-prime. As discussed earlier, for the PSS, N = 63 and

r ∈ [25, 29, 34]. There are 33 more roots that are co-prime to 63 which can be used

to construct different ZC sequences. The ePSS can be then constructed as described

in Section 3.3.1.1.

Our second solution for using different ZC sequences consists of using a longer

76



Chapter 3. Enhanced Primary Synchronization Signal (ePSS)

length sequence for the ePSS. For example, in our scenario of using a PDSCH with

132 REs per PRB, we can use a ZC sequence of length 131 and set the single unused

RE to zero. Also, using a longer length sequence provides a larger set of sequences

since the number of roots co-prime with the length increases. Moreover, the cross-

correlation between two ZC sequences is proportional to 1√
N

and a longer length

sequence should improve the performance. Figure 3.4b also depicts the construction

of the ePSS using longer length ZC sequences for the normal CP case. Figure 3.4c

and Figure 3.4d demonstrate the two ePSS transmission schemes for the extended

CP case, where the former scheme uses the same 131-length ZC sequences as that of

the normal CP and the latter uses a 119-length shortened ZC sequences.

Similar to Section 3.3.1.1, the signals on subframe 1 and subframe 2 should be

different so that the MTC UE can clearly identify the subframe number on resyn-

chronization. With a 131 length sequence, we have 130 possible roots and 130 × 129

= 16,770 sequences. This gives us a large set of sequences to choose for the ePSS

signal design. Again, such an ePSS can also be used with a frequency re-use factor

of 7 due to the availability of multiple sequences, which reduces the probability of

detecting a neighbour ePSS.

3.3.2 ePSS Allocation

The ePSS will be used for resynchronization of the MTC UE with the same cell.

Hence, the location(s) of the ePSS in the LTE frame structure should be known by

the UE beforehand. Therefore, the ePSS cannot be scheduled using the PDCCH or

the enhanced PDCCH (ePDCCH) [117]. We propose the following allocation schemes.

• ePSS on centre band: This is a fixed allocation scheme where the REs used

for the ePSS always correspond to the centre band occupying 1.4 MHz. The
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location of the ePSS in time is already fixed, i.e., on subframes 1 and 2 and

it is transmitted every tp seconds. This method is advantageous for the UE,

because there is no additional signaling to indicate the location of the ePSS. The

disadvantage is that it limits the flexibility of resource allocation optimization

at the eNB, because it cannot use the ePSS REs for other data allocation at

any scheduling interval.

• ePSS on any contiguous band spanning 1.4 MHz: In this variant of

ePSS allocation, we use any contiguous band spanning 1.4 MHz within the

available bandwidth at the eNB for the ePSS. The location of the ePSS can

be broadcast within a System Information Block (SIB), which will be decoded

by the UE when it connects to the cell initially and is updated every 3 hours

[58]. This is feasible because the ePSS is only used for resynchronization, i.e.,

whenever the device wakes up from DRX and reacquires the timing. The initial

synchronization is still done using the legacy synchronization signals. After

initial synchronization, the device can decode the SIB, which will convey the

ePSS location. Another way of conveying the location of the ePSS would be

through higher layer signaling. Here, the initial location of the ePSS is obtained

from SIB, but the subsequent location is indicated to the UE via higher layer

signaling. This gives more flexibility for the eNB to optimize the resource

allocation process.

3.3.3 ePSS as Quick Sleeping Indication (QSI)

Besides the time consumed by the MTC UE for resynchronization, it is highly possible

that the UE can spend a significant amount of time and power trying to decode the

paging control information on the PDCCH. This is because the LC devices require
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multiple repetitions to successfully decode the paging control information due to very

low operating SNR.

The DRX procedure necessitates the UE to wake-up and look for paging during

each PO. However, the probability that a UE is paged on every PO instance is very

low since the network consists of a large number of UEs. This problem is alleviated by

the QSI mechanism for energy efficient DRX operation (discussed in Chapter 2). The

QSI mechanism assumes that the UEs are categorized into multiple groups. The QSI

signal will indicate “sleep” if there is no impending page for the UE group, otherwise

it will indicate “stay-awake”. The UE decodes the QSI and attempts to decode the

paging information only if the QSI indicates “stay-awake”. Otherwise, it goes back

to sleep immediately and saves power.

The earliest phase to indicate the presence or absence of a page is when it is resyn-

chronizing with the eNB. Therefore, it would be beneficial if the resynchronization

signal can also serve as the QSI signal. The ePSS signal presented in the previous

section can fulfill this role as follows.

• The LC devices are divided into Ngrp groups and assigned a pair of ePSS pat-

terns denoted by (ePSS0, ePSS1).

• The eNB schedules the POs one group at a time. It transmits ePSS0 if the UE

group is not paged in the subsequent PO. Otherwise, it transmits ePSS1.

• When the UE attempts to resynchronize with the eNB, it hypothesizes over the

two assigned patterns and detects one of them. If it detects ePSS0, the UE

interprets that there is no upcoming page in the PO and goes back to sleep

immediately. If it detects ePSS1, then it remains awake to decode the paging

message.
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Figure 3.5: Illustration of ON time and sleep time for UEs using the legacy and the
ePSS based resynchronization mechanisms.

Hence, the ePSS pattern can also serve as the QSI enabling the UE to resynchronize

and go back to sleep quickly when there is no valid page.

Figure 3.5 depicts the UE sleep and wake-up durations for the legacy mode of

operation, when it uses the ePSS only for resynchronization (not as QSI) and when

it uses the ePSS also as the QSI. The notations tDRX, tPDCCH and tON
NoPage denote the

length of UE DRX cycle, the ON time of the UE to decode the PDCCH and the total

ON time of the UE when there is no page respectively. Since our ePSS mechanism

is designed to provide faster timing reacquisition, the ON time of the UE decreases

when it uses the ePSS for resynchronization instead of the legacy synchronization

signal. Also, the UE ON time further reduces by a factor of tPDCCH

tON
NoPage

when the ePSS is

also used as the QSI. A detailed discussion on the performance analysis of the ePSS

is presented in the next section.

3.4 Performance Analysis

In this section, we analyze the detection performance of our ePSS mechanism and

demonstrate that it is better than the legacy synchronization signal detection mech-

anism. We also provide a simple model based on the ON time to compute the energy
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consumption of the UE and show that the UEs adopting the DRX mechanism along

with our ePSS for timing resynchronization consume much lesser energy than the

UEs using the current DRX mechanism with legacy synchronization signal detection

for resynchronization.

3.4.1 Reacquisition Performance Analysis

The ePSS solutions discussed in Section 3.3 were simulated with the settings listed

in Table 3.1 and a CFO of 1kHz. The SNR considered for this simulation is -14.2 dB,

which corresponds to the operating SNR for the MTC UEs that require 15 dB cover-

age enhancement [43]. The detection threshold is set such that the false alarm rate

is limited to 1%. Figure 3.6 shows the performance of the legacy synchronization

signal detection scheme and our two ePSS design schemes (refer to Sections 3.3.1.1

and 3.3.1.2) along with the case where the ePSS is also used as the QSI (refer to

Section 3.3.3). It is observed that the ePSS designed using longer length ZC se-

quences performs slightly better than the ePSS designed by re-using the PSS ZC

sequences. As discussed in Section 3.3.1.2, the longer length ZC sequence has better

cross-correlation properties that results in better performance.

In order to analyze the performance, we consider the accumulation time required

for 90% detection denoted by tacc. We note that the legacy synchronization signal

detection requires tacc = 420 ms that corresponds to 84 legacy synchronization signal

repetitions, since it is transmitted every 5 ms. In this simulation, the ePSS is trans-

mitted on subframe 1 and subframe 2 of the radio frame. This set of two subframes

is denoted as “ePSS Block”. For the ePSS constructed using multiple PSS (refer to

Section 3.3.1.1), tacc = 30 ms that corresponds to 3 ePSS Blocks and for the ePSS

constructed using longer length ZC sequences (refer to Section 3.3.1.2), tacc = 20 ms
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corresponding to 2 ePSS blocks. Also, it is evident that there is negligible degrada-

tion in performance when the ePSS is also used as the QSI for both the mechanisms.

The ePSS detection consumes less than 10% of the time taken by legacy synchro-

nization signal detection for the LC devices, which decreases the ON time of the UE

significantly and reduces the energy consumption.

3.4.2 Energy Efficiency Analysis

Now we analyze the energy consumption of the UE following the DRX mechanism

when it uses the legacy synchronization signal detection for resynchronization and

compare it to the energy consumption of the UE when it uses our ePSS solutions.

In this work, we look at energy consumption from the physical layer perspective

and consider a simple model for our energy consumption calculation based on two

quantities - a) ON time of the UE and b) sleep time of the UE similar to [89].
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Let tw and tr denote the time taken for the UE RF warm-up and the time taken for

the UE resynchronization respectively. The UE ON time for the PDCCH decode and

the ON time of the PDSCH decode are denoted by tPDCCH and tPDSCH respectively.

PON and PS represent the power consumed by the UE during the ON time and the

sleep time respectively. In order to decode a page, the UE warms up, resynchronizes

with eNB and decodes the PDCCH to check for a page. If the PDCCH contains

P-RNTI, the UE attempts to decode the paging data on the PDSCH. Otherwise,

it goes back to sleep. Hence, the total ON time of the UE depends on whether it

received a page or not. When the UE has a valid page, the ON time (see Figure 3.5)

is given by tON
Page = tw + tr + tPDCCH + tPDSCH and the corresponding energy consumed

is given by

EON
Page = (tw + tr)P

ON
NoData + (tPDCCH + tPDSCH)PON

Data, (3.1)

where PON
NoData and PON

Data denote the ON time power consumption of the UE without

active data and with active data respectively. The warm-up and resynchroniza-

tion phases are considered to be non-active data phases since the UE is not run-

ning intricate control/data decoding processes like layer demapping, de-precoding.

Viterbi/turbo decoding, etc. Therefore, the power consumption in these phases is

PON
NoData.

When there is no page for the UE, the ON time (see Figure 3.5) is determined by

tON
NoPage = tw + tr + tPDCCH and the corresponding energy consumed is given by

EON
NoPage = (tw + tr)P

ON
NoData + tPDCCHP

ON
Data . (3.2)

The sleep time can be obtained by subtracting the ON time from the total length

of the UE DRX cycle (denoted by tDRX). For the UE using the legacy synchronization
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signal detection, tr = tPSS, which is the time consumed for the legacy synchronization

signal detection. For the UE using our ePSS for resynchronization, tr = tePSS, which

corresponds to the ePSS detection time. Also, when the ePSS is used as the QSI and

when there is no page for the UE, the decoded ePSS pattern itself suggests that there

is no valid page and the UE does not decode the PDCCH. In this case, the ON time

will be tON
NoPage = tw + tePSS. Using p to denote the probability that the UE is paged,

the total energy consumed by the UE can be calculated as

Etot = p · (EON
Page + (tDRX − tON

Page)PS)

+ (1− p) · (EON
NoPage + (tDRX − tON

NoPage)PS), (3.3)

where PS denotes the power consumed by the UE in deep sleep state.

For the Rx power consumption, we used PON
Data = 500 mW, PON

NoData = 250 mW and

PS = 0.0185 mW [84, 118]. The UE warm-up time tw was assumed to be 1 ms and

the paging rate p = 0.1. We used tPSS = 420 ms for the legacy synchronization signal

detection, tePSS = 30 ms for the ePSS using multiple PSS and tePSS = 20 ms for the

ePSS using longer ZC sequences corresponding to the accumulation time required for

90% detection (see Figure 3.6). The energy efficiency gain indicates the ratio of the

energy consumed by the UE receiver using the legacy synchronization signal detection

for resynchronization to the energy consumed by the UE receiver using our ePSS for

resynchronization. Table 3.2 summarizes the energy efficiency gain of the UE using

our ePSS solutions for different values of the DRX cycle length tDRX. We examined

two scenarios - a) Short paging decode time assuming tPDCCH = tPDSCH = 10 ms

corresponding to the upper bound of the energy efficiency gains in Table 3.2 and b)

Long paging decode time using tPDCCH = tPDSCH = 40 ms corresponding to the lower

bound of the energy efficiency gains in Table 3.2. The cases we examined include the
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Table 3.2: Rx energy efficiency gain for LC devices in DRX mode using ePSS.
DRX ePSS using ePSS using
Length multiple PSS longer ZC
tDRX Not as As Not as As

QSI QSI QSI QSI

2.56 s 4.3 - 8.3 10.8 - 12.6 4.7 - 10.6 13.7 - 17.6
5.12 s 4.3 - 8.3 10.8 - 12.5 4.7 - 10.2 13.6 - 17.5
10.24 s 4.3 - 8.3 10.7 - 12.4 4.6 - 10.1 13.5 - 17.2
327.68 s 3.7 - 6.0 7.5 - 7.9 4.0 - 6.9 8.7 - 9.5
2621.44 s 2.2 - 2.6 2.8 - 2.9 2.3 - 2.7 2.9 - 3.0

maximum length of the DRX cycle supported in the current LTE/LTE-A standards

(2.56 s) and the maximum extended DRX cycle length (2621.44 s).

In the following, we choose the DRX cycle length of 10.24 s to illustrate the

interpretation of the energy efficiency gains in Table 3.2. In this case, the UE adopting

DRX with our ePSS using multiple PSS mechanism for resynchronization is 4.3 times

(denoted by 4.3x) more energy efficient than the UE using DRX with the legacy

synchronization signal detection mechanism for resynchronization owing to faster

timing reacquisition using the ePSS. Also, the gain obtained from the ePSS using

longer ZC sequences is higher compared to the ePSS constructed using multiple PSS

(4.7x as opposed to 4.3x), since the ePSS using longer ZC sequences requires a lesser

time for reacquisition.

Moreover, the energy efficiency improves further when the ePSS is used as the QSI.

For example, in the case of the 10.24 s DRX cycle, using our ePSS as QSI mechanisms

are 10.7x (for the ePSS using multiple PSS) and 13.5x (for the ePSS using longer

ZC sequences) more energy efficient than the legacy mechanism respectively. This

demonstrates a significant increase compared to the corresponding gains obtained

when the ePSS is not used as the QSI (4.3x and 4.6x respectively). This is because

the LC device does not decode the PDCCH when the ePSS pattern indicates that
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there is no page (which happens 90% of the time since p = 0.1) unlike the non-QSI

cases where the UE has to decode the PDCCH regardless of whether it is paged or

not, thereby simplifying the operation of checking for a page when our ePSS as QSI

mechanism is used.

A common trend observed with the different ePSS solutions is that the energy

efficiency gain decreases with the increase in length of the DRX cycle. This is because

the reduction in energy consumption is directly proportional to the fraction of the

time the UE is ON during the DRX cycle. Since the ON time of the UE depends on

the SNR and not on tDRX, this ratio decreases with increase in tDRX for a fixed SNR.

However, even for the maximum DRX cycle length of 2621.44 s, the energy efficiency

gain obtained is between 2.2x and 2.7x when ePSS is not used as QSI, which is

considerable and improves further (between 2.8x and 3.0x) when ePSS is used as

QSI. Also, for longer DRX cycle lengths, the legacy UE may have to reacquire the

SFN before attempting to decode the paging control information (as discussed later in

Section 3.4.5), while the UE using our ePSS solutions (as QSI) is informed about an

upcoming page during the timing resynchronization phase itself and need not decode

the SFN when there is no page. The energy efficiency gain computation does not

account for the ON time of the UE for SFN decoding. Therefore, the energy efficiency

gains obtained using our ePSS as QSI solutions (columns 2 and 4 of Table 3.2) for

longer DRX cycles serve as a loose lower bound for the actual gains.

3.4.3 Battery Lifetime Improvement

Having established that the ePSS mechanisms result in higher energy efficiency, we

now estimate the improvement in the battery lifetime of the device when our different

ePSS solutions are used. The UE consumes its battery for both transmission and
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Table 3.3: Battery lifetime gain for LC devices using ePSS with tDRX = 10.24 s and
tDRX = 2621.44 s.

Tx:Rx ePSS using ePSS using
energy multiple PSS longer ZC

consumption Not as As Not as As
share QSI QSI QSI QSI

tDRX = 10.24 s
70:30 1.30 - 1.36 1.37 - 1.38 1.31 - 1.37 1.38 - 1.39
50:50 1.62 - 1.78 1.83 - 1.85 1.64 -1.82 1.86 - 1.89
30:70 2.16 - 2.60 2.74 - 2.81 2.21 - 2.71 2.84 - 2.94

tDRX = 2621.44 s
70:30 1.20 - 1.23 1.23 - 1.24 1.20 - 1.23 1.24 - 1.25
50:50 1.38 - 1.44 1.47 - 1.49 1.39 - 1.46 1.49 - 1.50
30:70 1.62 - 1.76 1.82 - 1.85 1.65 - 1.79 1.85 - 1.88

reception. The battery consumption share between UE’s transmission and reception

varies depending on the UE’s application. For example, a device used for location

tracking has to transmit the data more frequently than that used for smart meter

data reporting. In both these applications require the device to periodically listen to

the network to remain connected. The battery consumption share for transmission is

higher for the UE used for location tracking, since it transmits data more frequently.

However, for the UE used for smart meter data reporting, the battery consumption

share is dominated by periodic reception. Hence, the battery consumption share

between UE’s transmission and reception is dictated by the duration of transmission

and reception. Alternatively, if these durations are equal, one module can consume

more energy than the other. For instance, a model where the device transmission

may consume 2 times more energy than device reception is commonly used. In

the following, we analyze the improvement in battery life for three different scenarios

based on ratio of the UE battery consumption for transmission to that of the reception

- a) 70:30 (Tx > Rx), b) 50:50 (Tx = Rx) and c) 30:70 (Tx < Rx).

Since our ePSS mechanisms are adopted by the UEs in the downlink, the energy
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efficiency gains obtained using our solutions is applicable to the UE reception. The

battery lifetime gain is calculated as

β =
1

sTx + sRx

η

(3.4)

where sTx and sRx indicate the UE battery consumption share for transmission and

reception respectively, and η is the gain obtained by the use of our different ePSS

solutions (given in Table 3.2). For example, in the first scenario sTx = 0.7, sRx = 0.3

and η = 12.4 for tDRX = 10.24 s and ePSS using longer ZC sequences (as QSI).

Table 3.3 gives the battery lifetime gain (β) for our different ePSS solutions with

tDRX = 10.24 s and tDRX = 2261.44 s in the aforementioned scenarios. In the first

scenario, a conventional battery lasting for 10 years can potentially last 10β = 10 ×

1.38 = 13.8 years for tDRX = 10.24 s and 10 × 1.24 = 12.4 years for tDRX = 2621.44 s,

when our ePSS using longer ZC sequences (as QSI) solution is adopted. This is a

substantial improvement considering that only 30% of the battery was being used for

UE reception. The battery lifetime gain increases as the battery consumption share

for UE reception increases. For instance, with our ePSS using longer ZC sequences

(as QSI) solution in the second and third scenarios, the battery lifetime increases

to 18.6 years and 28.4 years respectively for tDRX = 10.24 s and to 14.9 years and

18.5 years respectively for tDRX = 2261.44 s, which is highly significant. The lowest

energy efficiency gain is obtained when our ePSS using multiple PSS (not as QSI)

solution is used. Even in this case the lifetime of a conventional battery lasting 10

years is extended to 13.0 years, 16.2 years and 21.6 years for the three scenarios

for tDRX = 10.24 s and to 12.0 years, 13.8 years and 16.2 years respectively for

tDRX = 2261.44 s, which is considerable. Similar to Section 3.4.2, the battery lifetime

extension for ePSS as QSI solutions for longer DRX cycles serve as a loose lower
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Figure 3.7: Frame Structure and PO Allocation for LC devices using ePSS.

bound since the SFN decoding gain is not included in the computation.

3.4.4 Analysis of ePSS Transmission Overhead

The periodicity of the ePSS transmission determines the overhead on the network.

If the ePSS is scheduled on every radio frame like the PSS, it will consume a lot

of network resources. From our simulation results (see Figure 3.6), we note that m

ePSS frames are required for the desired accuracy of timing detection, where m = 3

for ePSS using PSS and m = 2 for ePSS using longer ZC sequences. If the periodicity
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Table 3.4: Network resource overhead due to the ePSS transmission.
eNB Bandwidth tp = 100 ms tp= 360 ms

1.4 MHz (6 PRB pairs) [4% 6%] [1.11% 1.67%]

5 MHz (25 PRB pairs) [0.96% 1.44%] [0.26% 0.4%]

10 MHz (50 PRB pairs) [0.48% 0.72%] [0.13% 0.2%]

20 MHz (100 PRB pairs) [0.24% 0.36%] [0.06% 0.1%]

of ePSS is tp ms, the transmission consists m ePSS radio frames followed by ( tp
10
−m)

legacy radio frames as shown in Figure 3.7a.

The ePSS is mostly used by the LC devices. Therefore, to minimize the resource

consumption, we propose to group the POs of such UEs close to the ePSS. This

solution is illustrated in Figure 3.7b. For a given interval of time, the number of LC

devices might a small subset of the total number of UEs. Assuming that 10% of the

UEs are LC devices, the ePSS only needs to be sent every tp = 100 ms. Also, the

P-RNTI for the LC devices can be sent on the enhanced PDCCH (ePDCCH) [117],

which uses the subcarriers in the PDSCH space. The POs for the legacy UEs will be

distributed and they will be paged via the regular PDCCH (PDCCH). This way the

PDCCH capacity is not altered.

Moreover, when the ePSS is not transmitted every radio frame, a single ePSS will

be used to resynchronize UEs that have their PO subframes greater than 10 ms from

the ePSS subframe. Therefore, the UE can save power by going back to sleep after

successfully detecting the ePSS and wake up again just before its PO. However, we

have to ensure that the UE does not lose the symbol timing (UE clock does not drift

by more than 5% of the symbol time, which is 3.6 µs) during its sleep time. For

example, for a UE using a crystal with 10 ppm accuracy, the clock drift is within 5%

of a symbol if the sleep time is less than 360 ms. Therefore, the maximum value of

tp is 360 ms for a 10 ppm accurate UE clock.

The ePSS consumes 6 PRB pairs × 2 subframes = 12 PRB pairs every 10 ms (refer
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Figure 3.4a). As seen from Figure 3.6, the time taken to decode ePSS can be 20 ms

(= 24 PRB pairs for ePSS using longer ZC sequences) or 30 ms (= 36 PRB pairs for

ePSS using multiple PSS). The overhead on the eNB due to the resource allocation for

the ePSS with periodicity tp = 100 ms and tp = 360 ms is summarized in Table 3.4.

The numbers in each row of the second and third columns of Table 3.4 correspond

to the network load considering ePSS decode time of 20 ms and 30 ms respectively.

The eNB deployments usually have a bandwidth of 5 MHz or more and the network

overhead due to the ePSS for such eNBs is less than 1.5% for both tp = 100 ms

and tp = 360 ms. Moreover, the overhead of ePSS transmission is restricted to the

idle mode. The regular data transmission occurs after the UE transitions from the

idle mode to the connected mode, where the resource allocation uses the default

LTE/LTE-A frame structure, without the ePSS. Therefore, the ePSS does not affect

the regular data transmission.

3.4.5 Discussion

In summary, our ePSS solutions reduced the energy consumption when compared to

the legacy solutions due to the following reasons.

• The ePSS consists of an increased density of synchronization signals, i.e., ePSS

packs more synchronization signals in less amount of transmission time, thereby

reducing the time taken by the UE to reacquire the symbol timing.

• The ePSS has an additional attribute of being able to indicate whether there is

an impending page for the UE or not, thereby helping UEs to return to sleep

mode quickly when there is no page and save energy. But the legacy UE follows

the procedure of decoding the P-RNTI on the PDCCH regardless of whether it is

paged or not, which is complex and energy consuming.
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• The ePSS with best performance uses longer length ZC sequences, which possess

better signal detection properties, thereby improving the reacquisition time and

reducing power consumption.

Moreover, the legacy UE may have to reacquire the SFN so that it attempts

to decode the paging information on the correct frame/subframe, depending on the

accuracy of its clock and the length of the DRX cycle. This is because the UE will

lose its frame timing when its clock drifts by more than half a frame (= 10ms
2

= 5 ms).

For example, an LC UE with 10 ppm accurate clock [116] will lose its frame timing

if it sleeps for more than 5ms
(10·10−6)

= 500 s. When the DRX cycle length is than 500 s,

the clock drift results in a symbol timing offset, but the UE remains in the same radio

frame. However when the DRX cycle is longer than 500 s, both the frame timing and

the symbol timing are lost and the UE has to reacquire the SFN.

The SFN field in LTE/LTE-A consists of 10 bits and is incremented by one every

10 ms (= frame length) [58, 59]. Hence the maximum time length that can be indi-

cated by the SFN field is 210 × 10−3 = 10.24 s. In order to support extended DRX

cycles, the on-going standardization activities in LTE/LTE-A have included a new

field called the Hyper - System Frame Number (H-SFN) which incremented by one

every 10.24 s [56]. Currently, the number of H-SFN bits is set to 8. Consequently,

the maximum time length that can be indicated with the combination of H-SFN and

the legacy SFN is (28 − 1) × 10.24 + 10.24 = 2621.44 s, which corresponds to the

maximum extended DRX cycle length.

The UE has to decode the H-SFN and the SFN if it sleeps so long that the

frame timing is lost, and then attempt the paging decode on the correct paging

frame/subframe. Owing to the low operating SNR, H-SFN/SFN decoding can take

multiple repetitions, increase the ON time and the energy consumption of the UE.
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Also, the legacy UE needs to perform this decoding even when there is no page

because it can know about the validity of the page only when it decodes the paging

control information (which is post H-SFN/SFN decoding). But, when our ePSS as

QSI solutions are used, the UE is informed about the validity of the page during

the timing resynchronization phase itself and H-SFN/SFN decoding would not be

necessary when there is no page. The savings obtained from not decoding the H-

SFN/SFN when there is no page has not been included in our calculations for the

energy efficiency gain and battery lifetime extension. Therefore, our results for this

case serve as a loose lower bound and the actual gains that can be obtained using

our solutions can be higher when the DRX cycle length is longer (>500 s for an LC

UE with 10 ppm accurate clock).

Furthermore, our ideas can be extended to other OFDM based systems where

the conventional methods of CP correlation and reference signal detection take a

long time to converge at very low SNR. For example, in WLAN, two new, closely

spaced, robust preamble sequences can be assigned to each UE, one indicating a

“Page” and the other indicating “No Page”. This mapping of paging indication to

resynchronization sequences, combined with shrewd resource allocation would result

in an energy efficient operation of the MTC UEs.

3.5 Conclusion

In this chapter, we considered the DRX mechanism in LTE/LTE-A for the low-cost,

low-complexity MTC UEs requiring coverage enhancement (denoted by LC devices).

We explored the sensitivity of the paging decode operation to the timing offset in

greater detail by improving the timing resolution from being symbol accurate (see

Chapter 2) to being sample accurate. Firstly, we showed that the paging decode
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operation, which is a critical part of the DRX mechanism, is very sensitive to timing

offset. Secondly, we explored the conventional timing acquisition algorithms - CP

autocorrelation and the legacy synchronization signal detection and demonstrated

they take around 600 ms and 380 ms respectively for reacquiring the symbol timing

within tolerable limits. This leads to increased ON time of the UE and hence re-

sults in increased energy consumption. To mitigate this problem, we introduced the

ePSS within the LTE/LTE-A standardization framework and proposed a novel DRX

mechanism which uses our ePSS for faster timing resynchronization and reduced en-

ergy consumption. We described two simple methods to design the ePSS signal -

by using multiple PSS sequences and by using ZC sequences and indicated that our

ePSS design requires less than 1.5% network resource overhead for eNB bandwidths

of 5 MHz or more.

Further, adopting the DRX with QSI mechanism described in Chapter 2, we

proposed the use of the ePSS as QSI to further improve the energy efficiency of the

LC devices. We illustrated that the modified DRX mechanism for the LC devices

using our ePSS solutions results in 1.2 to 1.8 times improvement in their battery

lifetime. Similar to the QSI mechanisms from Chapter 2, the specific ePSS solutions

are suitable for UE categories of CAT-M1, CAT-0 and above. But the core idea

behind the ePSS, i.e., faster resynchronization and quick return to sleep, is applicable

to all the UE categories. For example, a synchronization signal block occupying 12

subcarriers × 11 symbols is being considered as the PSS in NB-IoT standardization,

in order to reduce the time consumed for initial acquisition. Also, studies in 5G NR

are accounting for the energy consumption due to timing acquisition and considering

novel designs for the synchronization and paging channels.
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Chapter 4

Low SNR Uplink CFO Estimation

4.1 Introduction

In Chapter 2 and Chapter 3, we described energy efficient mechanisms for the LTE/LTE-

A MTC UEs in the downlink. In this chapter, we explore the MTC mechanisms for

energy efficient uplink transmission using LTE/LTE-A, under low network coverage.

Although the UEs belonging to CAT-M1 or higher categories could operate on a

bandwidth of at least 1.4 MHz, the LTE/LTE-A MTC standardization activities in

the uplink focused on single PRB transmission (occupying 180 kHz bandwidth), in

order to address massive access by supporting higher number of MTC UEs per time

interval. The introduction of the NB-IoT framework (described in Section 1.2.2) to

the LTE/LTE-A standards provided the further motivation to device efficient UE

data transmission mechanisms over a narrow bandwidth. Therefore, single PRB

transmission became a common theme across different UE categories, promoting the

exchange of ideas between standardization activities for CAT-0, CAT-M1 and NB-

IoT UEs. Moreover, developing mechanisms to reduce the number of retransmissions

and hence improve the uplink energy efficiency became a common challenge to be

addressed in all UE categories.

It is well known that improved channel estimation, including accurate timing

and frequency offset estimation is beneficial for data decoding. As mentioned in

Section 1.2.2, the eNB adopts the timing advance indication mechanism to ensure
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that all UE transmissions are time synchronized. Minor deviations in timing offset are

estimated accurately using the CP autocorrelation [63,64]. These procedures ensure

that the residual timing offset is within the CP length [58] and do not impact the

system performance. However, the tracking the Carrier Frequency Offset (CFO) of

each UE using CP autocorrelation is complex (as described in detail in Section 4.3.1),

necessitating novel mechanism for CFO estimation at the eNB.

Prior works for uplink CFO estimation consider normalized CFO (actual CFO

value divided by the subcarrier spacing) and describe algorithms to estimate and

compensate for the normalized CFO [63, 64, 107, 119]. However, there is a small

portion of the CFO remaining in the system after compensation depending on the

accuracy of estimation, called the residual CFO. Although it is desirable to minimize

this residual CFO, the benefits from this reduction are minimal at high operating

SNR, since the channel estimation algorithms at the base-station can effectively han-

dle a small residual CFO. In LTE/LTE-A, the subcarrier spacing is 15 kHz [58]. For

instance, when the actual residual CFO in the system is 100 Hz, the normalized

residual CFO value is 0.067, which is negligible at high SNR. However, a significant

number of MTC UEs are expected to operate in low coverage areas, where the op-

erating SNR is as low as -15 dB [43, 44] and as we demonstrate, the residual CFO

adversely impacts the performance of such UEs.

In this chapter, we first demonstrate that further reduction in residual CFO is

highly beneficial for MTC UEs in low coverage, since it reduces the number of data

retransmissions, which in turn reduces the ON time of the UEs and hence increases

the energy efficiency. We propose ML based algorithms for robust CFO estimation in

low coverage, using - a) repeated data transmission, b) pilot transmission and c) both

repeated data and pilot transmission. We also derive the Cramér-Rao lower bound
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for these estimators. Next, we provide an insight into the NB-IoT large transport

block transmission scheme, which is a novel, simple and effective mechanism being

considered by the 3GPP for energy efficient MTC and illustrate how the energy

efficiency obtained from this scheme can be further enhanced by the use of our robust

CFO estimation techniques. Lastly, we propose a variation of the LTE/LTE-A frame

structure incorporating additional pilot signals during the initial MTC transmissions,

which assists in faster CFO estimation at the eNB with minimal overhead.

The rest of the chapter is organized as follows. In Section 4.2, we analyze the effect

of CFO on the energy efficiency of the NB-IoT MTC UEs. In Section 4.3, we describe

the conventional techniques used for CFO estimation and in Section 4.4, we introduce

our ML based CFO estimation technique for LTE/LTE-A MTC. Using simulations,

we compare the performance of our CFO estimation technique with the conventional

techniques in Section 4.5, followed by a detailed analysis of the energy efficiency

of MTC UEs using CFO estimation and compensation for the current transmission

scheme and the newly proposed large transport block transmission mechanism. In

Section 4.6, we propose a new MTC transmission technique with increased pilot den-

sity, which uses our ML based CFO estimation technique for faster CFO estimation

in low coverage. The conclusions are presented in Section 4.7.

4.2 Effect of CFO Estimation for NB-IoT Uplink

As described in Section 1.2.2, the NB-IoT mechanism in LTE/LTE-A refers to the

transmission and reception of signals on a bandwidth corresponding to one PRB

(180 kHz). This is helpful to low data rate MTC UEs, where the transmission happens

in small bursts of data followed by long idle periods. It would be ideal for the UE

to complete its data transmission with minimal number of retransmissions, switch
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to idle mode and save power. The number of retransmissions depends on the SNR,

the channel conditions and the timing/frequency estimation accuracy at the eNB

decoding the UE data. While the CP autocorrelation and timing advance mechanisms

enable the eNB to accurately track the timing offset [63,64], tracking the CFO using

CP autocorrelation would be quite complex (explained later in Section 4.3.1).

In this section, we demonstrate our model for energy consumption analysis and

determine the effect of residual CFO on the energy consumption using numerical

calculations.

4.2.1 Energy Consumption Model

In order to calculate the energy consumption, we adopt a simple model,

E = PONtON + POFFtOFF (4.1)

where PON and POFF denote the power consumed by the UE during its active (ON)

period and sleep (OFF) period respectively. The durations ON and OFF periods are

represented by tON and tOFF respectively. The total time length is tTotal = (tON+tOFF)

and we define v = POFF

PON
, where v � 1 since the sleep time power consumption is

much lower than the active time power consumption. Then, the energy consumption

is calculated as

E = PON(tON + v(tTotal − tON)). (4.2)

4.2.2 Numerical Results

To illustrate the impact of CFO on the UE energy consumption, we consider a scenario

with no residual timing offset, since it can be estimated with a sufficient degree of
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accuracy using the CP and determine the number of repetitions required for an MTC

UE for different values of the residual CFO. The presence of CFO leads to Inter

Carrier Interference (ICI), which affects the performance. However, the amount of

ICI is small, since we analyze the effects of residual CFO. Multi-user Interference

(MUI) is not considered because the LTE/LTE-A standards ensure that subcarriers

are not shared between different users for a given subframe [58]. We first analyze

the performance for CFO = 100 Hz, which is the value used for MTC performance

evaluation by the 3GPP [43] and then for lower values of CFO, corresponding to

50 Hz, 25 Hz and 10 Hz. Among the different CFO values, we use CFO = 10 Hz

to model the scenario where the frequency offset is negligible, based on simulations

which indicated that the number of repetitions required by the UE did not change

significantly for 0 ≤ CFO ≤ 10 Hz.

The simulations are performed using the LTE toolbox in MATLAB. In order to

analyze the low coverage scenario, the 3GPP recommends the evaluation of perfor-

mance for 18 dB additional coverage [43], which corresponds to our operating SNR

of -15.5 dB. For the channel model, we use the EPA model with a Doppler spread

of 1 Hz, which is advocated by the 3GPP for MTC UEs with limited mobility [43].

We use a single PRB pair transmission scheme (12 subcarriers × 1 subframe) with

the MCS index chosen to be 5 (corresponding to QPSK modulation and a code rate

of 0.4385 [57]), consistent with the 3GPP recommendation for NB-IoT. We use TBS

= 72 bits, which is the maximum transport block size for MCS = 5 [57]. Other

simulation parameters are summarized in Table 4.1.

Table 4.2 gives the number of subframes required by the eNB to decode the

transport block and the effective data rate for different values of the residual CFO. It

is evident that a transport block with lower CFO requires fewer repetitions than the
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Table 4.1: Simulation parameters
Parameter Value

No. data symbols 12 subcarriers ×
per subframe 12 symbols

No. of DMRS symbols 12 subcarriers ×
per subframe 2 symbols

No. UE antennas 1

No. eNB antennas 2

eNB bandwidth 10 MHz

eNB sampling rate 15.36 MHz

Channel Model EPA 1 Hz

SNR -15.5 dB

BLER 0.1

Table 4.2: Energy efficiency vs. CFO for TBS = 72 bits
CFO NSF Reff (kbps) Energy Efficiency Gain

D = 10% D = 1% D = 0.1%

100 110 0.44 - - -

50 100 0.48 8.6% 8.5% 7.5%

25 92 0.52 15.5% 15.3% 13.5%

10 80 0.60 25.9% 25.5% 22.5%

one with higher CFO, thereby increasing the effective data rate. This suggests that

a lower residual CFO at the eNB helps the MTC UE to complete its transmission

quickly, turn off its radio and save power.

We obtain the energy consumed by the UE for the different CFO values using

Eq. (4.2) with tON = 1
Reff

s per bit, where Reff is the effective data rate given by 1.1.

We consider the energy consumed by the UE for CFO = 100 Hz, denoted by Eorig,

as our reference and compute to the energy efficiency gain as
(
1− Enew

Eorig

)
, where Enew

is the energy consumption of the UE corresponding to the lower CFO values.

Table 4.2 summarizes the energy efficiency results when tTotal is an integer multiple

of torig, which is the time taken for successful decoding with CFO = 100 Hz. That is,

tTotal = qtorig and q = 10, 100, 1000, which correspond to duty-cycles (D) of 10%, 1%

and 0.1% respectively, PON = 100 mW (corresponding to the 20 dBm transmission

100



Chapter 4. Low SNR Uplink CFO Estimation

power of MTC UEs [43, 48]) and POFF = 0.015 mW (based on the sleep time power

consumption indicated in [84,118]). The reason to choose these duty-cycles is that for

each case, the inactive duration of the UE is much greater than the active duration,

which suitably models the infrequent data transmission and low-data rate mode of

operation of MTC UEs.

A common trend that we note in these results is that the energy efficiency gain

decreases with decrease in D. This is intuitive because the reduction in energy con-

sumption is obtained by reducing the ON time of the UE and smaller values of D

results in lower ON time. We observe that the energy efficiency gain increases with a

decrease in residual CFO. The reduction of residual CFO from 100 Hz to 10 Hz results

in 22.5% reduction in energy consumption even for a low duty cycle of 0.1%, which is

significant. Therefore, a robust CFO estimation mechanism at the eNB, which works

accurately at low operating SNRs and helps in reducing the energy consumption of

the MTC UE is desirable.

4.3 Conventional CFO Estimation Techniques

Having established the need for accurate CFO estimation to enable high energy ef-

ficiency of IoT communication, we now discuss the CFO estimation techniques that

are currently used in the uplink. In particular, we consider two techniques - a) CP

autocorrelation [63, 64] and b) symbol repetition demonstrated in [107, 119] and the

references within, which are widely used for fractional frequency offset estimation in

the uplink. We illustrate why these techniques cannot be used by MTC UEs using

LTE/LTE-A in low coverage.

In literature, fractional frequency offset is often represented and estimated in

terms of the normalized CFO, i.e., the actual CFO value divided by the subcarrier
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spacing (∆F ). The subcarrier spacing is related to the sampling rate (Ns) and the

FFT size (NFFT) such that Ns = NFFT∆F . However, we choose to represent the

frequency offset using actual CFO instead of normalized CFO because our work

considers the estimation of residual CFO, which is typically represented in terms of

the actual value.

4.3.1 CP Autocorrelation

In OFDM based systems, the CFO is estimated from the phase of the autocorrelation

of the CP as

ε̂ =
Ns

2πNFFT

angle

NCP−1∑
n=0

y(n+NFFT)y∗(n)

 (4.3)

where y(n) is the nth sample of the received time-domain signal at the eNB, Ns

is the sampling rate, NFFT is the FFT size used at the eNB and NCP is the CP

length [63, 64]. From Eq. (4.3), we see that ε̂ is the product of the normalized CFO

with the subcarrier spacing (indicated by the Ns

NFFT
scaling factor), which denotes the

actual CFO in the system.

In multiple access systems like Orthogonal Frequency Division Multiple Access

(OFDMA) and Single Carrier - Frequency Division Multiple Access (SC-FDMA),

when multiple UEs occupy the spectrum, the time-domain symbol and the CP con-

tains components from all the UEs . Assuming that UEs have perfect timing syn-

chronization, the CP portion of the received signal at the eNB will consist of the sum

of the CPs of all the UEs. Each UE might have a different CFO. Therefore, detection

of each UE’s CFO requires the separation of its time-domain symbol and its CP from

the multiplexed received signal.

In order to get the per-UE time-domain symbol, the eNB first takes an FFT of the
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Figure 4.1: Illustration of CFO estimation using CP autocorrelation.

multiplexed time-domain signal, retains the subcarriers of the UE of interest, sets the

remaining subcarriers to zero and takes an Inverse Fast Fourier Transform (IFFT).

This procedure is illustrated in Figure 4.1. Moreover, in the case of MTC UEs in

low coverage, multiple repetitions of the time domain symbol and CP are required

for successful detection, which further increases the complexity. For example, an

eNB with a bandwidth of 10 MHz has 50 PRBs available for user data and uses a

1024-point FFT. For MTC UEs using single PRB transmission and a large number of

MTC devices present in the network, we can potentially have 50 UEs served at each

instant. To separate the time-domain symbol and CP of each UE, the eNB requires 1

FFT and 50 IFFTs. Since the FFT/IFFT is O(N log2(N)) complex operations, this

requires 51 × 1024 × 10 ≈ 5.2 × 105 complex operations, which is computationally

intensive. Furthermore, if the UEs are in low coverage and assuming that 14 symbols

(1 subframe) are required for successful frequency offset detection, the number of

complex operations increases to 7.3 × 106. Therefore, CP autocorrelation is not an

ideal candidate for CFO estimation in the case of MTC UEs.

4.3.2 Symbol Repetition

Besides the CP autocorrelation method, CFO estimation can be done by correlating

repetitions of data or pilot signals and measuring the correlation phase angle (see
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Figure 4.2: Illustration of CFO estimation using symbol repetition.

Figure 4.2) [107, 119]. However, the repetitions should be close enough in time, so

that the phase angle does not roll-over. If a UE has to measure a CFO ranging from

-f0 Hz to f0 Hz, the maximum amount of time between two repetitions is given by

Trep = 1
2f0

. For example, we require Trep = 1 ms, if the UE has to measure a CFO

ranging from -500 Hz to 500 Hz. In other words, the detectable CFO range decreases

as Trep increases. The estimation method is formulated as

ε̂ =
Ns

2πNg

(
angle

(
N−1∑
n=1

Yn · Y ∗n−1

))
(4.4)

where Y is the frequency-domain received symbol spanning over Nsc subcarriers, “·”

denotes element-wise multiplication, n indicates the repetition index, N is the number

of repetitions required to successfully detect the CFO, Ns is the sampling rate and

Ng is the number of samples between the consecutive symbol repetitions in terms

of the FFT size, NFFT. For example, when the repetitions occur every 2 symbols,

Ng = 2NFFT. Again, ε̂ in Eq. (4.4) also denotes the actual CFO in the system.

Unlike the method of CP autocorrelation, this technique can be scaled to accom-

modate multiple UEs. This is because the method uses frequency-domain symbols
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and the signals of different UEs can be easily separated and the CFO of each UE

can be separately calculated in the frequency domain. However, in LTE/LTE-A, the

DMRS symbols repeat every 10 ms and the range of the CFO that could be detected

with this is only from -50 Hz to 50 Hz, which is smaller than the residual CFO range

(-100 Hz to 100 Hz) in the system. Therefore, the DMRS symbols cannot be directly

used for correlation phase angle based CFO estimation. In the following, we pro-

pose our mechanisms for CFO estimation for MTC UEs using LTE/LTE-A in low

coverage.

4.4 ML Based CFO estimation

In this section, we describe the design of our ML based CFO estimation algorithm

for two cases - 1) using repeated RV transmission and 2) using the DMRS. Our ML

based CFO estimation method is an extension of the method discussed in [119], which

was designed for consecutive symbol repetition. We modify the algorithm in [119]

so as to fit the LTE/LTE-A frame structure and operate on subframe repetitions (in

case 1) and reference signal repetition (in case 2).

Let d denote the transmitted signal of length K samples. The CFO of the UE is

denoted by ε. Since the CFO is a phase-ramp in time-domain, the signal with CFO

is given by

s(k) = d(k)e( j2πεkNs
) = d(k)ejkθ (4.5)

where Ns is the sampling rate, k = 0, 1, 2, · · · , K − 1 and

θ =
2πε

Ns

. (4.6)

Using Eq. (4.5), the LTE/LTE-A transport block transmission in time-domain can
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be expressed as

sn(k) = dn(k)ej(k+nK)θ (4.7)

where k = 0, 1, 2, · · · , K − 1, n = 0, 1, 2, · · ·NSF − 1 and NSF is the number of

subframes required for the successful decoding of the transport block.

The current LTE/LTE-A standards support 4 RVs of the UE data block to be

transmitted. The UE transmits one RV per subframe and the RV index is cycled in

the order [0, 2, 3, 1], i.e., d0 = d4 = d8 = · · · = r0, d1 = d5 = d9 = · · · = r2 and so

on, where rq denotes the RV being transmitted with the RV index q = 0, 2, 3, 1. This

means that the RV is repeated every 4 subframes and considering that each subframe

is 1 ms, the range of CFO detection is -125 Hz to 125 Hz.

In the ongoing LTE MTC standardization, RV repetition is being proposed for

MTC UEs. When the UE uses RV repetition, it respects the standard RV cycling or-

der, but can transmit N repetitions of the same RV index before switching to the next

index, i.e, d0 = d1 = d2 = · · · = dN−1 = r0, dN = dN+1 = dN+2 = · · · = d2N−1 = r2

and so on. For example, if N = 3, the UE transmits [0,0,0,2,2,2,3,3,3,1,1,1,0,0,0,. . . ].

Therefore, for the MTC UEs, the CFO detection range is -500 Hz to 500 Hz.

4.4.1 ML Based CFO Estimation Using Repeated Data

In the following, we derive an ML based technique, which uses the RV repetitions to

estimate the CFO. We define a new signal x, which consists of N repetitions of the

same RV (denoted by r). Then, we have

xn(k) = r(k)ej(k+nLK)θ (4.8)
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where k = 0, 1, 2, · · · , K−1, n = 0, 1, · · ·N−1, L = 4 for legacy UEs (since the same

RV is repeated every 4 subframes) and L = 1 for MTC UEs (since the repetitions

are consecutive).

Let R denote the DFT of r(k)ejkθ. Then, in frequency domain, each RV reception

at the eNB can be expressed as

Yn = Hn ·RejnLKθ +Wn (4.9)

where Hn is the channel vector (n = 0, 1, · · · , N − 1), Wn is the noise vector and

Hn ·R denotes the element-wise multiplication between Hn and R.

We assume that the channel remains the same for N subframes, which holds in

the case of pedestrian channels. Therefore, Hn = H,∀n. In order to estimate the

CFO, we have to estimate θ from Eq. (4.9). Since we have no information about the

data and the channel, the unbiased estimate for the vector H ·R is given by

Ĉ =
1

N

N−1∑
n=0

Yne−jnLKθ. (4.10)

Substituting Eq. (4.10) to Eq. (4.9), the ML estimator for the phase angle θ, denoted

by θ̂ and the corresponding CFO estimate (ε̂) are given by

θ̂ = min
θ

N−1∑
k=0

‖Yk − Ĉ · ejkLKθ‖2, (4.11)

ε̂ =
θ̂Ns

2πLK
. (4.12)

The value of θ̂ is obtained by searching over the different values of θ between 0

and 2π in discrete steps. The step size is set according to the required resolution of
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the CFO estimate. If the CFO resolution is fr Hz, then the step size for the search

is 2πLKfr

Ns
. The complexity of the search increases when a finer resolution is required

for the CFO estimate.

4.4.1.1 Cramér-Rao Lower Bound

The performance of an estimator is typically analyzed using the Mean Squared Error

(MSE), which is lower bounded by the Cramér-Rao bound. For our ML based CFO

estimator using repeated data, Cramér-Rao bound is given by

CRBε =
3N2

sΨ−1

4π2L2K2MN(N − 1)(4N − 3)
(4.13)

where Ψ is the SNR and M is the number of DFT samples used for estimating the

CFO. The procedure to derive CRB(ε) is illustrated in the Appendix A.

4.4.2 ML Based CFO Estimation Using the DMRS

The generic structure of our ML based CFO estimation technique enables us to

extend its applicability to the periodic repetitions of DMRS signals in LTE/LTE-

A. A DMRS symbol is transmitted every half subframe. For DMRS transmission,

Eq. (4.9) changes to

Ỹnm = Gnm · Pnme
j(2n+m)Kθ

2 + W̃nm (4.14)

where Pnm are the known DMRS sequences, Gnm and W̃nm are the channel and the

noise vectors with n = 0, 1, · · · , N − 1, denoting the subframe index and m = 0, 1

indicates whether the DMRS is transmitted on the first half (m = 0) or the second

half of the subframe (m = 1). Therefore, L is set to 1
2

for DMRS transmission and
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there is no difference between the legacy and MTC UEs. This is because the DMRS

is transmitted in the same manner for legacy as well as MTC UEs with a periodicity

of half subframe (0.5 ms).

Now, we derive the ML based CFO estimator using the DMRS. Similar to the ML

estimator for repeated data, we assume that the channel does not vary over the N

subframes of interest. Hence, Gnm = G,∀n,m. Then, the channel estimate is given

by

Ĝ =
1

2N

N−1∑
n=0

1∑
m=0

Ỹnm · P ∗nme
−j(2n+m)Kθ

2 , (4.15)

and the ML estimator for θ is given by

θ̂ = min
θ

N−1∑
k=0

1∑
l=0

‖Ỹkl − Ĝ · Pkle
j(2k+l)Kθ

2 ‖2, (4.16)

and the corresponding CFO estimate can be calculated using Eq. (4.12). The range

of CFO values that can be detected using this mechanism is between -1 kHz to 1 kHz,

since the DMRS periodicity is 0.5 ms. The Cramér-Rao bound for this case can also

be obtained from Eq. (4.13), using L = 1
2
, M equal to the length of the DMRS

sequence and 2N repetitions instead of N .

4.4.3 Modified Conventional CFO Estimation Scheme for

DMRS

Although DMRS symbols are transmitted every 0.5 ms in LTE/LTE-A, the duration

of repetition between identical DMRS symbols is 10 ms. If the conventional correla-

tion phase angle method is used on these DMRS repetitions, it results in a reduced

CFO detection range of -50 Hz to 50 Hz (refer to Section 4.3.2). Here, we suggest

a modification to the conventional method so that it can make use of all the DMRS
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transmissions to estimate the CFO within the desired range.

We multiply each received DMRS symbol (Ỹnm in Eq. (4.14) by the conjugate of

the reference DMRS symbol (Pnm) and obtain the CFO estimate by using the phase

angle of the correlation of consecutive DMRS symbols. To illustrate this mechanism,

we denote Z2n+m = Ỹnm · P ∗nm, ∀n,m, where n = 0, 1, · · ·N − 1 and m = 0, 1. Then,

the CFO estimate is given by

ε̂conv =
Ns

πK

(
angle

(
2N−1∑
l=1

Zl · Z∗l−1

))
. (4.17)

The range of CFO detection using such a modified mechanism is between -1 kHz and

1 kHz, similar to the ML based CFO estimation technique using DMRS.

4.4.4 ML Based CFO Estimation Using Repeated Data

with DMRS Compensation

Our ML based CFO estimation using repeated data proposed in Section 4.4.1 uses

only the data symbols for estimating the CFO. The DMRS symbols are not used

because they are not the same between consecutive subframes. Here, we extend this

method such that it also incorporates the DMRS symbols. This is done by multiplying

each received DMRS symbol by the conjugate of the reference DMRS symbol (similar

to the method in Section 4.4.3). Then, all the DMRS symbols will be a vector of

ones, multiplied by the channel co-efficient and the CFO in that symbol plus the

noise at the receiver. This will give us two additional symbols per subframe for ML

estimation of CFO.
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4.5 Simulation Results

In this section, we first present the simulation results for our ML based CFO estima-

tion algorithms and compare their performance with the conventional CFO estimation

techniques. Then, we introduce the large transport block transmission mechanism

for MTC, where the UE transmits transport blocks whose size is larger than that

supported in the current LTE/LTE-A standards. We illustrate that this mechanism

improves the effective data rate of the UE and reduces the energy consumption. We

also show that the energy efficiency of the MTC UE is further enhanced when this

mechanism is used in conjunction with our ML based CFO estimation technique.

4.5.1 Performance of CFO Estimation Techniques

In order to analyze the performance of our ML based CFO estimation and the conven-

tional CFO estimation techniques, we consider three cases - a) using data symbols

only, b) using the entire subframe with DMRS compensation and c) using DMRS

symbols only. In the first case, we have 12 symbols available per subframe for CFO

estimation and in the second case, the DMRS symbols of the received subframe are

multiplied with their conjugates, so that the entire subframe can be used for CFO

estimation. In the third case, we use only the 2 DMRS symbols in each subframe to

estimate the CFO. The residual CFO in the system is 100 Hz and the CFO estimation

error is measured as the absolute value of the difference between the actual CFO and

the estimated CFO values. We evaluate the performance based on the number of

subframes required to estimate the CFO within 10 Hz accuracy, denoted by NCFO.
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(c) Using DMRS symbols only

Figure 4.3: MSE vs. SNR and Cramér-Rao bound for ML based CFO estimation in
AWGN.

4.5.2 MSE and Cramér-Rao Bound for the Gaussian

Channel

First, we determine the MSE of our ML based CFO estimator for the three cases

in an AWGN channel and compare the MSE with the Cramér-Rao bound given in

Eq. (4.13). The eNB bandwidth is chosen to be 10 MHz and the corresponding

sampling rate Ns = 15.36 MHz. Therefore, each subframe (1 ms) contains K = 1 ms

× 15.36 MHz = 15360 samples. In the first two cases, the data is repeated in every

subframe (MTC RV transmission case), which corresponds to L = 1. For the first
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case, the number of DFT samples used for CFO estimation, we have M = 12 symbols

× 12 subcarriers = 144 and for the second case, M = 14 symbols × 12 subcarriers =

168. The MSE and Cramér-Rao bound for these two cases are shown in Figure 4.3a

and Figure 4.3b respectively. In the third case, we have DMRS symbols spanning 12

subcarriers transmitted every half-subframe, corresponding to L = 1
2
, M = 12 and a

total of 2N DMRS transmissions. The results for this case are shown in Figure 4.3c.

The SNR considered for this analysis is between -20 dB and -10 dB, corresponding

to the operating scenarios for MTC UEs in low network coverage. It can be observed

that with increasing SNR, the MSE of our ML based CFO estimator gets closer to

the Cramér-Rao bound for all the three cases. Also, the performance of the first

two cases is better than that of the third case due to larger value of M in these

cases. Moreover, the MSE is measured for actual CFO values, which means that

an estimation error of 10 Hz corresponds to MSE = 100. Therefore, for an AWGN

channel with SNR of -15.5 dB (corresponding to 18 dB coverage enhancement) and

the desired CFO estimation accuracy of 10 Hz, NCFO = 16 for the first two cases and

NCFO = 32 for the third case.

4.5.3 Results for the EPA Channel

Now, we analyze the performance of our ML based CFO estimation techniques for

the EPA channel. Owing to the very low operating SNR, achieving the desired accu-

racy of estimation with 100% probability may take a very large number of repetitions

for fading channels. In such cases, it is necessary to evaluate the performance based

on a probabilistic measure, i.e., achieving the desired accuracy of estimation with

high probability. Therefore, we define the performance metric as the number of sub-

frames (N) required to achieve CFO estimation error ≤ 10 Hz with 95% probability
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Figure 4.4: CDF of the estimated CFO error using RV repetitions for legacy
LTE/LTE-A uplink.
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Figure 4.5: CDF of the estimated CFO error using RV repetitions for MTC
LTE/LTE-A uplink.
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and present the results in terms of the Cumulative Distribution Function (CDF) of

the CFO estimation error for different values of N . A similar approach is adopted

by different companies in the 3GPP when they provide the performance results for

downlink synchronization, where the number of repetitions of the synchronization

signal required to achieve 90% detection probability is used as the performance met-

ric [43, 44].

For the first two cases, we compare the results obtained by our method with the

CFO estimation scheme using the conventional angle-based scheme (see Eq. (4.4)).

For the DMRS only case, we compare the results from the ML based estimation

scheme with that obtained from the modified angle-based scheme (see Eq. (4.17)).

The simulation settings are summarized in Table 4.1.

Figure 4.4a and Figure 4.4b indicate the performance of our ML based CFO es-

timation algorithm and the conventional angle-based CFO estimation algorithm re-

spectively, for the legacy RV transmission scheme (RV pattern: 0, 2, 3, 1, 0, 2, 3, 1, · · · )

in LTE/LTE-A uplink. We observe that our ML estimation based method requires

at least NCFO = 64 for ≥ 95% probability of successful CFO estimation, while for

NCFO = 16, this probability reduces to 68%. Therefore, for the desired CFO perfor-

mance (95% success rate with 10 Hz accuracy), the eNB has to buffer 64 subframes.

The conventional angle-based method has only 80% success rate in CFO estimation

even when NCFO = 128. In both the cases, using the entire subframe with DMRS

compensation performs marginally better than using only the data symbols because

we have 14 symbols instead of 12 available for CFO estimation.

Figure 4.5a and Figure 4.5b depict the performance the two CFO estimation

algorithms for the MTC RV transmission scheme (RV pattern with N RV-0s, followed

by N RV-2s and so on) in LTE/LTE-A uplink. Since the CFO is estimated using N
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Figure 4.6: CDF of the estimated CFO error using DMRS only for both legacy and
MTC LTE/LTE-A uplink.
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subframes, NCFO = N . In this case, we observe that our ML estimation based method

with NCFO = 16 has around 82% probability of successful CFO estimation, which is

a significant improvement when compared to the legacy case, while for NCFO = 32,

we see that the probability of successful estimation increases to 95%. This means

that the eNB has to buffer 32 subframes for CFO estimation and correction, which

is half the size required for the legacy RV transmission scheme. The conventional

angle-based method has similar performance to that of the legacy case. Therefore,

for both the legacy and MTC RV repetition schemes, the correlation phase angle

method fails to achieve the same estimation accuracy as that of the ML based CFO

estimator.

Figure 4.6a and Figure 4.6b show the CDF of the CFO estimation error using

our ML estimation based method and the conventional angle-based method using

only the DMRS signals. Also, there is no need to differentiate the legacy and MTC

scenarios since the DMRS transmission mechanism remains the same for both the

scenarios. We observe that the conventional method fails to provide an accurate CFO

estimation even with averaging over 128 subframes because there are only 2 symbols

available per subframe for CFO estimation. Also, our ML based CFO estimation

technique using 2 DMRS symbols performs as well as the same technique for legacy

RV scheme, requiring N = 64 subframes for estimating the CFO within 10 Hz with

95% probability. Using 2 DMRS symbols per subframe is as good as using 12 data

symbols because the noise on the DMRS symbols is averaged 2N times, while that

on data symbols is averaged N times, resulting in better performance. Although this

means that we use only one-seventh of the symbols for CFO estimation (2 DMRS

symbols instead of 14 symbols in the legacy RV scheme), the eNB still needs to buffer

the entire 64 subframes, since the CFO correction has to be applied on all the data

118



Chapter 4. Low SNR Uplink CFO Estimation

symbols.

To this end, we have shown that the reduction in residual CFO results in an

increase in the energy efficiency of the MTC UE (see Table 4.2) and that our proposed

ML based CFO estimation techniques provide a robust and an accurate mechanism

to reduce the residual CFO in low coverage. Also, the number of subframes required

by our technique for CFO detection is smaller than the total number of subframes

required for successful data decoding (see Table 4.2), i.e., NCFO < NSF, ensuring

the feasibility of implementation of our technique at the eNB. In the following, we

go one step further and apply our improved methods to the so-called large transport

block transmission mechanism for MTC UEs in LTE/LTE-A, to further enhance their

energy efficiency.

4.5.4 NB-IoT Large Transport Block Transmission

In the current LTE/LTE-A standards, the maximum TBS is fixed based on the

MCS and the number of PRBs allocated to the UE. With QPSK chosen to be the

highest order of modulation for NB-IoT, the maximum TBS that can be transmitted

corresponds to MCS = 9, which is 136 bits [57, 58]. The 3GPP standardization

activities are considering a large transport block transmission mechanism, where the

UE transits transport blocks whose size is larger than the current maximum size of

136 bits. Now, we briefly review the large transport block transmission mechanism

and demonstrate the energy efficiency gains when our CFO estimation technique is

applied to such a mechanism.

The large transport block transmission mechanism relies on the precedent that

the effective data rate of the UE increases when larger sized blocks are transmitted,

which means that the UE can complete its transmission quickly, go back to idle state
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and save power. The effective data rate of the UE is given by Eq. (1.1). If we increase

the TBS by a factor α in Eq. (1.1), then NSF need not increase by the same amount.

This is because the performance of the turbo decoder used for decoding the transport

block does not vary linearly with respect to the code rate. In most of the cases, NSF

will scale by a factor less than α, thereby increasing the effective data rate. However,

the TBS cannot be increased arbitrarily and is limited by the code rate.

The transport block is appended with a 24-bit CRC [58, 59]. The code rate per

subframe is calculated as

corig =
(TBS + 24)

(Tsc × nb)
(4.18)

where Tsc denotes the total number subcarriers available for transmitting the trans-

port block and nb is the number of bits per subcarrier. Since, MTC transmission is

restricted to QPSK, nb = 2. Considering that the uplink transmission for a single

antenna UE requires 2 symbols for DMRS transmission (see Figure 1.4), there are 12

symbols available for control and data transmission. Assuming that the UE uses a

single PRB pair transmission (12 subcarriers per symbol) and does not transmit any

control information when it is sending data, Tsc = 12× 12 = 144.

Legacy LTE/LTE-A standards indicate that the transport block transmission

should obey the condition of each RV being independently decodable [58]. Hence,

the code rate must be chosen per RV. However, this condition is relaxed for low-

complexity MTC UEs, since they are low data-rate devices and require multiple

retransmissions of data in most of the cases. Therefore, we have a new metric called

the effective code rate, which is a measure of the code rate over 4 RVs, given by

ceff =
corig

4
and the data block can be decoded when all 4 RVs are received.

To illustrate this aspect, let us choose TBS = 324 bits. Noting that Tsc = 144 and

nb = 2, we get corig = 1.21(> 1), which suggests that each RV transmission will not
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Table 4.3: Number of repetitions vs. CFO
TBS N100Hz N10Hz R100Hz R10Hz

(kbps) in (kbps)

72 110 80 0.44 0.60

144 200 144 0.60 0.83

224 304 216 0.66 0.93

328 376 256 0.81 1.19

424 448 304 0.89 1.32

be independently decodable for this TBS and it cannot be used in the legacy scheme.

However, for the MTC scheme, the effective code rate ceff = 0.3(< 1), which suggests

that the TBS is can be readily used.

4.5.5 Energy Efficiency Analysis

Now, we illustrate the reduction in energy consumption of MTC UEs obtained by

the use of large transport block transmission and our ML based CFO estimation. We

use the energy consumption model described in Section 4.2.1 to calculate the energy

efficiency of the MTC UEs. The simulation parameters are listed in Table 4.1 and

the power consumption values used are the same as in Section 4.2.2.

Table 4.3 gives the number of subframes required by the eNB to decode the

transport block (N100Hz and N10Hz) and the effective data rate for large transport

block transmission (R100Hz and R10Hz) with CFO = 100 Hz and CFO = 10 Hz,

respectively. The former CFO value is the one currently used by the 3GPP for MTC

performance evaluation and the latter models the negligible frequency offset scenario

(refer Section 4.2.2). Similar to the performance of the regular sized transport block

(TBS = 72 bits) in Section 4.2.2, we observe that the effective data of the UE increases

with a decrease in the residual CFO value even for large transport blocks.
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Table 4.4: Energy efficiency gain vs. TBS
TBS η1 η2 with p = 0.95

D = D = D = D = D = D =
10% 1% 0.1% 10% 1% 0.1%

72 - - - 25.8% 25.6% 22.5%

144 27.2% 26.9% 23.7% 45.2% 44.6% 39.3%

224 33.6% 33.2% 29.3% 50.2% 49.5% 43.7%

328 46.0% 45.3% 40.0% 60.0% 59.2% 52.3%

424 51.1% 50.4% 44.5% 63.4% 62.5% 55.2%

Table 4.5: Battery lifetime gain vs. TBS for transmitting 10 kilobytes
TBS β1 β2

Tx:Rx Power consumption share

70:30 50:50 30:70 70:30 50:50 30:70

72 - - - 1.19 - 1.22 1.13 - 1.15 1.07 - 1.08

144 1.2 - 1.24 1.13 - 1.16 1.08 - 1.09 1.38 - 1.46 1.24 - 1.29 1.13 - 1.16

224 1.26 - 1.31 1.17 - 1.2 1.1 - 1.11 1.44 - 1.54 1.28 - 1.33 1.15 - 1.18

328 1.39 - 1.47 1.25 - 1.30 1.14 - 1.16 1.58 - 1.72 1.35 - 1.43 1.19 - 1.22

424 1.45 - 1.56 1.29 - 1.34 1.15 - 1.18 1.63 - 1.8 1.38 - 1.46 1.2 - 1.23

4.5.5.1 Large Transport Block Transmission Only

First, we calculate the energy efficiency obtained solely by the use of large trans-

port block transmission, where the residual CFO is not compensated and remains

at 100 Hz. Let Eltb denote the energy consumed in this scenario. Eltb is obtained

by using tON = tltb = 1
R100Hz

s per bit in Eq. (4.2). The energy efficiency gain is

calculated as

η1 =
Eorig − Eltb

Eorig

= 1− tltb + v(tTotal − tltb)

torig + v(tTotal − torig)
(4.19)

4.5.5.2 Large Transport Block Transmission with CFO Estimation

When our ML based CFO estimation techniques are used, the corresponding energy

consumption, Ecfo is obtained by using tON = tcfo = 1
R10Hz

s per bit in Eq. (4.2).

However, the CFO estimation is successful with probability p owing to the low oper-

ating SNR and limited symbol buffer size available at the eNB. Therefore, the energy
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consumption of the UE with CFO estimation is given by

Efinal = pEcfo + (1− p)Eorig (4.20)

Then, the energy efficiency gain of the UE using CFO estimation is calculated as

η2 =
Eorig − Efinal

Eorig

= p

(
1− Ecfo

Eorig

)

= p

(
1− tcfo + v(tTotal − tcfo)

torig + v(tTotal − torig)

)
(4.21)

We use the energy consumed by the UE for TBS = 72 bits and CFO = 100 Hz,

Eorig, as our reference and evaluate the energy efficiency of different sized transport

blocks transport blocks with CFO = 100 Hz and CFO = 10 Hz. Table 4.4 summarizes

the energy efficiency results for three different duty-cycles (D), corresponding to 10%,

1% and 0.1% (refer Section 4.2.2).

We observe that solely the large transport block (without CFO estimation) results

in 23.7% to 44.5% more energy efficiency than the current mode of operation with

TBS = 72 bits even for a very low duty cycle of 0.1%. When our ML based CFO

estimation techniques are used, the residual CFO is within 10 Hz with 95% probability

(p = 0.95). With this, we obtain a further improved energy efficiency of 39.3% to

55.2% for larger TBS, indicating that robust CFO estimation at the eNB significantly

reduces the energy consumption of the MTC UEs in low coverage.

Alternatively, the performance of our mechanisms can be analyzed using the bat-

tery lifetime gain metric (similar to that discussed in Chapter 3, Section 3.4.3). Since

our solutions here are with respect to UE transmission, the battery lifetime gain is

given by

βi =
1

(1− γi)sTx + sRx

(4.22)
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where i = 1 for solely the large transport block transmission and i = 2 for the large

transport block transmission with CFO estimation. The parameter γi represents the

energy efficiency gain calculated for the transmission of a data packet of size ds bits.

That is, γ1 is obtained by calculating η1 using tltb = ceil
(

ds

R100Hz

)
and γ2 is obtained

by calculating η2 using tcfo = ceil
(

ds

R10Hz

)
. In both the cases, torig = ceil

(
ds

R̂100Hz

)
,

where R̂100Hz corresponds to R100Hz value of the TBS used as reference.

Since γi denotes the energy efficiency gain of the UE transmitter for the transmis-

sion of ds bits, the transmission energy consumed is (1 − γi)sTx. Table 4.5 provides

the battery lifetime gains for different TBS values for ds = 10 kilobytes using TBS =

72 bits at CFO = 100 Hz as reference. For each entry, the lower value corresponds

to D = 1% and the higher value corresponds to D = 10%.

The results are similar to those obtained for energy efficiency gain in Table 4.4.

Smaller duty cycles have lower gains and CFO estimation improves the battery life-

time gain for the large transport block transmission. For example, with the largest

TBS of 424 bits and Tx:Rx share of 50:50, we obtain a battery lifetime gain of 1.29 to

1.34, which means that a battery lasting for 10 years would now last for 12.9 to 13.4

years. With our robust CFO estimation and compensation, the battery would last

for an improved lifetime of 13.8 to 14.6 years. Also, we obtain increased gains when

the UE transmission has a higher power consumption share than reception, which is

opposite to the results in Chapter 3 (see Table 3.3). However, this is expected because

our mechanisms discussed here only reduce the transmitter energy consumption and

do not modify the receiver energy consumption.
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x = |Actual CFO - Estimated CFO| in Hz
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Figure 4.7: CDF of the estimated CFO error using ML estimation and 2x DMRS.

4.6 Discussion

The ML based CFO estimation scheme using RV repetition for MTC UEs (see

Fig 4.5a), which demonstrated the best performance, suggests that the eNB requires

32 consecutive repetitions of the same RV for the desired CFO estimation perfor-

mance. It would be beneficial to have an MTC transmission scheme, which not only

assists in CFO estimation, but also removes the constraints on RV block transmis-

sion and repetition. In this section, we propose a new uplink transmission scheme

with increased DMRS density, which achieves this objective. Also, we briefly discuss

how our ML estimation based CFO estimation mechanisms can be used in non-LTE

scenarios.
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4.6.1 Increased DMRS Density Scheme in LTE/LTE-A

Uplink

In the following, we propose a new transmission scheme for LTE/LTE-A uplink, where

the DMRS density is doubled for N initial subframes and evaluate the performance of

our ML based CFO estimation technique using the DMRS technique. In the current

LTE/LTE-A uplink, the DMRS sequences are transmitted on the fourth and the

eleventh symbols of a subframe with normal CP (see Figure 1.4). For our proposed

transmitted scheme, the MTC UEs double the DMRS density by transmitting new

DMRS sequences on the third and the tenth symbols along with the legacy DMRS

sequences for the initial N subframes and then reverts back to the legacy scheme.

Figure 4.7 gives the performance our ML based CFO estimation scheme when the

DMRS density is doubled. We observe that we can estimate the CFO within 10 Hz of

the actual value with 95% probability when the accumulation time is 32 ms or more.

The performance results are close to that of the ML based CFO estimation scheme

using RV repetition for MTC UEs (see Fig 4.5a) and the doubled DMRS density

scheme does not impose any restriction on the RV block being transmitted and the

number of repetitions, as desired.

The only disadvantage of this scheme is that there is an overhead of 2 symbols

for first N subframes for each transmission. For example, with N = 32, we have

an overhead of 64 symbols. With 14 symbols per subframe (1 subframe = 1 ms),

the overhead time is less than 5 ms. Since, the transmission takes more than 100

subframes for any TBS, the overhead is less than 5% for all the cases. Moreover, the

eNB can utilize the increased DMRS density for better channel estimation, which

improves the overall performance of data decoding and further reduces the overhead.

Alternatively, one could use the advantage of better channel estimation to transmit
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data with a higher MCS, thereby increasing the throughput. Therefore, for the same

number of buffered subframes, our increased DMRS density based estimation is more

beneficial than estimation using repeated data.

4.6.2 Application of ML Based CFO Estimation to

Non-LTE Scenarios

Hitherto, we designed and developed CFO estimation mechanisms specific to the

LTE/LTE-A frame structure considering RV repetitions and DMRS transmissions.

However, this technique can be readily extended to any communication mechanism

incorporating periodic data and/or pilot repetitions. The ML based CFO estimation

for such scenarios can be derived by choosing the appropriate values of K and L based

on the length and the periodicity of the repeated data/pilot signals in Eq. (4.14)

(similar to how we derived the DMRS based estimation as a special case).

4.7 Conclusion

In this chapter, we addressed the problem of improving the uplink energy efficiency

of MTC devices adhering to the NB-IoT framework. We showed that the energy

efficiency of the MTC UE increases if the eNB adopts CFO estimation mechanisms

that reduce the residual CFO to negligible limits. We proposed an ML based CFO

estimation mechanism that uses the data and pilot repetitions in LTE/LTE-A and

illustrated that it significantly outperforms the legacy CFO estimation technique

using the phase of the correlation between consecutive data repetitions. We demon-

strated that incorporating our ML based CFO estimation technique at the eNB results

22.5%-55.2% reduction in energy consumption of the MTC UEs, when compared to
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the case where the residual CFO is not compensated. We also proposed a variation

of the LTE/LTE-A frame structure incorporating additional pilot signals during the

initial MTC transmissions, which assists in faster CFO estimation at the eNB with

minimal overhead.

Our ML based CFO estimation technique provides a robust mechanism to estimate

the CFO in low coverage. Moreover, it is applicable to all categories of LTE MTC UEs

and can also be easily adopted to other wireless communication standards. Recently,

NB-IoT standardization decided not to adopt the increased DMRS density scheme,

in order to maintain full compatibility with legacy UEs. However, the prospects of

having such a scheme for 5G NR standardization is open for study.
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Conclusions and Directions for

Future Work

The research work presented in this thesis focused on developing mechanisms to im-

prove the current LTE/LTE-A standards to effectively support the IoT. Specifically,

we suggested enhancements to the MTC framework in LTE/LTE-A addressing the

energy efficiency of the UEs in normal coverage, as well as those requiring coverage

enhancement. The solutions developed for normal coverage are applicable to the IoT

scenarios of pet tracking or weather sensing in which the UEs have low-mobility and

are located in regions where the network coverage is good. The mechanisms devel-

oped for extended coverage are suitable for the IoT applications of patient health

monitoring or smart metering, where the IoT devices are located in interiors of build-

ings where the network coverage is low. Most importantly, our solutions are in line

with the standardization activities for MTC in 3GPP LTE/LTE-A to facilitate IoT

and have minimal influence on the legacy UEs.

In Chapter 2, we discussed the limitations of the DRX procedure, which is cur-

rently used by the LTE/LTE-A UEs in the downlink for saving power. We showed

that the power savings obtained from the DRX mechanism depend on the duration

for which the UE is awake, i.e., the ON time of the UE, which in turn depends on

the procedure followed by the UE for decoding the paging information. We discussed

that the paging operation was computationally intensive and was performed every
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time the UE wakes up from the DRX cycle, regardless of whether it is paged or

not. To simplify the paging decode procedure, we introduced the a modified DRX

mechanism incorporating quick sleeping. Our Quick Sleeping Indication (QSI) would

indicate whether the UE is receiving a valid page or not in the upcoming paging

transmission. The UE would first decode the QSI and if it indicated an impending

paging message, the UE would stay awake for decoding the page. However, if there

is no valid page, the UE would immediately go back to sleep and save energy.

For the normal coverage case, we designed the quick sleeping mechanisms using

the resources that were already being allocated by the base station, thereby avoiding

resource allocation overhead. Specifically, we choose to transmit the QSI on those

physical channels whose locations on the subframe grid are fixed - the broadcast

or the synchronization channels. Then, we identified that the timing reacquisition

process further increased the ON time, especially when the coverage is low, leading

to increased energy consumption. To alleviate this problem, we introduced a robust

QSI signal using the data channel. Although this signal required additional resources,

it helped the UEs in low coverage to obtain both the paging and timing information

in parallel, which reduced the ON time and paging decoding complexity, thereby

saving energy. Our DRX with quick sleeping solutions demonstrated more than 45%

improvement in energy efficiency.

In the aforementioned DRX with quick sleeping mechanism, the timing resolu-

tion considered was at the symbol level (the timing was designated to be correct

if the UE finds the correct symbol number). In Chapter 3, we first showed that

the paging decode operation is very sensitive to timing offset and any deviation in

timing beyond the cyclic prefix length degrades the decoding process. In order to

obtain accurate sample-level timing detection, we explored the conventional timing
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acquisition algorithms - cyclic prefix autocorrelation and the synchronization signal

detection. We demonstrated that the conventional mechanisms require substantial

ON time for reacquiring the symbol timing within tolerable limits and hence lead to

increased energy consumption.

To mitigate this problem, we introduced the enhanced Primary Synchronization

Signal (ePSS) within the LTE/LTE-A standardization framework and proposed a

novel DRX mechanism which uses our ePSS for faster timing resynchronization and

reduced energy consumption. We described two simple methods to design the ePSS

signal - by using multiple legacy PSS sequences and by using longer ZC sequences and

indicated that our ePSS design requires less than 1.5% network resource overhead for

base-station bandwidths of 5 MHz or more. We also illustrated that the modified

DRX mechanism using ePSS as QSI would result in 1.2 to 1.8 times improvement in

the battery life of the low-coverage, low-complexity MTC devices.

Having described energy efficient mechanisms for MTC UEs in the downlink in

Chapter 2 and Chapter 3, the problem of improving the energy efficiency of the low-

coverage MTC devices in the uplink was addressed in Chapter 4. We showed that

the energy efficiency of the MTC UE increases if the base station adopts CFO esti-

mation mechanisms that reduce the residual CFO to negligible limits. We proposed

a ML based CFO estimation mechanism that uses the data and pilot repetitions in

LTE/LTE-A and illustrated that it significantly outperforms the legacy CFO estima-

tion technique using the phase of the correlation between consecutive data repetitions.

An important contribution from this work was the evaluation of our CFO esti-

mation algorithm for the large transport block transmission in the NB-IoT. Various

studies in NB-IoT indicated that the large transport block transmission increases

the effective data rate and reduces the retransmission time, thereby saving energy.
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We showed that incorporating our ML based CFO estimation mechanism results in

further reduction in the number of retransmissions for NB-IoT. Finally, we proposed

a variation of the LTE/LTE-A frame structure incorporating additional pilot signals

during the initial MTC transmissions, which assists in faster CFO estimation at the

eNB with minimal overhead.

From the standardization perspective, our DRX with QSI and ePSS solutions are

applicable to UE categories of CAT-M1, CAT-0 and above, since they operate on a

bandwidth of at least 1.4 MHz. These contributions were presented in the MTC Radio

Access network - Layer 1 (RAN-1) meetings of the 3GPP and played a vital role in - a)

extending the DRX cycle length beyond the initially proposed 2.56 s to 2621.44 s for

CAT-M1 UEs, b) developing a simplified paging control channel for CAT-M1 devices

with a single Downlink Control Information (DCI) format to reduce the number of

blind hypotheses and c) identifying that UE resynchronization also plays a major

role in increased energy consumption of low coverage MTC UEs. In fact, the topic of

improving resynchronization (and initial synchronization) is still an open study item

for LTE MTC Release 14. Recently, the focus of the LTE standardization has shifted

towards defining NB-IoT and 5G NR specifications. Nevertheless, the learning and

the basic principles adopted in our solutions provide the impetus to design more

energy efficient mechanisms in the downlink for the forthcoming NB-IoT and 5G NR

standards.

Our ML based CFO estimation technique in the uplink is not only applicable to

all the LTE UE categories, but also easily adoptable for other wireless communication

standards using data/pilot repetitions. But our proposal for increased DMRS density

was not considered for standardization, in order to maintain full compatibility with

legacy UEs. Considering that novel schemes for uplink pilot design are open study
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items for 5G NR, we believe that it would be beneficial to develop these schemes such

that they allow for faster and robust CFO estimation in low coverage.

5.1 Directions for Future Work

The IoT scenario and the MTC mechanisms present numerous challenging research

problems. Some interesting avenues for future research are summarized below.

5.1.1 Coverage Enhancement for LTE MTC Using Massive

MIMO

Massive Multi-Input-Multi-Output (MIMO) is a communication technology that has

attracted the interest of researchers worldwide in recent years. It is a successor

of the conventional MIMO technology which has been well studied and applied in

various wireless communication standards like WLAN (802.11), WiMax (802.16) and

LTE. It has been proved that the MIMO technology improves the reliability and

the capacity of wireless communications significantly. The MIMO technology has

evolved from addressing point-to-point links where two devices with multiple antennas

communicate with each other, to providing efficient communication mechanisms for

Multi-User MIMO (MU-MIMO) systems, where a base station with multiple antennas

communicates with a set of single antenna devices. The MU-MIMO system model

fits the case of MTC where the network comprises of multiple, low-complexity, single

antenna users. The current MU-MIMO systems employ few number of antennas (for

example, 8 in LTE) at the base station and hence extract relatively modest gains

in spectral efficiency. The massive MIMO technology employs a large number of

antennas at the base station (100 or more) in order to enhance the capacity and
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spectral efficiency of the system. In [120], it has been shown that massive MIMO can

provide a spectral efficiency as high as 26.5 bps/Hz.

A prime advantage of massive MIMO is its energy efficient mode of operation when

compared to the conventional Single-Input-Single-Output (SISO) system. In [121], it

is shown that the transmit power of each user in a massive MIMO system is reduced

when compared to the SISO system for the same performance. This reduction in

user transmission power is proportional to M , the number of antennas at the base

station with perfect CSI or to
√
M in the case of imperfect CSI. This leads to energy

efficient operation in the uplink. Similarly, in the downlink, the reduction in base

station transmit power is proportional to K and
√
K for perfect CSI and imperfect

CSI respectively, where K is the number of users. In other words, massive MIMO

can provide extended coverage for the same amount of power. The MTC scenario is

bound to have more than one user to be served at a given instant of time owing to

the large number of devices present in the network. This renders massive MIMO to

be a suitable candidate for coverage enhancement in MTC when some CSI (perfect

or imperfect) information is available.

It would be interesting to examine the use of massive MIMO to improve the

SNR during the initialization phase in LTE/LTE-A, where the CSI is completely

unknown. Recently, beamforming based initial access techniques are being proposed

for millimeter wave communications [122, 123]. While these works use the Line Of

Sight (LOS) propagation model for the channel and multiple antennas at the UE, it

would be important to evaluate the performance for single antenna UEs in Non Line

Of Sight (NLOS) channels and also to standardize massive MIMO operation in 5G.

Secondly, recent standardization activities for the 5G NR in LTE/LTE-A [124]

discuss grant-free access methods for UE transmission [125]. These grant-free meth-
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ods will be a perfect foil for massive MIMO base-stations, since the UEs can follow a

simple transmission mechanism and the base station can incorporate improved detec-

tion/decoding mechanisms of the UE signals using the large antenna array processing.

For example, large antenna arrays can render better directivity for the base-station

to employ digital beamforming and process the UE signals one direction at a time,

thereby mitigating the interference from the other directions. Developing massive

MIMO based grant-free mechanisms to address the massive uplink access in IoT

would also be a potential avenue for future research.

5.1.2 Exploring LTE in Unlicensed Bands (LTE-U) for

MTC

With the exponential increase in the number of devices requiring network access, it

would be highly difficult for the current frequency spectrum to provide resources for

all these devices. Moreover, the purchase of a licensed spectrum is expensive and its

availability is limited. Therefore, recent research has moved towards exploring unli-

censed spectral bands, which has a large amount of available spectrum. For example,

in the 5 GHz band, the available spectrum spans approximately 500 MHz [126]. Since,

LTE/LTE-A provides better system capacity, higher coverage and easy integration

with existing systems, deployment of LTE-Unlicensed (LTE-U) is being considered

by 3GPP. The LTE-A standard employs carrier aggregation to provide additional

bandwidth. In LTE-U, this idea is being extended towards Licensed Assisted Access

(LAA) where the licensed and unlicensed bands are aggregated. Therefore, LTE-U

can potentially combine the advantages of LTE-A with the large bandwidth available

in the unlicensed spectrum to handle the high data demand. This renders LTE-U to

be a good candidate for MTC.
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The main challenge for LTE-U is to co-exist with the other technologies like

Wireless Fidelity (WiFi) and Bluetooth in the unlicensed band [127]. In this regard,

regulatory mechanisms like Listen Before Talk (LBT), dynamic frequency selection

and Clear Channel Assessment (CCA) for the low-complexity MTC UEs have to

investigated. A major advantage of using unlicensed band is data offloading and co-

operative communications. LTE-U for cooperative communications is an appealing

research topic, where the MTC UEs could use WiFi to exchange information amongst

themselves, while being connected to a primary LTE cellular network. One applica-

tion of such a framework would be optimize the transmission of the Channel Quality

Indication (CQI) in the uplink. The LTE-U framework can also be used along with

the massive MIMO solution, where cooperative CQI feedback mechanisms can be

employed to improve the system performance.

5.2 Concluding Remarks

The advent of IoT and the emergence of a plethora of new challenges has not only

made the field of wireless communication exciting, but also rekindled the interest in

developing novel physical layer solutions adhering to the diverse IoT requirements.

We believe that this is a great time to contribute to this field with innovative and

practical solutions. The contributions from this thesis provide a stepping stone for

analyzing the performance of IoT devices adopting the LTE/LTE-A MTC mecha-

nisms. The energy efficiency and extended coverage aspects evaluated in this work

are identified to be key performance indicators for the design and development of next

generation wireless communication technologies hosting the IoT. Lastly, although this

research is closely tied to LTE/LTE-A, it is fairly straightforward to extend the ideas

to other standards/technologies for facilitating the IoT.
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Appendix A

Proof of Cramér-Rao Bound in

Eq. (4.13)

In this appendix, we derive the Cramér-Rao bound for our ML based CFO estimator

for repeated data. We begin with re-writing Eq. (4.9) for a given subcarrier m and

the Gaussian channel as

Y (m) = R(m)u(m) + W (m), (A.1)

where Y (m) = [Y0(m), Y1(m), · · ·YN−1(m)]T is the received signal vector on the m-th

subcarrier and R(m) denotes the data transmitted on the m-th subcarrier. The CFO

vector is given by u(m) = [1, e( j2πεLKNs
), e( j2πε2LKNs

), · · · e( j2πε(N−1)LK
Ns

)]T and the Gaussian

noise vector is indicated by W (m) = [W0(m),W1(m), · · ·WN−1(m)]T , which has zero

mean and covariance matrix σ2(m)IN (IN is the identity matrix of order N). The

SNR is calculated as

Ψ =
1

M

M−1∑
m=0

|R(m)|2

σ2(m)
(A.2)

This is similar to the Eq. (4) in [119], for which the Cramér-Rao bound is derived

using the Fisher information matrix F (Eq. (42) in [119]). In our case, we obtain

F =

[
D V

V T βRHP−1R

]
(A.3)
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where

P = diag{σ2(0), σ2(1), · · · , σ2(M − 1)}, (A.4)

D = N · diag{2P−1, 2P−1,P−2}, (A.5)

V =
2πLKN(N − 1)

Ns

· [−RT
I P

−1 RT
RP

−1 0TM ], (A.6)

with RR and RI denoting the real and imaginary parts of R and

β =
4π2L2K2N(N − 1)(2N − 1)

3N2
s

. (A.7)

The Cramér-Rao bound is given by

CRBε = [F−1]3M+1,3M+1 . (A.8)

Similar to Eq. (47) in [119], for our case, we obtain

b = α
[
RT
I −RT

R 0TM
3Ns

πLK

]
(A.9)

as the last column of F−1, where

α =
Ns

2πLKN(N − 1)(4N − 3)RHP−1R
. (A.10)

Substituting Eq. (A.9) to Eq. (A.8) and simplifying, we get

CRBε =
3N2

s

2π2L2K2N(N − 1)(4N − 3)RHP−1R
. (A.11)
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Given that

RHP−1R =
M−1∑
m=0

|R(m)|2

σ2(m)
= MΨ, (A.12)

substituting Eq. (A.12) to Eq. (A.11), we obtain the final expression for the Cramér-

Rao bound given in Eq. (4.13).
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