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Abstract

Nd2Fe14B is one of the high performance permanent magnets that has ap-

peared as an appealing compound for commercial applications. The under-

standing of its macroscopic magnetic properties through the study of its

magnetic domain structures has received great attention. In this study, we

use magnetic force microscopy (MFM) to image the magnetic features as a

function of temperature through the spin-reorientation transition tempera-

ture (TSR ∼ 135 K) of a Nd2Fe14B single crystal. We observe a pronounced

change in the anisotropy of the magnetic features upon cooling from 170 K to

100 K. Our autocorrelation analysis of the MFM images reveals an increase

in the four-fold component of the anisotropy below TSR. The magnetic fea-

ture size is estimated from the two-fold and four-fold components and found

to be between 4.5 µm and 6 µm below TSR. We observe an average mag-

netic feature size around 5 µm above the spin reorientation transition. The

complexity in the geometry of magnetic features is studied from the fractal

dimension (FD) analysis. Higher values of FD below TSR indicate that the

magnetic features possess more rugged boundaries. Average values of FD

increase from 1.17 ± 0.05 for T > TSR to 1.29 ± 0.04 for T < TSR.
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Preface

The magnetic force microscopy (MFM) experiment was carried out in Hoff-

man lab in Harvard University by M. Huefner. The sample used in the ex-

periment was provided by R. Prozorov and P. C. Canfield from Iowa State

University. Xiaoyu Liu contributed in developing MATLAB code for access-

ing the MFM data. The data was analyzed and interpreted by the author

and Jason Hoffman. The main results of this thesis will be published on
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Chapter 1

Introduction

1.1 Background

Permanent magnets are important due to applications in turbines, electron-

ics, electric motors, automobile engines, hard drives, nanoscale devices, med-

ical applications, research tools/equipments and many more [1–7]. These

applications can be optimized by developing materials with high coercivity,

high remanence, large energy product (BH)max, and an almost rectangular

hysteresis loop. Figure 1.1 shows the chronological development of energy

product of magnets in the 20th century. Nd-Fe-B type magnets show the

highest energy products compared to other permanent magnets.

Most of the commercially available permanent magnets are rare earth

transition metals compounds. In these materials, the rare earth elements

provide most of the magneto-crystalline anisotropy responsible for the coer-

civity, while magnetization emerges because of the transition metal sublat-

tice [9]. Nd2Fe14B has become an effective candidate due to its low cost, its

high energy product (50 MGOe) [10], and its high saturation magnetization

(1.6 T) [11]. It is also suitable for light and small designs due to its low

specific gravity. Thus, Nd2Fe14B has become the most widely used high

performance permanent magnet.

Nd2Fe14B like other permanent magnets possess magnetic domains. Mag-

netic domains describe small regions of uniform magnetization. Generally,

1



O Gutfleisch

Figure 1. Development in the energy density(BH)max of hard
magnetic materials in the 20th century and presentation of
different types of materials with comparable energy densities.

Section 3 describes the complex task of transferring the
intrinsic properties into extrinsic properties by appropriate
processing. Microstructures with energy barriers preserving
the metastable, permanently magnetized state need to be
developed so that useful remanences and coercivities across
a large temperature range arise. The different manufacturing
routes for high-energy-density RPMs are reviewed with
particular emphasis being placed on their limitations with
respect to the physical properties and thermal stabilities of
the micro- and nanocrystalline materials. The first part
is devoted to maximum energy density magnets based on
Nd–Fe–B (including a brief reference to their corrosion
behaviour) and to recent developments in the field of high-
temperature magnets based on Sm–Co, which become more
and more relevant as RPMs are used in devices which operate
at high temperatures. The different preparation methods to
obtain the nanoscale structures such as non-equilibrium and
hydrogen assisted processing routes as well as the important
group of interstitially modified compounds are described in
the following section. Finally, concepts of maximizing the
energy product in nanostructured magnets by either inducing
a texture via HDDR (hydrogenation disproportionation
desorption and recombination) processing or hot deformation
or enhancing the remanence via exchange coupling are
reviewed. The paper ends with a short summary and outlook.

2. R–T magnetic materials

The search for new compounds with superior properties
focuses on materials with high values of the Curie
temperature (TC > 500 K), high saturation magnetization
(Ms > 1 T) and high anisotropy field,HA. These intrinsic
properties depend on the crystal structure and chemical
composition and a favourable combination of these values
does not lead automatically to a good hard magnetic material,
but can only be regarded as a prerequisite. The final
suitability can only be assessed when the extrinsic properties
such as the coercive fieldHC , remanent magnetization
Br and maximum energy product(BH)max , derived from
the intrinsic properties by the preparation of adequate

Figure 2. Three prototypes of RPMs based on Nd2Fe14B with
idealized microstructures. Type (I) is R rich and the individual
crystallites are separated by a thin paramagnetic layer (grey).
Long-range dipolar interaction is dominant and each hard
magnetic grain behaves like a small permanent magnet, which
results in high coercivities. The grains in type (II) are based on
stoichiometric Nd2Fe14B and are exchange coupled as no
additional phase is present, leading to remanence enhancement.
Type (III) is a nanocomposite magnet, where a Nd-deficient
composition is used and the coupling occurs between the
Nd2Fe14B grains and soft magnetic Fe-rich grains (grey), resulting
in a further increase in remanence.

microstructures, fulfil certain criteria. The intrinsic magnetic
properties and micromagnetic parameters of the most
important R–T compounds are summarized in table 1.
Included are Nd2Fe14B- and SmCo-based compounds, which
are currently the most relevant for applications, and also the
other recently discovered hard magnetic iron-rich compounds
such as ThMn12-type compounds and the interstitial solid
solutions of N and C in R2Fe17-type compounds. The domain
wall width δw in hard magnets is comparable in size to the
exchange lengthlex (see section 3.2.3), the latter describing
the scale of the perturbed area when a spin is unfavourably
aligned; whereas in soft magnets,δw � lex is valid. The
critical single-domain particle sizedc describes the size of
the largest possible crystallite in which the energy cost for
the formation of a domain wall is higher than the gain in
magnetostatic energy. Typical values for iron-based RPMs
are of the order of 200–300 nm. There are two basic concepts
for the prevention of nucleation and growth of reverse
domains from the fully magnetized state (magnetization
reversal): (a) for microcrystalline sintered magnets and
(b) for single-domain grains found in nanostructured magnets
obtained by melt spinning, mechanical alloying or HDDR.
The former concept is realized firstly in the nucleation type,
as found in sintered NdFeB-type magnets consisting of multi-

R158

Figure 1.1: Development in the energy density (BH)max of hard magnetic
materials in the 20th century (adapted from Ref.[8]). Nd-Fe-B type magnets
dominate other type of magnetic compounds due to highest energy product.

the direction of magnetization varies from domain to domain. An exter-

nal magnetic field is applied to align them, as a result, magnetic materials

give non-zero bulk magnetization. The domains are separated by small re-

gions are called domain walls. Domain walls are the transition region that

represent the continuous change in spin direction. The deep understand-

ing of magnetic microstructures enable us to predict the magnetic behavior

of hard magnets such as Nd2Fe14B. Further, magnetic microstructure of

hard magnets is of interest for nanoscale devices. In micromagnetic models

the domain wall energy density ‘γ’ is a fundamental parameter, knowledge

of which is very important for the application of micromagnetics [12]. In

addition, the study of magnetic domains is useful for understanding and

determining domain wall energy, magnetic behavior and thermal remagneti-

zation [13]. Therefore, a detailed understanding and complete knowledge of

magnetic domains and intrinsic magnetic properties of Nd2Fe14B magnets

are worth studying.

Nd2Fe14B has a Curie temperature Tc = 565 K and shows a spin reori-

entation transition at TSR = 135 K [9]. Above TSR, the easy magnetization

direction is the c-axis. At T ≤ TSR, the easy magnetization direction cants

away from c-axis and changes into four equivalent magnetization axes in

2



{110} planes, forming an easy-cone-like magnetization [14, 15]. Magnetic

microstructures change significantly from temperature above TSR to below

TSR.

Several different experimental techniques, including magneto-optic Kerr

effect, transmission electron microscopy, scanning electron microscopy, and

magnetic force microscopy (MFM) have been used to investigate the mag-

netic domain properties of Nd2Fe14B [16–25]. At room temperature, the

magnetic domains form star-like patterns, which evolve into larger rect-

angular shape domain features below TSR [16]. Smaller domains, with a

characteristic length scale of 0.02 µm – 0.5 µm are observed well-above TSR

[24–29], while at 4 K, domains with size of 2 µm – 5 µm are observed [16].

At 200 K, magnetic features at nano-meter length scale (from 6 nm to 40

nm) in the bulk with domain wall thickness of 6 nm has been reported us-

ing small-angle neutron scattering technique [26]. Furthermore, magnetic

domain of size 20 nm and 25 nm have also been reported by Huang, et al.

[25] and Al-Khafaji, et al. [24], respectively, using MFM measurements at

room temperature.

1.2 Motivation

Although most commercial applications of Nd2Fe14B magnets are well above

the TSR, the microscopic study of its domain features as a function of tem-

perature crossing through the TSR is important for understanding the mag-

netic phase transition. In previous studies, not much attention was paid to

the study of magnetic features through the spin reorientation transition.

In this work, we track the magnetic features of a Nd2Fe14B single crystal

through TSR using magnetic force microscopy (MFM). MFM has established

itself as a phenomenal tool to gain spatially resolved information about mag-

netic structures with high resolution [30, 31]. In our analysis, we explore

two main characteristics of the magnetic features of Nd2Fe14B in the tem-

perature range 170 K to 100 K.

1. We investigate the typical length scale of magnetic features in both

temperature regimes i.e., above and below TSR.

3



2. We explore the fractal dimension (FD) associated with the magnetic

features below and above TSR.

1.3 Brief description of chapters

Chapter two

This chapter summarizes the fundamental properties of Nd2Fe14B such as

crystal structure, magnetic anisotropy, and the spin reorientation transi-

tion. These properties are discussed in light of previous studies. A review

of the literature on Nd2Fe14B is also provided, with an emphasis on the

experimental studies of magnetic domain structure.

Chapter three

In this chapter, we discuss fundamentals of the MFM, including the working

principle and its different operational modes. The experimental approach

carried out to obtain the MFM images is also discussed.

Chapter four

In this chapter we describe the analysis of the MFM images. We estimate

the length scale associated with magnetic domain features. We calculate

the two-dimensional autocorrelation of MFM images. The autocorrelated

images possess two-fold, as well as, four-fold anisotropies. We track the two-

fold and four-fold components of the anisotropies as a function of different

radii. The radii represent the average length scale associated with magnetic

features.

Chapter five

This chapter is on the fractal dimension (FD) analysis of magnetic features.

We introduce the fundamentals of fractals in general, and the various meth-

ods that have been developed to study the fractals. A very brief description

of prevalent methods of fractal analysis is provided. The area-perimeter

4



method is discussed and used to obtain the FD as a function of tempera-

ture.

Chapter six

In this last chapter of the thesis, conclusions of our analysis are presented.

Future work is also proposed.

5



Chapter 2

Fundamentals and Literature

Review

2.1 Fundamentals

2.1.1 Crystal structure

Shortly after its discovery, the crystal structure of Nd2Fe14B was studied by

Herbst, et al. [32], Givord, et al. [33] and Shoemaker, et al. [34] indepen-

dently. The crystal structure is tetragonal, with lattice constants a = 8.80

Å and c = 12.20 Å . Each Nd2Fe14B unit cell is composed of 68 atoms with

56 Fe, 8 Nd and 4 B atoms arranged in an eight-layer structure, as shown

in Fig. 2.1. Every Nd and B atom is bonded to 4 Fe atoms in the mirror

planes at z = 0 and z = 1/2. In between these planes, the remaining Fe

atoms construct a hexagonal net. Therefore, a unit cell of Nd2Fe14B shows

sheets of Fe, Nd and B atoms separated by hexagonal iron nets. The Fe-Fe

separation is less than Fe-Nd separation, while all the pairs in the unit cell

are separated by less than 4 Å [9]. There are six different sites for Fe atoms,

two different sites for Nd atoms and only one site for B atoms as shown by

the table in Fig. 2.1.
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Figure 12. Unit cell of the Nd2Fe14B compound according to Herbst. The
experimental lattice parameters area = 0.88 nm,c = 1.22 nm. Thec-axis was
manually elongated to emphasize the puckering of iron layers as in Fähnleet al
(1993).

2c and 3d positions, which corresponds to the atomic composition Sm2Fe12Co5. As concerns the
exchange parameters, a maximum value forJRT is obtained for the 2c–6f double substitutions,
i.e. for Sm2Fe9Co8. This finding again supports the above statement that linear correlation
of magnetic properties with chemical compositions is not generally valid and explicit DFT
computation is better for analyzing and predicting magnetic properties.

3.3. Magnetic properties of Nd–Fe–B magnets and the RE2TM14B series

Since the discovery of the hard ferromagnetic compound Nd2Fe14B, for its development to the
strongest available permanent magnet it has been a challenge to further improve its magnetic
properties by compositional variations of the RE2Fe14B system. This may be achieved for
instance by substituting Nd with another RE element, replacing totally or in part Fe by other
TM elements like Co or Ni, or by exchanging B with other light IS (interstitial) atoms such
as H, C and N. Because the combinatorial variety of possible intermetallic RE2TM14IS phases
increases very rapidly, it is essential to obtain guidelines from theory for a systematic search for
new materials.

The exact stoichiometry and crystal structure of Nd2Fe14B were determined independently
and simultaneously by three research groups in 1984 (Givordet al 1984a, 1984b, Herbstet al
1984, Shoemakeret al 1984). Figure12 displays the Nd2Fe14B unit cell. The crystal structure
has tetragonal symmetry (space groupP4z/mnm), and each unit cell contains four formula units,
i.e. 68 atoms. There are six crystallographically distinct TM sites (16k1, 16k2, 8j1, 8j2, 4c and
4e), two different RE positions (4f and 4g) and one IS site (4g).

New Journal of Physics 15 (2013) 125023 (http://www.njp.org/)

Figure 2.1: Tetragonal unit cell of Nd2Fe14B with lattice constants a =
8.80 Å and c = 12.20 Å . The c-axis is elongated to emphasize the puckering
of hexagonal iron net. The table indicates the atomic sites, occupancies,
and coordinates (x,y,z ) of constituent atoms. This figure is adapted from
Ref.[35].

2.1.2 Magnetic anisotropy

Magnetic anisotropy is the characteristic of magnetic materials (ferromag-

netic and ferrimagnetic) when magnetic moments are aligned to any en-

ergetically favorable crystallographic axis to achieve the minimum energy.

Magnetic anisotropy or magneto-crystalline anisotropy describes the direc-

tional dependence of magnetic properties. The primarily origin of magneto-

crystalline anisotropy is the spin-orbit interaction.

For magnetic materials, there are two magnetization directions: the easy-

magnetization direction and the hard-magnetization direction. The easy

magnetization direction is obtained through a small applied field to achieve

the saturation magnetization inside the crystal. On the other hand, the hard

magnetization axis represents that direction in space where large magnetic
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field is required to achieve saturation magnetization. Thus, one would need

a strong magnetic field to achieve the saturation magnetization along hard-

axis compared to easy-axis. The magnetization curves of Nd2Fe14B along

easy- and hard-axis are shown in Fig. 2.2.

Magnetic properties of rare-earth-uron-boron permanent magnet materials 
M. Sagawa, S. Fujimura, H. Yamamoto, Y. Matsuura, and S. Hirosawa 
SumitomoSpecial Metals Co., Ltd., Egawa, Shimamotocho, Mishimagun, Osaka 618. Japan 

Static magnetic measurements have been carried out on single crystals ofNd2 Fe'4 B, Sm2 Fe'4 B, 
and Y 2 Fe'4 B from 4.2 to 590 K. Values of K, estimated from high field measurements at room 
temperature are 4.5, - 12, and 1.1 MJ/m3 for Nd1Fe'4B, Sm2Fe'4B, and Y2Fe'4B, respectively. 
Anisotropic behavior of the magnetization versus magnetic field curves in the basal plane has been 
observed for Sm2Fe'4B, indicating large amplitude of the high order coefficients, K 2 and K 3' In 
Nd2 Fe14 B, the magnetization has been found to tilt from the c axis and simultaneously increase in 
magnitude. Average Fe moment is estimated to be 2.23 /-lBIFe at 4.2 K from the saturation 
magnetization of Y 2 Fe 14 B. 

I. INTRODUCTION 

Much attention has been focused on the R2Fe14 B inter­
metallics since high energy permanent magnets having max­
imum energy products larger than 280 kJ/m3 were devel­
oped on the basis of Nd2Fe14B.1 Recent improvements 
involving addition of Co and Dy, which offer increased ener­
gy products and thermal stability, have broaden the fields of 
potential applications for this new class of permanent mag­
nets. 2 Because of this technological impact, there have been 
increasing quests for fundamental investigations of the basic 
magnetic properties of the R2 Fel4 B intermetallics which 
form in the tetragonal structure except for R = La. Especial­
ly an accurate measurement of the temperature dependence 
of the magnetocrystalline anisotropy constants has been 
most desired in connection with a relatively rapid fall of co­
ercive force ofthe Nd2 Fe14 B-based magnets at elevated tem­
peratures. For this reason, we have carried out magnetic 
measurements on single crystals of Ndz Fe14 B, Sm2Fe14 B, 
and Y ZFe14 B. The yttrium compound was chosen because 
its magnetic properties arise only from the Fe sublattice and 
hence provide the Fe background of magnetic properties of 
the R 2Fe'4 B series. SmZFe14 B was examined as a typical 
example of Rz Fe 14 B with planar anisotropy. 

II. EXPERIMENTAL PROCEDURE 

Single crystals ofNdzFe14 B and Y 2Fe'4 B were grown in 
an infrared imaging furnace by the floating-zone melting 
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FIG. 1. Magnetization vs magnetic field curves of a single crystal of 
Nd2 Fe,.B at room temperature. 

technique. Single crystals of Sm2 Fe14 B were prepared in a 
BN crucible in an Ar atmosphere by very slow cooling of the 
alloy from a temperature just above the melting point of 
Sm2 Fe'4B. The purity of starting materials was 99.5% for 
rare earths, 99.9% for Fe, and 99.5% for B. The single crys­
tals thus obtained were qualified by means of x -ra y diffraction 
analysis and optical microscope observation. Magnetic mea­
surements were performed on cleaved single crystals of the 
size of about O.5mm embedded in epoxy resin. Alignment of 
the crystals was achieved by the use of external magnetic 
fields at approximatel.y 370 K before the epoxy resin hard­
ened. The temperature dependence of magnetization was 
measured in our laboratory using a vibrating sample magne­
tometer(VSM), in an external magnetic field of 800 kA/m. 
High fiel.d magnetic measurements up to 11.5 MAim were 
carried ou t with a VSM and a water cooled Bi tter type magnet 
at the High Field Laboratory for Super Conducting Materi­
als, Research Institute ofIron, Steel and other Metals of To­
hoku University. 

III. RESULTS AND DISCUSSION 

Results of the high field measurements ofR2Fe14 B (R = 
Nd, Sm and Y) at room temperature are shown in Figs. 1-3. 
No appreciable coercivity is observed. The high field suscepti­
bility at room temperature is negligibly small. In the case of 
Nd2Fe14 B (Fig. 1 ) the magnetization versus magnetic field 
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FIG, 2. Magnetization vs magnetic field curves of a single crystal 01 

Sm2Fe,.B at room temperature, 
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Figure 2.2: Magnetization along easy- and hard-axis in Nd2Fe14B sin-
gle crystal measured at room temperature (adapted from Ref.[11]). Large
magnetic field up to 7 MA/m is required to achieve the magnetization per-
pendicular to c-axis i.e., along hard-axis, while magnetic field less than 1
MA/m is sufficient to magnetized Nd2Fe14B single crystal along c-axis.

Nd2Fe14B has uniaxial magnetic anisotropy i.e., easy-axis is aligned

with tetragonal c-axis above TSR. In tetragonal symmetry, the magneto-

crystalline anisotropy energy can be approximated by:

E = E0 +K1 sin2 θ +K2 sin4 θ +K3 sin4 θ cos 4φ, (2.1)

where E0 is constant, θ is the angle between the magnetization vector and

the c-axis, and φ is the angle between the magnetization vector and the

a-axis. These angles determine the orientation of the magnetization vector

with respect to crystallographic axes. K1, K2 and K3 are anisotropy con-

stants. The anisotropy constants have no direct correlation with the physical

origin of magnetic anisotropy, rather they reflect only magnetic anisotropy

phenomenologically [36]. However, these constants are strongly temperature
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Figure 2.3: Temperature dependence of magnetic anisotropy constants of
Nd2Fe14B (adapted from Ref.[16]). The spin reorientation takes place at
135 K, where K1 becomes negative and K2 and K3 increase abruptly.

dependent and have been estimated experimentally as a function of temper-

ature [37]. The temperature dependent behavior of anisotropy constants

for Nd2Fe14B are shown in Fig. 2.3. With increasing temperature from 4.2

K, K1 increases from negative to positive. On the other hand, at 4.2 K,

both K2 and K3 are positive and decrease with increasing temperature. K2

remains positive, while K3 becomes negligibly small above TSR.

The anisotropy constants K1 and K2 are dominant and basal plane

anisotropy constant K3 is small. The energy minimization can be derived

from the conditions ∂E
∂θ = 0 and ∂2E

∂θ2
> 0. Depending on values of K1

and K2, three cases namely, easy-axis, easy-plane, and easy-cone can be

considered. Figure 2.4 illustrates the easy-axis, easy-cone, and easy-plane

magnetization in tetragonal symmetry.

i. For K1 ≥ 0 and K1 + K2 > 0 , then θ = 0◦ or 180◦. This shows the

preferred magnetization direction along c-axis.
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ii. For K1 < 0 and K1 + 2K2 < 0 or K1 > 0 and K1 + K2 < 0, then

θ = 90◦. This is an easy-plane where the preferred magnetization

direction is perpendicular to c-axis.

iii. For K1 < 0 and K1 + 2K2 > 0, then sin2 θ = − K1
2K2

. This indicates

that the preferred magnetization direction will be some where between

easy-axis and easy-plane in the space. This is the situation when there

will be four equivalent preferred axes form an easy-cone.

c-axis

M

8.5 cm

c-axis

M

φ

M a-axis

easy-axis easy-plane easy-cone

Figure 2.4: Three different easy magnetization directions for tetragonal
symmetry. M is the net magnetization aligned to a preferred direction.
Easy-axis representation is when M is aligned along the c-axis, easy-plane
representation is when M is in the basal plane, and easy-cone representation
is when M is on the surface of cone.

2.1.3 Spin reorientation transition

Generally the application of three factors (temperature, magnetic field, and

external pressure) change the direction of easy-axis of magnetization from

one crystal axis to any other axis. The phenomena of net magnetization

deflection away from one crystallographic axis at high temperature to an-

other at low temperature is called the spin reorientation transition (SRT).

The temperature at which the SRT takes place is known as the spin re-

orientation transition temperature (TSR). The occurrence of SRT destroys
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the uniaxial anisotropy and worsen the magnetic performance of permanent

magnets for technological applications [9].

The SRT can proceed either through first-order (discontinuous) transi-

tion or through second-order (continuous) transition. In the first-order tran-

sition i.e., easy-axis to easy-plane, the easy-axis of magnetization changes

rapidly from axial to planar (in basal plane) with decreasing temperature.

This transition is not mediated by conical arrangement. Among R2Fe14B

compounds, Er2Fe14B, Tm2Fe14B, and Yb2Fe14B have shown the first-order

SRT [9]. In these compounds, Fe and R (= Er, Tm, Yb) sublattices have

temperature induced competition of magnetic moments alignment. Inter-

metallic compounds such as TbFe11Ti, DyFe11Ti, and NdCo5 have shown

both types i.e., first- and second-order transitions.

Nd2Fe14B has second-order SRT, where easy-axis magnetization changes

to easy-cone magnetization. Above TSR (T = 135 K), Fe and Nd magnetic

moments are ferrimagnetically coupled and have collinear alignment with
336 MEASUREMENTS ON Nd2Fe|4B SINGLE CRYSTALS Vol. 56, No. 4 
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Fig.7 The tilt angle 8 of the direction of easy 
magnetization from the [001] axis to the [ii0] 
axis determined by the torque measurement for 
the (ii0) plane of Nd2FeI4B at temperatures 
below and above the spin reorientatlon temper- 
ature. 

those obtained from magnetization measurements. 
WRen we determine the spin reorientatlon temper- 
ature from the kink point of the magnetization vs. 
temperature curve, it is 135K. When we determine 
the temperature, however, as the start point where 
the direction of easy magnetization begins to tilt 

from the [001] axis in torque measurements, the 
temperature is found to be 133K. A rather good 
agreement exists between these two temperature 
values taking into consideration the fact that 
we cannot bring the thermocouple into contact with 
the specimen in torque measurements. 
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Figure 2.5: Tilt angle as a function of temperature in single crystal of
Nd2Fe14B (adapted from Ref.[14]). The canting angle is zero for T > TSR
and increases for T ≤ TSR. The maximum canting angle is about 30◦ at 4.2
K.
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c-axis. Therefore, easy-axis magnetization remains along [001] direction.

At TSR, easy-axis magnetization changes into four easy magnetization di-

rections (in {110} planes) on the surface of a cone with some canting angle.

The canting angle is temperature sensitive, and increases from 0◦ (uniaxial)

to 30◦ at 4.2 K [14, 38]. Figure 2.5 shows the increase in canting angle with

temperature.

There are several studies carried out to understand the origin of SRT in

Nd2Fe14B. It is considered that the strong interplay between crystal field and

Fe-Nd exchange interaction causes the SRT [15, 39]. Generally, crystal field

and exchange interaction are temperature dependent. It was revealed that

the reorientation of the magnetization towards the c-axis at higher temper-

ature is due to the relative decrease of crystal field interaction with respect

to exchange interaction, which favors a collinear arrangement of Nd and Fe

moments [15, 40]. Some experimental findings have shown the existence of

non-collinear arrangement of both Fe and Nd magnetic moments throughout

the spin reorientation transition [41–43]. These findings indicated that Nd

and Fe canting angles reach up to 58◦ and 27◦, respectively, at 4.2 K.

2.2 Literature review

A wide-variety of experimental techniques have been used to investigate the

magnetic domains of Nd2Fe14B. The majority of studies were conducted at

room temperature (RT) or well above the TSR. Some studies have also been

conducted well below TSR. The domains of different types, geometry, and

different orientations depend on several factors. For instance, the domains

observed in prismatic plane [100] (plane parallel to c-axis) are completely

different than domains observed in the basal plane [001] (plane perpendicular

to c-axis). Domain features are distinct and vary significantly from T > TSR

to T < TSR.

Room temperature magneto-optical Kerr effect (MOKE) measurements

revealed star-like domains in the basal plane, while stripe-like domains were

observed in the prismatic plane of Nd2Fe14B single crystals [16]. Figure 2.6

shows the temperature dependent domain evolution in basal and prismatic
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Figure 2.6: MOKE images of single crystal of Nd2Fe14B (adapted from
Ref.[18]). Transformation of domain structures on basal (a – f) and prismatic
(g – i) planes as a function of temperature. T = (a) 285, (b) 200, (c) 165,
(d) 118, (e) 113, (f) 20, (g) 285, (h) 135, and (i) 20 K. Different types of
domains are present on different planes of observation. Star-like domains
exist on basal plane and transform into rectangular-like domains below TSR.
Stripe-like domains emerge on prismatic plane.

planes of Nd2Fe14B single crystal. In the prismatic plane, stripe domains,

with width 63 µm were observed above TSR. Similar type of domain struc-

ture (53 µm) with immediate appearance of closure domains of width 2 µm

– 5 µm were observed below TSR [16]. On the other hand, star-like domains

in the basal plane change into a new type of rectangular domain upon de-

creasing the sample temperature below TSR. A domain size of about 5 µm

in the basal plane was reported below TSR [17]. The emergence of new type

of domains is apparent on all planes of observation and are the consequence
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of change in the preferred orientation of domain walls [16–18].

Scanning electron microscopy (SEM) [19–21] and transmission electron

microscopy (TEM) [20, 22] revealed magnetic domains in maze-like pattern

with spike reversed domains having opposite polarity on the basal plane of

Nd2Fe14B single crystals. Maze-like pattern observed by SEM and TEM

are shown in Fig. 2.7. The spike domains are the surface domains, while

(a) TEM image adapted from Ref.[20]. (b) SEM image adapted from Ref.[21].

Figure 2.7: Both TEM and SEM images reveal maze-like pattern of mag-
netic domains of a (001) crystal of Nd2Fe14B.

the maze domains extend into the bulk. The stray field at the surface was

also viewed three-dimensionally forming the hillocks separated by troughs

[19, 21], which revealed that the origin of stray field at the sample surface is

maze domain pattern. Apart from the Nd2Fe14B phase, magnetic domains

of Nd-Fe-B alloys have also been investigated. Scanning transmission X-

ray microscopy study of 50 nm – 150 nm thin c-plane sample of Nd-Fe-B

sintered magnet showed maze-like pattern domains configuration of width

150 nm – 200 nm [22]. Similar domains of width about 150 nm with domain

wall of thickness 3 nm in Nd-Fe-B alloy were reported by Mishra, et al.,

[44]. A Bitter pattern technique reported the same type of domains [28] i.e.,

maze pattern and spike reversed domains on the basal plane of thermally

demagnetized sample. However, observed domains were found to be 3 µm –

6 µm wide. Interestingly, the very same Nd-Fe-B sample revealed domains

of width 1 µm – 3 µm from SEM study and fine magnetic domains with

wide range of width 20 nm – 250 nm from MFM measurements [28]. These

discrepancies in the domain size of same surface clearly evidence the limited
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resolution of Bitter and SEM compared to MFM.

Figure 2.8: Scanning transmission X-ray microscopy image of 20 µm × 20
µm Nd-Fe-B sintered magnet with thickness 50 – 150 nm. Maze-like domain
patterns are clearly observed. This figure is adapted from Ref. [22].

MFM study of thin Nd-Fe-B films composed of small rectangular grains

of 1 µm – 2 µm showed the stripe domains of width of 100 nm – 300 nm

[23]. Al-Khafaji, et al. [24] reported the magnetic features on the order of

25 nm in a rick-rack domain pattern in the basal plane of Nd2Fe14B single

crystal. It was also noticed that the small tip-sample separation enhances

the image resolution and fine scale magnetic features can be seen. Recently,

another MFM study showed star-like magnetic domains at RT as a result of

complex network of elongated domains [25]. Magnetic domains of width 20

nm with domain wall of thickness about 2 nm were reported. The feature

size (domain wall thickness) of 2 nm is much less than MFM resolution,

and suggests the possibility of a tip artifact. In MFM studies, tip-induced

artifacts should not be ruled out, as they can cause a misinterpretation of

the domain structure [45].

The domain structure in the basal plane of a Nd2Fe14B single crystal was

also studied by small angle neutron scattering [26]. The magnetic domains
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Figure 2.9: MFM image of Nd-Fe-B film. Small 1 µm – 2 µm grains of
Nd2Fe14B show magnetic domains with domain size about 150 nm. This
figure is adapted from Ref. [23].

of length scales 6 nm – 40 nm were found and are in comparable range

to length scale observed by MFM. Furthermore, this study also showed

that high temperature (T = 200 K) magnetic features are smoother than

magnetic features below TSR at 20 K.

Table 2.1 summarizes the magnetic feature sizes observed by different

experimental techniques. Domains with characteristic length scale of 0.02

µm – 0.5 µm appear above TSR. Domain with larger length scale (2 µm – 5

µm) are observed below TSR (4.2 K). These experimental results indicate the

discrepancies in domain size and observed domain structure. For instance,

star-like magnetic features were not observed in TEM and SEM images

above TSR, unlike MOKE and MFM images. The difference in domain

features might have the following reasons:

i. different surface sensitivity of the measurement technique.

ii. different spatial resolution of the measurement technique.

iii. plane of observation of the sample.
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iv. temperature and thickness of the sample.

v. presence or absence of applied magnetic field.

Table 2.1: Summary of domain size observed by different measurement
techniques.

T(K) Measurement
Technique

Technique
Resolution

Domain Size References

RT MFM 25 nm 25 nm Al-Khafaji, et
al. [24]

RT MFM – 100 – 300 nm Neu, et al. [23]
RT MFM 15 nm 20 nm Huang, et al.

[25]
RT MFM – 20 – 250nm Szmaja, et al.

[28]
RT Bitter pattern 0.5 µm 3 – 6 µm Szmaja, et al.

[28]
RT SEM 0.1 µm 1 – 2 µm Szmaja, et al.

[28]
4.2 MOKE – 2 – 5 µm Pastushenkov,

et al. [16]
200 SANS – 40 nm Kreyssig, et al.

[26]

Furthermore, very little attention has been paid to the magnetic features

near the spin reorientation transition. Therefore, it is worthwhile to study

the magnetic features and associated characteristic length scale of magnetic

features through TSR.
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Chapter 3

Magnetic Force Microscopy

3.1 Working principle

Magnetic force microscopy (MFM) is a scanning probe techniques that is

used to study the surface properties of magnetic samples with submicron

resolution. MFM was first introduced in 1987 [46, 47], soon after the in-

vention of the atomic force microscope (AFM) in 1986 by Binnig, et al.

[48]. MFM has received considerable attention in academic, as well as, in

industrial research due to its high resolution and minimal sample prepara-

tion requirements. Further, this technique provides the direct observation

of magnetic features.

The simple schematic shown in Fig. 3.1 illustrates the working principle

of the MFM. It consists of a cantilever, which has a small needle-shaped

magnetized tip on its free end. When the cantilever is brought close to the

surface of the sample, generally few hundred of nanometers, the tip-sample

interaction leads to a change in cantilever resonance frequency. The tip-

sample interaction is either attractive or repulsive depending on the direction

of tip magnetization and stray field. The amount of deflection is recorded

by an optical detector. The cantilever resonance and phase deflections are

obtained while scanning the tip in a raster-like pattern over the sample

surface and are processed by a computer program to construct the MFM

image in real time.
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The cantilever and tip are usually made of Si or Si3N4. In order to make

the Si tip magnetic, the tip is coated with a thin layer of magnetic material

e.g., CoPt, NiFe, or CoCr. The cantilever is typically a few hundred microns

(200 µm – 300 µm) in length, while a tip up to a few microns (5 µm – 20

µm) in length is generally used. The radius of the end of the tip plays a

vital role in the image resolution. Therefore, tips with small apex radii are

preferred for high resolution images. Coated tips of apex radii 15 nm – 50

nm are used.

x
y

z

Sample

Magnetic Tip

Cantilever

Optical fiber 
interferometer

8.5 cm

Figure 3.1: A schematic diagram showing the working principle of MFM
measurements. A cantilever with magnetic tip is scanned at constant height
above the sample surface. The optical interferometer detects the shift in the
resonance frequency of the cantilever due to magnetic interaction (constant
height mode).

3.2 Tip-sample interaction

The tip-sample surface interaction depends on several parameters that in-

cludes tip shape, radius of tip apex, thickness of tip coating, and tip-sample

separation. Tip-sample separation is chosen with care during the MFM

measurements, because interaction becomes stronger close to the surface.

The tip can be remagnetized if the surface stray field is stronger than the
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tip coercivity [28, 49], which might cause an artifact in the MFM results. It

has also been reported that the type of coated material on the tip (soft or

hard tip) and radius of the apex of the tip may produce different magnetic

structures [45, 49, 50].

Tip of the MFM acts as a tiny magnet that interacts with the stray field

of the sample above the surface. The magnetic interaction i.e., magnetic

force on the tip can be calculated by first calculating the magnetic potential

energy E and magnetic force
−→
F acting on the MFM tip [51]:

E = −µ0
∫ −→
M tip ·

−→
H sampledVtip (Joule) (3.1)

−→
F = −−→∇E = µ0

∫ −→∇(
−→
M tip ·

−→
H sample)dVtip (Newton) (3.2)

where Mtip is tip magnetization and Hsample is the stray field from the

sample. The integration is carried out over the tip volume.

3.3 MFM operational modes

MFM has two modes of operations, the static and the dynamic mode.

3.3.1 Static mode

Static mode is also sometimes called constant or DC mode. In this mode of

detection, the force of interaction (repulsive or attractive) between tip and

surface causes the cantilever to bend. The force of interaction is measured

through the detection of vertical deflection in the cantilever's equilibrium

position. According to Hook's law, the magnetic force |−→F | detected in this

mode of operation is [51]:

|−→F | = −c∆z, (Newton) or ∆z = −|
−→
F |
c

(3.3)

where ∆z is the vertical displacement of cantilever as a result of the force

and c is the cantilever constant.

20



3.3.2 Dynamic mode

In the dynamic or AC mode of operation, the cantilever oscillates close to

its free resonance frequency f0 i.e., the resonance frequency when there is

no tip-sample interaction. Here, the cantilever is treated as a harmonic

oscillator such that the force gradient ∂F
∂z changes the resonance frequency

to [51, 52]

f = f0

√
1−

∂F
∂z

c
(Hz). (3.4)

For ∂F
∂z � c, using a Taylor expansion, the change in resonance frequency is

approximated by

∆f = f − f0 ≈ −
f

2c

∂F

∂z
(Hz). (3.5)

If the tip-sample interaction is attractive, then ∂F
∂z > 0. This leads to

a decrease in the resonance frequency. In the case of repulsive interaction

(∂F∂z < 0), the resonance frequency increases and leads to a positive frequency

shift.

3.4 MFM lift-mode

The cantilever deflection may emerge due to the presence of electrostatic,

van der Waals, and quantum mechanical forces other than the magnetic

force. These forces are distance dependent and are listed with their range

of detection in Fig. 3.2. MFM scans may therefore, contain both topo-

graphic and magnetic information. If the tip is in close proximity of the

surface, where the AFM tapping mode operates, then topographic features

will dominate the magnetic contrast. Thus, magnetic features will not be

obvious. The topographic features generally result from van der Waals in-

teractions. On the other hand, magnetic forces are long-range forces, which

can be sensed at distances much longer than van der Waals. Therefore, the

tip is lifted from the surface and scan proceeds at constant height in order

to avoid (minimize) the influence of van der Waals forces.
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mechanic and magnetic dissipation [38]. The last two can provide some information
on the sample. An example of a technique making use of the magnetic dissipation
when scanning for example across domain walls is the Magnetic dissipation force
microscopy. We may describe the damping in terms of the so called quality factor:

𝑄 = 𝜔𝐸mech

𝑃loss
. (3.1)

This is just ratio of mechanical energy stored in the cantilever and the power
dissipated during one period of oscillation T=2𝜋/𝜔, with 𝜔 being angular frequency
of oscillation. The higher Q, the less damping - enhanced sensitivity.

AFM electronics is controlled via computer and many task can be automated.
The system also involves a feedback loop. When the feedback loop is turned on,
it keeps constant deflection or oscillation amplitude of the cantilever by adjusting
tip-sample distance.

Dominant interaction of the probe with the sample depends on the tip-sample
separation as illustrated in Figure 3.4. Magnetic forces are long-range, thus in
order to sense mainly the magnetic contribution, the tip-sample distance should
be at least 10 nm. In practise, for the separation of topography and long-ranged
magnetic contribution, so called lift mode is employed. The tapping/lift mode will
be described in section 3.3.

Fig. 3.4: Forces acting on a magnetic tip and tip-sample distances where they prevail.
Adapted from [38].

To conclude, the most common scheme involves sensing the force or its gradients
with flexural deflection in the contact mode or change in resonance of the cantilever
in the dynamic mode. The probe can sense also lateral force acting on the lever.
In addition to the flexural resonance, torsional resonance of the cantilever can be
exploited for lateral forces imaging. The torsion is excited by two piezo-elements
which are excited out-of-phase.

More about AFM can be found in a very nice book by Eaton and West [39].
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Figure 3.2: Range of detection of different forces that contribute to the tip-
sample interaction. The electric and magnetic forces are long range forces
and can be sensed up to few hundred of nanometers, which is beyond the
detection limit of van der Waals forces. This figure is adapted from Ref.[51].

In constant height mode, dual (two pass) scanning is carried out. The

first scan is the topographic scan, where tapping mode with a feedback loop

on is operated. The feedback loop adjusts the tip-sample distance and main-

tains the constant amplitude of cantilever oscillation. In the second scan,

the tip is lifted to a constant height and retraces the first scanned profile

without feedback loop. The resulting interaction between the MFM tip and

surface stray field produces a magnetic field gradient with no dependence

on surface topography. A cartoon of lift-mode is shown in Fig. 3.3.

The cantilever frequency shift is detected in three ways: frequency mod-

ulation, phase modulation, and amplitude modulation, as shown in Fig.

3.4. In frequency modulation, the shift in cantilever resonance frequency is

detected. Phase modulation detects the variations in the phase of the can-

tilever oscillation relative to the piezo drive frequency, whereas amplitude

modulation measures changes in the cantilever oscillation amplitude. Fre-

quency and phase modulation generally produce better results compared to

amplitude modulation, with greater ease of use, higher signal-to-noise ratio,

and fewer artifacts [55].
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Fig. 2 Modeled tip-sample interaction, where k denotes cantilever constant and the force derivative F∂ ⁄ z∂  is 
schematically depicted here as an additive force interaction constant. 

 
There are two ways to deal with resonance frequency measurement. The amplitude detection is 

based on the cantilever oscillated at given frequency (its value is greater then free resonant frequency), 
that means the changes in resonant frequency cause deflections of the cantilever. The frequency 
detection can be realized as follows: the cantilever is vibrated accurately at its resonant frequency f 
where the amplitude is controlled by the feedback loop. Resulting detection is assured by FM 
demodulator. 

With respect to the fact that MFM can be operated in constant frequency shift mode, two-pass 
(tapping-lift) mode or constant height mode, the crucial issue is to minimize surface topography features 
on the image of the magnetic forces distribution. To solve this problem, the major part of the MFM 
measurements are performed in terms of two-pass mode. 
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Figure 3.3: Working principle of lift-mode MFM showing two pass scan-
ning. The first scan is done in tapping mode without magnetic information,
while magnetic information is recorded during the second pass in lift mode
(adapted from Ref.[53]).

Figure 3.4: The resonance frequency shift of cantilever detected in three
different ways as result of changes in magnetic force on the tip (adapted
from Ref.[54]).
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3.5 Experimental details

The MFM setup used in this experiment is shown in Fig. 3.5. The home

built scanning probe setup is located in a vacuum chamber within a Janis

flow cryostat. Magnetic features at the sample surface are mapped using

a sharp, high-resolution magnetic tip (Team Nanotec MFM) with cobalt

alloy coating. The magnetic coating has a coercivity of 950 Oe, with a

magnetic moment of approximately 3.75× 10−14 emu. The tip has in-plane

and perpendicular magnetic remanences of 540 emu-cm−3 and 160 emu-

cm−3, respectively. The tip radius is less than 25 nm, while the length of

the tip was greater than 9 µm. The tip has a conical shape with resonance

frequency of 75 kHz and force constant c 3.0 N/m.
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Scanning force microscope with both horizontal and vertical cantilever systems

Jeehoon Kim, Martin Zech, Sang Chu, T. Williams, and J.E. Hoffman
Department of Physics,

Harvard University, Cambridge, MA 02138

(Dated: January 11, 2010)

put abstract

PACS numbers:

I. INTRODUCTION

II. INSTRUMENT DESIGN

A. Cryostat

The cryostat is a custom-designed, Janis-built 4He flow
cryostat. A 4.5-inch four-way cross with two 2.75-inch
conflate flanges is attached on the top of the cryostat. A
turbo molecular pump is directly attached on one port
of the four-way cross through a 4.5-inch angle valve in
order to increase a vacuum conductance. The eddy cur-
rent damping system located in the middle of the fridge
effectively isolates mechanical noises of a turbo molecu-
lar pump, so that the microscope can be operated under
the vacuum as low as 10−8 Torr at room temperature.
This capability is good for Kelvin probe force microscopy
where the sample surface is easily contaminated with wa-
ter moisture related absorbents in air that contribute un-
wanted potential features. A 50-pin and 32-pin electrical
feedthrough are fixed on a 4.5-inch and 2.75-inch conflate
flange of the cross, respectively. An optical fiber is epox-
ied on a 0.01-inch stainless tubing that is silver-soldered
to a 2.75 conflate flange. The long enough length of an
optical fiber is stored in a fiber spool sitting around the
microscope head for many fiber cleavages. The custom-
spec 4.5-inch conflate flange with eight SMA connectors
is attached on the cross for the capacitance detection
of the walker motion, a piezo driving signal, and a tip
bias. To make a wiring compact and neat, and to easily
detach the microscope head from the cryostat, the minia-
tured 25-pin D-connectors (Oxford instruments, A8-401
and A8-402) were used. The cryostat rests on the top
of the 1-inch thick hexagon aluminum plate that sits on
the triangular wooden table filled with 2000 pounds of
lead bricks to lower the system resonant frequency. The
wooden table supported by three air springs has a pul-
ley system and a hoist to lift a 5-tesla superconducting
dewar. The whole room is floated with 6 heavy duty air
springs.

B. Fiber optic interferometer detection system

The laser light from a 1550 nm diode laser (Thorlabs
S3FC 1550) is fed into a standard 90/10 directional cou-

FIG. 1: The whole MFM system

pler (GouldFiber Optics Inc.). The 10 percent light trav-
els a custom spec single mode fiber, and exits the fiber
through a flat cleaved surface, then hits the cantilever
and returns to fiber. The interference happens between
the reflected light at the end of the cleaved flat fiber and
the reflected light at the cantilever. This interference
signal is measured by a balanced photodiode detector
(New Focus 2117). The 90 percent light coming out of
the other end of a fiber coupler as a reference signal is
fed into a variable optical attenuator (Thorlabs VOA50-
APC) to attenuate intensities of the reference light. This
reference signal goes into one of the differential inputs of
the balanced photodiode detector then it is subtracted
from the interference signal to remove noises from the
laser fluctuation. The photo detector output voltage Vout

from interference as a function of distance d between a
cleaved fiber end and the cantilever is

Vout =
Vmax + Vmin

2
(1 − νcos4πd/λ), (1)

where Vmax and Vmin are maximum and minimum volt-
age from the photodetector, and ν is the fringe visibility,
and λ is the wave length of a laser. The interference is
operated at the most sensitive region d = λ(n+1)/8 with
n integer. By differentiating Equation (1), the interfer-
ometer calibration (the interference sensitivity) is given
by

∆d

∆V
= ± λ

2π(Vmax − Vmin)
, (+ : 2n,− : 2n + 1). (2)

Figure 3.5: The home-built MFM setup situated in Hoffman lab at Harvard
university.

A single crystal of Nd2Fe14B is used. The sample is several millimeter

in lateral extent in each direction. The desired surface of study is the basal

plan i.e., surface perpendicular to crystallographic c-axis. All the MFM

scans were recorded at a base pressure lower than 10−7 Torr in the absence
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of any external applied magnetic field. Topography of the sample surface is

obtained through scanning in contact mode i.e., with very small tip sample

separation. Figure 3.6(a) shows a topographic scan measured at room tem-

perature. The topography of the sample is flat with a roughness of several

nanometers. However, some particles rising up to several tens of nanometers

in height have accumulated on the surface. Another topographic image is

taken using a non-magnetic Si-tip, as shown in Fig. 3.6(b). We observe the

same kind of topographic structure, indicating no correlation between the

topography and the observed magnetic structure. The magnetic features

are mapped using lift-up mode at constant height. The measurements are

taken with a step size of 5 K while the sample is cooled from 170 K to 100

K.

(a) (b)

Figure 3.6: Comparison of topography of the sample obtained from two
different tips. (a) Shows the topography of the sample (30 µm × 30 µm)
using magnetic tip. (b) Shows the topography of the sample (3 µm × 3 µm)
using the non-magnetic Si-tip.
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Chapter 4

Magnetic Feature Analysis

4.1 Magnetic features

Figures 4.1(a) and (c) illustrate a series of 59 µm × 59 µm MFM images

of the Nd2Fe14B sample taken while cooling from 170 K to 100 K. Above

TSR, magnetic features of different length scales over band-like regions are

observed. Below TSR, a new type of distorted rectangular magnetic fea-

ture appears. There is an onset of magnetic feature rearrangement at TSR,

which persists at lower temperatures. We believe that the emergence of

distorted rectangular magnetic features below TSR are directly correlated

to the change of magnetic phase due to spin reorientation transition. It

has been argued that the spin reorientation transition leads the formation

of new type of magnetic features [16], because easy axis preferred direction

changes from an easy c-axis to four easy magnetization directions in {110}
planes.

During the temperature dependent evolution from T > TSR to T < TSR,

magnetic features show some correlation, which remains in the new magnetic

phase. For instance, it can be noticed that some of the magnetic features

preserve their location and orientation through the reorientation transition.

Continuous modifications in the magnetic features take place due to the

temperature dependent change of existing domains and domain walls. The

walls of the main magnetic features at high temperature (T > TSR) become
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elements of the magnetic features of magnetic phase at low temperature

(T < TSR), while retaining the parallel alignment to the tetragonal c-axis

[18]. As a result, we believe that the formation of new type of magnetic

features below TSR might be due to mingling of small magnetic features of

high temperature (T > TSR). Furthermore, the non-vanishing correlation

between magnetic features above and below TSR also support this argument.

Figure 4.1: (a) and (c) show 59 µm × 59 µm MFM scans of the same
area of the sample at different temperatures below and above TSR. We can
see clearly the temperature dependent evolution in magnetic features. (b)
and (d) show the normalized 2D autocorrelation (59 µm × 59 µm) of the
MFM-scans shown in part (a) and (c). Autocorrelation of the images is also
distinct below and above TSR due to presence of different magnetic features.
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4.1.1 Autocorrelation

Correlation is a mathematical method that uses two signals to produce a

new signal. If the two input signals are different, then the output signal is

called cross-correlation. If the signal is correlated with itself, the resulting

signal is called autocorrelation. Correlation is a simple and useful operation

sometimes is used to extract the information from images. The autocorre-

lation of an image helps us in finding the periodic pattern (features) in the

image. Autocorrelation is a linear operation because every pixels in auto-

correlated result is the linear combination of its neighbors. Furthermore,

autocorrelation is also shift-invariant i.e., same operation is performed at

every pixel in the image.

For an M×N image, the formula for autocorrelation function Gii(a,b) is

[56]:

Gii(a, b) =
M∑
x

N∑
y

i(x, y) ∗ i(x− a, y − b), (4.1)

where i(x,y) is the image intensity at position (x,y), and a and b represent

the distance from the corresponding x and y positions. The formula in

equation 4.1 gives theoretical result and are not suitable for limited area

calculation. There is an alternative suitable and efficient practical method

that uses the fast Fourier transforms using the Weiner-Khinchin theorem

[56]:

F−1[Gii(a, b)] = S(i) = |F [i(x, y)]|2, (4.2)

where S (i) is the power spectrum of the image and F is the Fourier transform

of i(x,y).

4.1.2 Autocorrelation results

The computed two-dimensional autocorrelation of each MFM image is shown

in Figs. 4.1(b) and (d). Highly correlated features exist in the center of the

autocorrelated images, and the autocorrelation signal diminishes as we go
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away from the center of the autocorrelated images. The distinct magnetic

features observed in the MFM images are reproduced in the autocorrelated

images. A distorted squared type features are observed in the autocorrelated

images below TSR, which are absent in the autocorrelated images above TSR,

as shown in Fig. 4.2. The features of autocorrelated images seem to possess

either two-fold or four-fold anisotropy.

10 µm

170 K 150 K 135 K

130 K 115 K 100 K

Figure 4.2: Zoomed in (20 µm × 20 µm) autocorrelated images evidently
show the four-fold anisotropy below TSR.

4.2 Analysis approach

4.2.1 Magnetic feature anisotropy

In order to determine the magnetic feature size, we explore the two-fold

and four-fold anisotropies in the features of the autocorrelated images. To

quantify the anisotropy of magnetic features, we plot the intensity of the

autocorrelated images as a function of angle at fixed radii from the center.

The radii represent the length scale of magnetic features. Therefore, from
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now on, we shall use length scale instead of radius. Figures 4.3(a) and

(b) show the autocorrelation amplitude for different length scales at 150 K

and 115 K, respectively. We see peaks corresponding to the two-fold and

four-fold anisotropies. At 150 K, we only see the two-fold peaks, which

become more prominent at larger length scale value. On the other hand, at

115 K, the four-fold peaks emerge with two-fold peaks as the length scale

is increased from 2 µm to 6 µm. The appearance of additional four-fold

peaks only for low temperatures scans (T < TSR) as shown in Fig. 4.2, is

attributed to the distorted rectangular magnetic features. To quantify the

contribution of the two-fold and four-fold anisotropy components, we fit the

autocorrelation intensity ∆ using:

∆ = A0 +A2 sin (2θ + φ2) +A4 sin (4θ + φ4) , (4.3)

where A2 (φ2) and A4 (φ4) are the amplitudes (phases) corresponding to the

two-fold and four-fold anisotropies, respectively. The variation in four-fold

coefficient (A4) with temperature is plotted in Fig. 4.3(c). Temperature de-

pendent behavior of four-fold component displays an abrupt increase around

TSR, which persists at lower temperatures.

We use an alternative approach to quantify the changes in the magnetic

features. We perform 1D fast Fourier transform (FFT) of the autocorrelation

intensity as a function of angle curves exemplified in Figs. 4.3(a) and (b).

Figure 4.3(d) shows the four-fold component of the FFT as a function of

temperature at several length scales. We find no four-fold contribution above

TSR, but there is an abrupt increase in the magnitude of four-fold component

below TSR. This temperature dependent behavior of four-fold component is

in agreement with analysis in Fig. 4.3(c).

4.3 Magnetic feature size

4.3.1 T ≤ TSR

Figures 4.4(a) and (b) show the two-fold and four-fold components of the

FFT as a function of length scale at different temperatures. Below TSR we
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Figure 4.3: (a) and (b) show the autocorrelation intensity as a function of
angle at 150 K and 115 K, respectively. Symbols show the intensity for differ-
ent length scales from Fig. 4.1(b) and (d). The black line is the fitting curve
by equation 4.3. (c) Variation in four-fold coefficient A4 with temperature,
computed through fitting as shown in (a) and (b) for all the temperatures.
(d) Temperature dependence of four-fold component computed from FFT.
Four-fold component and four-fold coefficient display identical temperature
dependent behavior.

observe a contribution from the four-fold component, while no pronounced

contribution until ∼ 7 µm appears above TSR. Below TSR, the four-fold

component peaks at length scale around ∼ 6 µm and then decreases after-

ward. Furthermore, we observe a small variation in the length scale where

the four-fold component peaks from 5.5 µm to 6 µm between 130 K and

100 K. The two-fold component also appears below TSR and peaks at length

scale around ∼ 4.5 µm. The two-fold component for T > TSR increases
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Figure 4.4: (a) and (b) show the length scale dependence of four-fold and
two-fold components, respectively. These components are calculated from
intensity of autocorrelation and show different response for temperatures
below and above TSR.

up to larger length scale which peaks at ∼ 12 µm. The length scales cor-

responding to two-fold and four-fold components represent the average size

of magnetic features below TSR. Thus, magnetic features of size ∼ 4.5 µm

– 6 µm are present in MFM images for T < TSR. Our observed magnetic

feature size is comparable to previously reported values of 5 µm below TSR

using magneto-optical Kerr effect [17]. The magnetic features are the re-

gions between two stripe-like (bluish background) features as shown in Fig.

4.1(c). The stripe-like features also evolve with temperature as their width

increases with increase in temperature. For T > TSR, the stripe-like features

become band-like features. The average width of band-like feature is ∼ 12

µm which is displayed by two-fold component in Fig. 4.4(b).

4.3.2 T > TSR

The magnetic features of various sizes do not possess any regular shape.

Therefore, the size of magnetic features above TSR can not be estimated

through either two-fold or four-fold components. However, we estimate the

size of magnetic features from the central circular part of autocorrelated

images. The average of full width at half maximum (FWHM) is calculated
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from different directions as presented in Fig. 4.5 (b), reflects the average

size magnetic features. We find feature size of ∼ 5 µm for all temperatures

above TSR.

#2 #1

150 K(a) (b)

Figure 4.5: (a) Autocorrelation of MFM image at 150 K with two line-
profiles through the center. (b) Line-profiles show peak correspond to the
central part of autocorrelation. Peaks were fitted to obtain the FWHM.
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Chapter 5

Fractal Analysis

5.1 Introduction to fractals

5.1.1 Fundamental concept

Objects of various shapes and sizes can easily be understood and interpreted

mathematically through Euclidean geometry, where the characteristic fea-

tures of regular shapes (i.e., length, area or volume) can easily be defined.

For example, in Euclidean geometry, 0, 1, 2 and 3-dimensional space is used

to describe dots, lines, areas, and volumes, respectively. The dimension of

such objects is expressed in whole integer form and is independent of the

size of the measuring scale.

In nature, objects such as trees, mountains, rivers and their banks,

clouds, and the human body possess very complex shapes and morpholo-

gies. In fact, the shapes of nature are so varied as to deserve being called

“geometrically chaotic” [57]. The description of such objects is beyond the

scope of Euclidean geometry because approximating such objects in Eu-

clidean geometry produces an inaccurate description. The complexity of

such complicated objects was described by Mandelbrot, where he used word

“fractal”.

A comparison between topological dimension (Dt) and fractal dimension

(FD) is described in Fig. 5.1. Both straight and rugged lines have Dt
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Figure 5.1: A comparison between topological dimension and fractal di-
mension of a rugged line adapted from Ref. [58].

equal to 1. However, ruggedness of lines is not fully described by the Dt.

Mandelbrot proposed that the ruggedness of a line is described by adding

fractional number. Therefore, we notice FD exceeds the Dt (i.e., FD > Dt).

This suggests the dimension of fractals is not equal to the space it resides

in. Moreover, one can also notice the complexity in rugged line from FD

values.

There are few characteristics that distinguish fractals from Euclidean
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shapes. First, FD is relatively new concept where dimension is a fractional

quantity unlike the topological dimension. Second, the characteristic prop-

erties (length, size, etc...) describing the Euclidean shapes are independent

of length of measuring scale. However, FD does change with the size of

measuring scale. Third, the Euclidean shape is usually described by math-

ematical (algebraic) formula, whereas, FD is computed through the slope

of log-log plot of measuring scale versus measurement, which results in a

non-integer values. Fourth, fractals are self-similar, which means that the

object is exactly or approximately a copy of the whole at reduced scale.

Figure 5.2: The notion of geometry for defining the dimension and scaling
in Euclidean shapes. This figure is adapted from Ref. [59].

Self-similarity or scaling factor is a key concept of fractal geometry and is

closely connected to the notion of dimension. An example of self-similarity

in Euclidean shapes is shown in Fig. 5.2. A one unit long line can be divided

into self-similar parts, each of which is scaled down by scaling factor r. The

second row of Fig. 5.2 shows the case where r is equal to 2. Similarly, for

three self-similar parts, r is 3 and so on. A square (cube) will be divided into

4 (8) and 9 (27) self-similar parts for scaling factors 2 and 3, respectively.
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Thus, scaling factor r and number of copies N (r) are related as:

N(r) = rD (5.1)

D =
log(N(r))

log(r)
(5.2)

Thus, from the above equation the dimension D is equal to 1, 2, and 3 for

line, square, and cube, respectively.

Figure 5.3: Sierpinski Triangle shows fractional dimension. It shows the
self-similarity where triangle looks exactly the same whether it is viewed
from close or far. This figure is adapted from Ref. [60].

The same method can be implemented to geometric fractal. For instance,

the Sierpinski Triangle shown in Fig. 5.3 [60]. The 0 order triangle is scaled

down by factor of 2 and three self-similar copies are produced. For scaling

factor of 4, nine copies are produced and so on. So in this case:

D =
log(9)

log(4)
= 1.58 (5.3)

The dimension D of the Sierpinski Triangle is fractional. These examples

describe mathematical fractals with true self-similarity, where the object

appears identical whether it is viewed from near or far. Each small portion

of the structures reproduce the large portion. Such true self-similarity is

not present in objects in nature, instead they show statistical self-similarity,

which means that shapes have some likeness [61]. It should be noted that
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not all self-similar objects are fractal: for example a straight line is self-

similar, but not fractal, because its fractal and topological dimensions are

equal to 1 [62].

5.1.2 FD computing methods

FD analysis has established itself as a powerful tool to analyze the irregular

and complex shapes of different objects. So far, FD analysis has been imple-

mented in almost all the disciplines of sciences and engineering.A multitude

of methods have been developed to analyze the fractal features. Since these

methods are based on different theoretical bases, one should therefore ex-

pect different results for the same feature. There are three main steps that

are common in these FD analysis methods:

i. A relationship between measured quantities as a function of various

step size (measuring scale) is developed.

ii. A log-log plot of measured quantities versus step sizes is produced.

iii. A linear regression slope of log-log plot is evaluated, which is used to

determine the FD.

We briefly discuss several common methods for computing the fractal

dimension below.

Divider method

The basic implementation of this method is to walk the divider (yardstick)

along the fractal curve and record the number of steps required to cover the

fractal curve with a fixed step length [63, 64]. The mathematical formula is:

L(G) = FG(1−D), (5.4)

where F is a positive constant, L(G) is the measured length of the line,

which depends on step length G. In practice, to get the L(G), there are N

values of G. D is the fractal dimension, which is computed from the slope

(1-D) of the log-log plot of above equation.
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Box-counting method

This is the most popular method for FD analysis introduced by Russel, et

al. [65]. In this method a binary image is covered with a grid of N (r) boxes

of size r. As the size of the box is reduced, the number of boxes increases.

The minimum size of the box can become equal to the image resolution.

The FD is computed using the formula:

FD = − lim
r→0

log(N(r))

log(r)
(5.5)

The slope of best linear fitting curve of log-log plot gives the FD.

Differential Box-counting method

N. Sarkar and Chaudhuri [66] proposed the differential box counting method

where binarization of image is avoided. In this method, an image is gridded

into various box size r and N (r) is computed in differential form. A image

(M × M) is scaled down to the different box size (s × s). For example,

an image of 3D space with (x,y) denoting 2D space, are partitioned into

different grids (s × s) and third coordinate (z ) denotes the gray levels. The

maximum and minimum gray level of image in the (i,j)th grid fall in lth and

kth box number, respectively. Then

nr(i, j) = l− k + 1, (5.6)

is the contribution of N (r) in (i,j)th grid. The contribution from all the grid

cell is

Nr =
∑
ij

nr(i, j). (5.7)

The FD is calculated using the equation 5.5.

Variogram method

This method is based on Gaussian modeling of the image. In this method,

the variogram function, which describes how variance in surface height varies

with distance, is used for estimating the fractal dimension. Large number

39



of pairs of points of different spacing along the profile are considered and

difference in vertical (z ) values is computed. The FD is determined from

the log-log plot between the square of the expected difference as a function

of distance between the point pair [63], according to

〈[Zp − Zq]2〉 ∝ (dpq)
4−2D,

where D is fractal dimension, Zp and Zq are the elevations of points p and

q, respectively, while d is distance between p and q.

Power spectrum method

In this method, the power spectrum of the Fourier transform of each image

line is evaluated and then all the power spectra are averaged [67]. The FD

is determined from the slope. This method is found to be very slow and

requires gridded data.

Area-perimeter method

In this method, the FD is computed from the relationship between the

perimeter and the area of the features. This method determines the FD

of linear features that form the closed loop [68]. The FD of lakes, islands,

contour loops, grain boundaries (quartz), and magnetic domains have been

computed using the area-perimeter method [69–73]. For fractal grain bound-

aries, the perimeter P is related to the diameter d or the area A as [63, 70]:

P ∝ AD
2 ∝ dD,

where D is FD, which is determined from the slope of linear regression of

log-log plot of A and P. The range of fractal dimension is 1 ≤ D ≤ 2 because

the measurement is in 2D Euclidean space [71]. The FD obtained represents

the collective property of set of features of various sizes. The area-perimeter

method is most stable and simple method as compared to variogram and

spectral methods [74].

In the next section, we use area-perimeter method to compute the FD of

magnetic features. The area-perimeter algorithm is developed in MATLAB

and is implemented on binary images.
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5.2 Fractal analysis of magnetic features

5.2.1 FD analysis approach

To implement the area-perimeter algorithm, the MFM images were first

binarized. A binary images is a digital image that has a series of 0s and

1s. A cutoff value based on pixels intensity is used, where every pixel above

the cutoff turns into 1, while pixel values below the cutoff turn into 0.

Figure 5.4 shows the binary images as a result of several different cutoff

values. It can be seen that for larger cutoffs, there is a greater loss of image

information. Therefore, one must be careful while choosing the right cutoff

values. Initially, 30 % – 60 % cutoffs with step of 10 % were implemented.

It is worth noting that the the chosen cutoff, for example 30 % cutoff means

that 30 % pixels of lowest pixel values are discarded. The choice of 50 %

cutoff is selected to be a single reasonable cutoff value for all images to

obtain the binary image with magnetic features identical to MFM images

as shown in Fig 5.6(b).

(a)

(b)

20 % Cut-off 30 % Cut-off 40 % Cut-off 50 % Cut-off 60 % Cut-off

Figure 5.4: Binary images obtained as a result of cutoff values from 20 %
to 60 %.

For T < TSR, the binary images obtained using initially chosen 50 %

cutoff value accurately reproduce the main magnetic features of the MFM

images. However, one can notice that the 50 % cutoff values do not look ap-

propriate for T > TSR, where binary images contains sizable features. Such
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(b)
72 % Cut-off 74 % Cut-off 76 % Cut-off 78 % Cut-off 80 % Cut-off

78 % Cut-off 80 % Cut-off 82 % Cut-off 84 % Cut-off 86 % Cut-off

(c)

(a)

58 % Cut-off 60 % Cut-off 62 % Cut-off 64 % Cut-off 66 % Cut-off

Figure 5.5: Binary images obtained as a result of different range of cutoff
values for each image at 170 K, 150 K, and 135 K (T ≥ TSR).

sizable features do not display the disperse small magnetic features in MFM

images. Therefore, these MFM images (T > TSR) are binarized for higher

cutoff values. Figure 5.5 shows the binary images obtained for higher cutoff

values. For 155 K – 170 K, 140 K – 150 K, 135 K, and 100 K – 130 K different

range of cutoff values 70 % – 90 % , 60 % – 80 %, 50 % – 70 %, and 40 % – 50

% with step of 1 % were implemented, respectively. Our approach of taking

different cutoff values for each image indicates that there is no single cutoff

value for the images 170 K – 135 K. Figure 5.6(c) shows binary images for

subjectively-determined optimal cutoffs for selected images below and above

TSR. For the higher cutoffs, the small magnetic features vanish, however,

the main features persist. So in this case, subjectively-determined optimal

cutoff value is found to be higher than 50 %, which decreases as temperature

decreases. This makes sense because magnetic features are temperature sen-

sitive and modify themselves as temperature decreases. However, magnetic

features below TSR do not change much (apparently) as a function of tem-

perature, a single cutoff value about 42 % produces all the binary images
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identical to the MFM images.

(b)

(c)

50 % 50 % 50 % 50 % 50 % 50 %

82 % 80 % 78 % 60 % 42 % 42 %

Figure 5.6: Binary images as a result of chosen cutoff values for computing
the fractal dimension. (a) MFM images. (b) Binary images obtained for a
uniform cutoff value of 50%. (c) Each image is binarized for subjectively-
determined optimal cutoff values for T ≥ 135 K (TSR) which is larger than
50 % cutoff value, while images from 130 K to 100 K are binarized for 42 %
cutoff values.

After obtaining the binary images, we implement the area-perimeter

(AP) algorithm, which generates several areas and corresponding perimeter

values. Then log-log plot of area versus perimeter is produced. The data

points are fitted through linear regression method and FD is computed from

the slope of the fitted line.

5.2.2 Fractal results

Figure 5.7 shows the log-log plots of area versus perimeter of magnetic fea-

tures at different temperatures. The fractal dimension (FD) is related to

the slope of fitted line by FD = 2×slope. We expect that the FD should

vary with temperature, since magnetic features change with temperature.

The computed FD as a function of temperature are shown in Fig. 5.8.

Since fractal nature is related to the nonlinear, irregular, and complex struc-
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Figure 5.7: Log-log plots of perimeter versus area of magnetic features
from the binary images. Linear regression is perform to fit the data. The
slope of fitted line is used to compute the fractal dimension using equation
FD = 2×slope.

tures, therefore, FD is a useful parameter to describe them quantitatively.

The computed FD describes the degree of complexity in boundary structure

of the magnetic features. The growing behavior of the magnetic features

with decrease in temperature can be understood from the structure of the

boundaries using the FD information.

The computed FD are found to be greater than 1 for all the images,

which means that the boundaries of magnetic features are not smooth. The

computed values of FD indicate that the boundaries possess complexity due

to ruggedness in their structure. We also notice an increase in the FD below

spin reorientation transition (T = 135 K) as shown in Fig. 5.8(a). An
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abrupt increase in FD proves the role of spin reorientation transition on the

magnetic feature geometry. The higher values of FD below TSR indicates

that magnetic features in this new magnetic phase not only produce new

type of magnetic features (discussed in Chapter 4), but also possess higher

complexity. The temperature dependent behavior also indicates the lack

of consistency in FD values from one temperature to another temperature

which is quite obvious for temperatures T > TSR (135 K). The FD for

images at 170 K, 155 K and 150 K are higher than rest of the images in 170

K – 140 K region. This inconsistency might be related to the experimental

factor during the MFM scan. This is evident in images taken at 150 K and

160 K as shown in Fig. 5.6(a), where image at 160 K looks slightly blurred

compared to 170 K and 150 K images.

Figure 5.8(b) shows very similar FD behavior as a function of temper-

ature. Although, the choice of higher cutoffs cause the small magnetic fea-

tures to disappear and left the large magnetic feature. However, individual

cutoffs for each image does not influence the overall FD of the magnetic fea-

tures. Here, we also notice that FD for 150 K and 155 K are also higher than

images at other temperatures above TSR similar to Fig. 5.6(a). This rules

out the possible effect of chosen cutoff values on the computed FD values. It

should be noted that the computed FD do not represent the rugged nature

of the boundaries of a single magnetic feature, rather gives us an average of

all the features in the image.

Figure 5.8 (c) shows the effect of subjectively-determined optimal cutoff

values on the computed FD. We can see that no matter what reasonable

cutoff values we choose, the temperature dependent behavior of computed

FD stays the same. Moreover, fractal values of binary images obtained at

different cutoffs stay very close to each other. The average FD changes from

1.18 ± 0.04 to 1.28 ± 0.04 for the magnetic features observed above and

below spin reorientation transition, respectively for 50 % cutoff values (Fig.

5.8(a)). Similarly, binary images produced from subjectively-determined

optimal cutoffs, FD (average values) changes from 1.17 ± 0.05 to 1.29 ±
0.04 for magnetic features observed above and below TSR.
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Figure 5.8: Fractal dimension (FD) as a function of temperature. The
error bars are obtained from slope uncertainty. (a) FD of the binary images
obtained for uniform cutoff value of 50 %. (b) FD of images binarized for
subjectively-determined optimal cutoff values. Dashed lines show average
FD for T > TSR and T < TSR. (c) A comparison of FD for all binary images
produced for different cutoff values.
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Chapter 6

Conclusions

We studied the magnetic features of Nd2Fe14B single crystal from MFM

images obtained at various temperatures (170 K – 100 K) including the

spin reorientation transition temperature (TSR = 135 K). A new type of

magnetic features emerge below TSR, where four magnetization directions

form an easy-cone of magnetization. The magnetic features of irregular

shapes observed above TSR, which transformed into distorted rectangular

magnetic features below TSR.

The size of magnetic features below TSR is determined from the au-

tocorrelation of MFM images. We noticed the presence of two-fold and

four-fold anisotropies in the autocorrelated images. Both two-fold and four-

fold anisotropy components are found to be length scale dependent. The

two-fold and four-fold anisotropy components peak around length scale ∼
6 µm and ∼ 4.5 µm, respectively, and are related to the size of magnetic

features (4.5 µm – 6 µm) below TSR. Above TSR, no contribution from

the four-fold component of anisotropy is seen in the autocorrelation images,

while the two-fold component was attributed to the band-like structure in

MFM images. Thus, anisotropy components did not incorporate the size of

magnetic features above TSR. The average magnetic feature size ∼ 5 µm

is estimated above spin reorientation temperature from the FWHM of the

central part of the autocorrelated images.

The geometry of magnetic features is studied from the fractal dimension

47



(FD). The complexity of magnetic features is quantified from the FD values.

The area-perimeter method is used to compute the FD. To implement the

area-perimeter algorithm, MFM images were first binarized. FD shows a

temperature dependent behavior and increased from 1.17 ± 0.05 to 1.29 ±
0.04. The higher value of FD revealed the more complex nature of magnetic

features below TSR compared to magnetic features observed above TSR.

Furthermore, different cutoffs for binarization did not alter the FD value

significantly.

Further investigation can be carried out to study the magnetic features

deeply and their correlation below and above TSR. MFM images over a few

microns area might be useful to study the domain walls, their evaluation

through spin reorientation transition, and the fractal nature of magnetic

domains.
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