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Abstract

The thesis presents novel computer methods towards simulation of oropha-

ryngeal swallowing. The anatomy and motion of the human upper airway

was extracted from dynamic Computed Tomography (CT) data using a novel

tool and workflow. A state-of-the-art SPH method is extended to accommo-

date non-Newtonian materials in the extracted geometries. A preliminary

numerical experiment of six human oropharyngeal swallows using Smoothed

Particle Hydrodynamics (SPH) demonstrates that the methods are robust

and useful for simulation of oropharyngeal swallowing.

The presence of saliva is well known to be important for mastication,

swallowing, and overall oral health. However, clinical studies of patients

with hyposalivation are unable to isolate the effect of saliva from other con-

founding factors. The simulation presented in this thesis examines fluid

boluses under lubricated and non-lubricated boundary conditions. Upon

comparison with medical image data, the experiments suggest that saliva

does not provide a significant lubricative effect on the bolus transit times,

but it may serve to reduce residue and therefore improve overall swallowing

efficacy. Our findings, while preliminary, corroborate with existing clinical

research that finds that groups with hyposalivation do not have significantly

different transit times with control groups, but that residue may be increased
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Abstract

in the hyposalivation group.

Previous studies using computer simulation of fluid flow in the orophar-

ynx typically make use of simplified geometries. Our work uses dynamic

320-row Area Detector Computed Tomography (ADCT) images as the ba-

sis for the simulations, and therefore does not require simplifying geometric

assumptions. Since the data are dynamic, motion trajectories are all sup-

plied by the ADCT data, and extrapolation from 2D sources such as bi-plane

videofluoroscopy is not required. Processing the image data required the de-

velopment of a novel workflow based on a new tool, which we call BlendSeg.

We utilize and extend Unified Semi-Analytic Wall (USAW) SPH methods

so that orophrayngeal swallowing simulations may be performed. These

extensions include the simulation of non-Newtonian boluses, and moving

3D boundaries. Partial validation of the extended USAW SPH method is

performed using canonical flows.
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Preface

A swallowing proof-of-concept model using SPH to represent a bolus in a

biomechanical model of a human head was published in [55].

The extensions to USAW SPH described in Chapter 3 were performed

by myself in collaboration with Prof. Sheldon Green and Prof. Sidney Fels.

Prof. Green and Prof. Fels advised me on the suitable assumptions for

oropharyngeal swallowing, and the extensions required in USAW SPH. They

also advised me on suitable experiments to run for the partial validation.

I derived the extensions for the moving boundaries in 3D, and the non-

Newtonian materials. I also performed the validation experiments and wrote

the chapter.

The experiments in Chapter 4 were conducted at UBC by myself in

collaboration with Dr. Yoko Inamoto, Dr. Eiichi Saitoh, Prof. Rebecca

Affoo, Prof. Nicole Rogus-Pulia, Prof. Mark Nicosia, Prof. Sheldon Green,

and Prof. Sidney Fels. The 320-row ADCT data was gathered by Dr.

Inamoto, Dr. Saitoh, and their colleagues at Fujita Health University in

Japan. They allowed us to use the data for our numerical simulations and

provided verification of the airway identification using BlendSeg. They also

generated the CT images and provided feedback on the chapter. Dr. Affoo

and Dr. Rogus-Pulia performed the bolus transit time measurements of the
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ADCT data and the simulations. They also provided clinical analysis of the

results, and feedback on the chapter. Prof. Nicosia, Prof. Green and Prof.

Fels provided support with the interpretation of fluid simulation results, as

well as feedback on the chapter. I extracted the airway from the ADCT

images using BlendSeg, and ran the extended USAW SPH simulation of the

slip and no-slip simulations. I also wrote the bulk of the chapter. The work

in Chapter 4 was approved by the UBC Clinical Research Ethics Board

under certificate no. H16-01546.

A version of section 4.3 describing a workflow for extracting dynamic

boundaries from 4D data using BlendSeg, has been published in [54]. Dr.

Yoko Inamoto and Dr. Eiichi Saitoh provided the 320-row ADCT data. I

was responsible for the design of the workflow, the creation of the BlendSeg

tool, and also wrote the manuscript.

The rheology measurements of the bolus, described in Section 4.4, were

performed at UBC in Prof. Dana Grecov’s rheology lab, by Nick Yeh and

myself. Nick performed the rheology measurements using the KINEXUS

rheometer. I prepared the samples, and fit a Cross model to the data.
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Chapter 1

Introduction

Swallowing disorders (dysphagia) occur for a multitude of reasons, includ-

ing, but not limited to, muscle and tissue changes associated with aging,

neurological disorder such as stroke or Parkinson’s disease, and oncology

treatment for tumours in the head and neck region. Dysphagia may lead

to a significant decrease in quality-of-life and malnutrition. Aspiration of

foreign materials into the lungs can lead to pneumonia and death. In a

retrospective cross-sectional study, researchers found that over 50% of head

and neck cancer patients treated with surgery combined with radiotherapy

or chemotherapy suffered from oropharyngeal dysphagia, with malnutrition

present in 20% of patients [37].

One factor that is thought to contribute to dysphagia is reduced saliva

production, or hyposalivation. For example, Pauloski et al. [101] found that

head and neck cancer subjects who underwent intensity-modulated radio-

therapy, which was used to target the tumour while sparing the salivary

glands, performed better in swallowing tasks than a control group that un-

derwent conventional radiotherapy. This suggests that sparing the salivary

glands improves swallowing function. However in a study by Rogus-Pulia

et al. [107], the authors found that in subjects with Sjögren’s syndrome,

1



Chapter 1. Introduction

an autoimmune disorder that results in an extremely dry mouth, 96% of

swallows were judged to be functional, and no strong correlation was found

between temporal measures of swallowing and salivary flow rate. One of the

challenges in drawing strong conclusions from patient data is that often it

is impossible to separate the variable of interest, for example salivary flow

rate, from other confounding factors, such as reduced mobility of the tongue,

hindering the analysis of the data.

This thesis describes the extension of a state-of-the-art fluid simulation

technique, Unified Semi-Analytic Wall (USAW) SPH [32], for the purpose

of simulating oropharyngeal swallowing of non-Newtonian fluids. The sim-

ulation method has been widely used for wave simulation, and possesses

desirable features such as an implicit representation of the air-liquid inter-

face, and a natural handling of complex 3D geometry.

320-row Area Detector Computed Tomography (ADCT) datasets give us

an unprecedented view of the human head and neck during swallowing [57].

The data also presents unique processing challenges when trying to extract

geometry that can be used in a computer simulation. A novel workflow

centred around a newly created tool, BlendSeg, was developed in order to

extract the airway boundary correctly from the ADCT data.

A computer simulation of oropharyngeal swallowing is performed us-

ing the airways extracted from the ADCT data, and the extensions to the

USAW SPH method. These preliminary experiments of starch-thickened

liquid boluses in the oropharynx give us insight into the role of saliva in

normal swallows. The results suggest that in healthy subjects saliva does

not significantly increase the speed of starch-thickened boluses, contrary to
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our initial expectations. However, saliva may help to decrease the quantity

of residue after swallowing. Although these are preliminary experiments,

they highlight the need for further study of this complex phenomenon.

1.1 Computer simulation of swallowing

Computer simulation of fluids can help us achieve a greater understanding

of the physics in the human body because a simulation is able to isolate

and change a single variable in order to understand its contribution to the

overall phenomena. It is also useful in situations where detailed measure-

ments and observations are difficult or impossible to perform. For example,

in-vivo measurements of the bolus flow in swallowing are usually limited

to 2D videofluoroscopic studies, fibreoptic endoscopic studies, or manome-

try. Measuring quantities such as the saliva thickness on the surface of the

tongue during swallowing, shear-rates and intra-bolus velocity is impossible

with modern technology. Because of these difficulties, computer simulation

presents an attractive alternative that allows us to predict these quantities

with a mathematical model.

Swallowing is a complex phenomenon that most people take for granted.

People swallow a large variety of materials that undergo significant struc-

tural and chemical changes due to both mastication and mixture with saliva.

As the aerodigestive tract is used for both breathing and swallowing, the in-

terface between the bolus and the air must be considered. To further compli-

cate matters, the tongue, soft-palate, pharynx, and larynx all undergo very

large deformations during the oropharyngeal phase of swallowing in order
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to propel the bolus into the esophagus while preventing aspiration into the

lungs and nasal passage. Only a limited number of numerical swallowing

simulations in the oropharynx have been performed due to these challenges.

This thesis limits its scope to the study of the fluid dynamics of liquid bo-

luses in the oropharynx. It does not explicitly consider the structural and

muscular biomechanics of the oral, pharyngeal, and laryngeal complexes.

1.2 Smoothed Particle Hydrodynamics

Smoothed Particle Hydrodynamics (SPH) is a computational fluid simula-

tion method that belongs to the “mesh-free” family of techniques [76]. It

excels in simulating transient, free-surface flows because it does not require

explicit handling of the fluid-air interface, making it particularly attractive

for an oropharyngeal swallowing simulation. One of the main challenges

with SPH is the application and enforcement of solid wall boundary con-

ditions. Ghost particles, mirroring, and repulsive force particles are three

of the most common techniques for representing solid walls. Of the three,

only the repulsive force particles are suitable for handling a complex mov-

ing geometry. The repulsive particles line the surface of the solid walls and

are effective at preventing the fluids from penetrating the solids. However

they are not effective in enforcing the typical “no-slip” boundary condition

assumption in viscous fluid simulations.

The Unified Semi-Analytic Wall (USAW) SPH method modifies the orig-

inal SPH formulation to allow solid walls to be represented by arbitrarily

shaped surfaces [32]. The method can handle complex boundary shapes and
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is capable of enforcing a “no-slip” condition. However, most of the develop-

ment focuses on high Reynolds number flows of Newtonian materials such

as water. We extend the USAW SPH method to simulate non-Newtonian

materials by deriving an equation for estimating shear-rate that includes a

new surface integral term. Our implementation also presents a discretized

method of handling moving boundaries in 3D. This thesis describes the ex-

tended USAW SPH method, and an implementation is tested using canoni-

cal flows, such as Hagen-Poiseuille and the lid-driven cavity. We are able to

demonstrate convergence of the method in the tested scenarios.

These extensions are necessary for simulating oropharyngeal fluid flow,

but are also applicable if USAW SPH is to be used in other applications.

For example, in arterial blood flow, shear stress on the inner walls of arter-

ies causes atherosclerosis, plaque formation on the inner walls of the blood

vessel, which may lead to a stroke or heart attack [23]. Numerical simu-

lations of the blood flow can predict wall shear stress [13] and neglecting

the non-Newtonian properties of blood may significantly influence the sim-

ulation results [59, 60]. Arterial walls are sometimes simulated with static

geometry, however in reality they are elastic and numerical studies have

shown that the displacement of the walls has a significant effect on wall

shear stress [82].
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1.3 Oropharyngeal bolus simulation with the

extended USAW SPH method

We use the extended USAW SPH method to perform a numerical experi-

ment using computer fluid simulation of liquid bolus flow in the oropharynx

in order to study saliva’s role in swallowing. The experiments utilize geome-

try derived from state-of-the-art dynamic, 320-row Area Detector Computed

Tomography (ADCT) images of human swallowing. The ADCT creates dy-

namic 3D images that sometimes contain artifacts due to subject or bolus

motion, and these images require significant human intervention to process

correctly. A new workflow is described that allows for relatively efficient

manual extraction of moving boundaries from the ADCT images. The exe-

cution of the workflow required the development of a purpose built software

tool, BlendSeg, which allows an operator to deform a surface mesh while

maintaining both the mesh and shape topology.

A small series of experiments, limited in scope to a few human subjects,

is performed by using the boundaries generated with BlendSeg to drive SPH

particles in both slip and no-slip simulations. The boluses swallowed by the

participants in the ADCT images are starch-thickened fluids which exhibit

non-Newtonian behaviour. Their properties are measured in a rheometer

and modelled as a Cross-type fluid using the extended USAW SPH method.

We expected to find that the full-slip condition gives a good approximation

to normal swallowing because of the presence of the saliva layer, which has

a much lower viscosity than the thickened boluses. However, the results

indicate that the no-slip condition provides a much better approximation to
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the bolus flow, especially with respect to oral containment. On the other

hand, we observed an increase in oropharyngeal residue after the swallow

when comparing the no-slip to the slip simulation. These findings suggest

that saliva does not have a large influence on the speed of the bolus, but it

might help to reduce oropharyngeal residue and therefore increase swallow-

ing efficacy, consistent with findings of clinical researchers [106].

The next section lists the contributions presented in this thesis. Chap-

ter 2 describes the anatomy and physiology of swallowing, background in

fluid simulation, bolus simulation, SPH, segmentation and modelling from

4D imaging data, and the ArtiSynth biomechanics toolkit upon which the

work is built. Chapter 3 describes the USAW SPH method and the ex-

tensions required to simulate oropharyngeal bolus flow. We validate the

simulations by comparison with well-known Couette, Hagen-Poiseuille, and

lid-driven cavity flows. Chapter 4 describes a computer fluid simulation of

oropharyngeal swallowing using USAW SPH. The geometry motion is based

on dynamic 3D ADCT images of healthy participants swallowing starch-

thickened boluses. The BlendSeg tool is also described in this chapter.

1.4 Contributions

The contributions of this thesis are:

Extension of USAW SPH for oropharyngeal swallowing: The Uni-

fied Semi-Analytic Wall (USAW) SPH method is a modern approach to

correcting the “particle deficiency” problem inherent in classical SPH for-
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mulations for fluid flow. We demonstrate that, with some modification,

the method is suitable for fluid simulation of non-Newtonian boluses in the

oropharynx. The method was extended to include a formulation for comput-

ing shear-rates, which is in turn used to compute an instantaneous viscosity

for non-Newtonian fluids. We demonstrate numerical convergence using a

lid-driven cavity experiment and Hagen-Poiseuille flows.

Workflow for creating dynamic 3D boundaries from 4D imaging

data: We describe a technique for creating dynamic, 3D moving bound-

aries derived from 4D (3D and time) imaging data. Correctly extracting

a suitable boundary from the images requires significant human interven-

tion, and could not be fully automated. We created a tool, BlendSeg, that

gives a human operator a large degree of control in the creation of a moving

boundary that closely follows dynamic 3D volumetric images.

Numerical study examining saliva’s role in bolus transport and

residue in healthy individuals: These techniques are used to perform

a set of 3D oropharyngeal swallowing simulations. We test the performance

of both slip and no-slip boundary conditions in normal swallows of starch-

thickened liquids. Boundary motion is derived from dynamic 3D images

of healthy participants. The numerical predictions are compared to mea-

surements gathered from the source images. The results suggest that in

normal individuals saliva does not significantly increase the bolus speed

for thickened liquids. However, saliva may help to decrease the quantity of

oropharyngeal residue, thereby improving swallowing efficacy. Further inves-
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tigation could expand the number of subjects and swallows under analysis,

making the findings more clinically relevant.
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Chapter 2

Background

This chapter begins with a brief overview of the anatomy and physiology

of human swallowing, followed by a review of literature in fluid simulation

and Smoothed Particle Hydrodynamics. Previous research performing fluid

simulation of the bolus is then reviewed, followed by a review of segmentation

of 4D data, and an introduction to the ArtiSynth simulation platform.

2.1 Anatomy and physiology of swallowing

Swallowing is a complex process consisting of four phases that are roughly

delineated: the preperatory and oral phases, which are voluntary, and the

pharyngeal and esophageal, which are involuntary [25]. See Figure 2.1 for a

labelling of anatomical structures in the head and neck.

Preparatory and oral phase

During the oral preparatory phase, solids are broken down mechanically by

coordinated motion of the tongue, teeth, and cheeks. During this process,

saliva is introduced to the food bolus, aiding in the break down of food and

beginning the digestion process. For liquids, the oral preparatory phase does

not include mastication.
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2.1. Anatomy and physiology of swallowing

Figure 2.1: An illustrated lateral view of a cut-away human head showing
the oral, pharyngeal and laryngeal region with major structures labeled [41].

When the bolus is ready to be swallowed, it is placed in a trough formed

on the superior aspect of the tongue. The tip of the tongue touches the back

of the upper incisors. The soft palate forms a seal with the postero-superior
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2.1. Anatomy and physiology of swallowing

aspect of the tongue that contains the bolus, preventing it from leaking pre-

maturely into the pharynx. The swallowing sequence begins with the move-

ment of the soft-palate postero-superiorly to close the nasopharynx. Almost

simultaneously, the tongue pushes up towards the palate, creating a travel-

ling wave of pressure [96]. In healthy adults, the closure of the nasopharynx

coincincides with the beginning of the stripping wave that propels the bolus

into the esophagus [42]. As the tongue moves upwards, the prepared bolus

may fall into the pharynx due to gravity, or it may be pushed through due

to the motion of the tongue. The superior surface of the tongue continues

pushing upwards, exerting pressure on the hard palate and squeezing the

tail of the bolus out of the oral cavity and into the pharynx.

Pharyngeal Phase

The pharyngeal phase of swallowing is involuntary, and begins as the bolus

enters the oropharynx. It is triggered by touch sensors on the pharynx. As

the glossopalatal junction (GPJ) opens and the bolus passes through it, the

pharynx is raised by the pharyngeal levator muscles to receive the bolus,

while airway protection mechanisms are triggered in order to prevent aspi-

ration of the bolus into the nasopharynx and the larynx. Nasopharyngeal

closure is achieved by the soft palate and superior pharyngeal constrictors.

Elevation of the tongue base is accompanied by elevation of the hyoid bone

and lowering of the epiglottis. The protection of the airway is achieved pri-

marily by closure of the vocal folds in the inferior to superior direction [78].

As the bolus nears the larynx, the arytenoid cartilege begins to close and

the epiglottis lowers to a horizontal position. The epiglottis continues to
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lower and direct the bolus away from the vocal folds. Pharyngeal peristalsis

is achieved through posterior motion of the base of the tongue and the ac-

tivation of the middle and inferior pharyngeal constrictors. These motions

squeeze any remnants of the bolus down towards the esophagus. The pha-

ryngeal phase ends when the bolus reaches the upper esophageal sphincter,

which is open to receive the bolus.

Esophageal Phase

Like the pharyngeal phase, the esophageal phase is also involuntary. The

esophagus contains rings of constrictor muscles along its length. The con-

strictor muscles contract sequentially to form another peristaltic wave, trig-

gered by touch sensors lining the esophageal wall, to push the bolus into the

stomach. Peristalsis continues as long as there is food within the esophagus.

2.1.1 Imaging of swallowing

Medical imaging is a powerful tool in modern medicine for both clinical prac-

tice and research. This section describes very briefly some of the most com-

mon imaging methods used in swallowing. Videofluoroscopic (VFL) studies

and fibreoptic endoscopic evaluation of swallowing (FEES) are currently be-

ing used in diagnostic imaging of dysphagia. In Japan, some researchers have

begun using dynamic computed tomography for diagnosis. Other imaging

techniques used for swallowing research include magnetic resonance imaging,

and ultrasound.
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2.1. Anatomy and physiology of swallowing

Figure 2.2: Videofluoroscopic image of subject swallowing barium. The
posterior of the bolus, contained in the oral cavity, has low image intensity
and is visible on the left side of the image. Image by Hellerhoff, distributed
under a CC BY 3.0 license [50].
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Videofluoroscopic swallowing study

The most common method for diagnostic imaging of swallowing is the vide-

ofluorographic (VFL) study, also known as a Modified Barium Swallow

(MBS) study. It is the current gold-standard method for clinical diagnosis

of dysphagia. The VFL creates and records 2D projections of the subject

using x-rays. There is good contrast between bones, soft tissues, and air

(see Figure 2.2). Differentiating soft-tissues is challenging as they all appear

with similar intensities in the resulting images. Subjects swallow food and

liquid mixed with barium, which provides contrast in the VFL images. The

work of Martin-Harris et al. [84] attempts to establish a standardized pro-

tocol for VFL studies combined with a grading scheme, called the Modified

Barium Swallow Impairment Profile (MBSImP).

Fibreoptic Endoscopic Evaluation of Swallowing

Fibreoptic Endoscopic Evaluation of Swallowing (FEES) provides a video

image of the pharynx, base of tongue, and larynx through the use of an

endoscope inserted through the nasal passage (see Figure 2.3). Although

FEES is more invasive than VFL, it is more accessible to clinicians, and does

not require the use of ionizing radiation. For swallowing, FEES has been

shown to be as sensitive as VFL in detecting premature spillage of the bolus

from the oral cavity, residue after the swallow, and laryngeal penetration

and aspiration [53].
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Figure 2.3: Fibreoptic Endoscopic view of the larynx. The epiglottis, base of
tongue, pharynx, and glottis are visible. Image by Med Chaos, distributed
under a CC BY-SA 3.0 license [16].

Figure 2.4: 320-row area detector CT mid-sagittal slice of swallowing. 4 ml
nectar-thick bolus is visible in the oral cavity with high image intensity.
Image courtesy of Fujita Health University [57].
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Figure 2.5: Realtime-MRI of mid-sagittal slice of a normal subject swal-
lowing pineapple juice. Image by Martin Uecker, distributed under a CC
BY-SA 3.0 license [118].

Dynamic Computed Tomography

Computed Tomography (CT) uses ionizing radiation to create 3D volumetric

images. Recently, 320-row Area Detector Computed Tomography (ADCT)

has been used to capture dynamic 3D images of swallowing at 10 frames

per second [57]. The subject is seated in either a 45◦ supine or semi-prone

position during imaging, and swallows a bolus mixed with barium, similar

to a VFL study (see Figure 2.4). Currently, ADCT is the only imaging

modality that captures fully 3D and dynamic images at rates sufficient for

oropharyngeal swallowing.

Real-time Magnetic Resonance Imaging

Magnetic Resonance Imaging (MRI) uses a magnetic field to excite hydro-

gen atoms in the body. In response to the magnetic field, the atoms emit
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Figure 2.6: Ultrasound image showing sagittal view of hyoid (low image
intensity) and thyroglossal duct cyst. Image by Laughlin Dawes, distributed
under a CC BY-NC 2.5 license [47].

a signal that is received by the MRI and processed to create 3D volumetric

images. Real-time MRI has been used to image healthy subjects swallowing

pineapple juice [118, 123] (see Figure 2.5). The sequence captures a single

slice at speeds of 24 frames per second. MRI does not involve the use of

ionizing radiation, and is a very attractive alternative to VFL and CT. How-

ever, it is not yet widely used, perhaps because of its relative inaccessibility

compared to VFL and FEES. Some concerns are that it requires the subject

to lie in a supine position, which may be dangerous for individuals unable

to maintain oral containment of a bolus.

Ultrasound

Ultrasound (US) images have been used successfully in swallowing research,

however is not currently used in diagnostic imaging (see Figure 2.6). They

are an attractive alternative to VFL and FEES because it is non-invasive

and does not use ionizing radiation. US images have been used to image
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tongue propulsion of boluses, hyoid motion, pharyngeal motion, and the

esophagus [17]. One interesting application of ultrasound is in imaging in-

fants during breastfeeding [38], where it can be used to image a milk bolus

passing from a breast or bottle, through the oral cavity, pharynx, and esoph-

agus.

2.1.2 Saliva

Saliva plays an important role in oral health. Decreased salivary flow, or hy-

posalivation, results in profound deterioration of oral homeostasis, increased

susceptibility to dental caries and infections, decreased regulation and con-

trol of the oral microflora [114]. Individuals with hyposalivation may also

experience impaired swallowing, or dysphagia [34, 100, 103].

Salivary gland hypofunction can be caused by developmental or con-

genital disorders [28], increased medication usage [113], systemic disorders

such as Sjögrens syndrome [35], radiotherapy-induced damage to salivary

acinar tissue [51], anxiety [8], and aging [1]. Evidence examining the ef-

fect of hyposalivation on swallowing, using an objective assessment method

such as videofluoroscopy, suggests that saliva is necessary for lubrication

and moistening of the oral mucosa and bolus, and that hyposalivation may

affect mastication, bolus formation and transport [43, 105]. A recent study

of chemoradiation patients finds a relationship between salivary flow rate

and swallowing efficacy [106]. Despite the fact that some of these studies

suggest that there is a critical relationship between saliva and swallowing,

other findings have failed to show a significant association [111]. For exam-

ple, a study of patients suffering from Sjögren’s syndrome [107], found no
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strong correlations between salivary flow rates and bolus transit times. The

exact nature of the relationship between saliva and swallowing is still not

well understood.

2.2 Fluid simulation

A fluid is any material in a state that continually deforms under shear stress,

such as liquids, gasses, and plasmas. In fluid dynamics, the material is as-

sumed to be a continuum even at infinitesimally small scales, ignoring in-

dividual molecules and their interactions. Fluids are assumed to obey the

laws of conservation of mass, momentum, and energy. In this work, we as-

sume that temperature remains constant throughout a simulation and does

not have an impact on the momentum of the fluid, allowing us to ignore

the conservation of energy equation. Although all fluids are somewhat com-

pressible, liquid flows at low speeds can be approximated as incompressible,

meaning the density is a constant.

When performing fluid simulation, one of the first choices that a modeller

needs to make is the method of representing the simulation domain. The

optimal choice depends on the problem being studied. For flows with static

geometry, for example air moving over an aeroplane wing or through a rigid

pipe, static Eulerian discretizations are generally the best choice because

they can be solved efficiently and accurately once a mesh is generated [27,

64]. A mesh discretizes the simulation domain with a finite number of small

“cells” or “elements” with non-zero volume. Quantities of interest, such

as the density, velocity, and pressure, are stored relative to the mesh. For
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example, pressure might be stored at the centre of each cell, while velocities

might be stored at the middle of a cell wall, or at a cell corner.

An Eulerian discretization is one where the mesh that represents the

domain is not changed or moved for the duration of the simulation. For

example, a network of weather stations on the ground that measures wind

speed, pressure, and temperature tracks these quantities as a function of

time at fixed locations, forming an Eulerian representation of the geograph-

ical area that they span. A Lagrangian discretization is one where each cell

in the mesh always surrounds the same material. As the material moves,

the cell walls moves as well so that the same volume of material remains

within the cell from the start to the end of the simulation. Lagrangian

methods have limited use in fluid simulation because of the large amount of

distortion that occurs for many fluid flows. As the mesh distortion increases,

cells can become long and thin causing the volume of each cell to approach

zero, or even become negative, causing the simulation to become unstable.

At this point, the simulation stops and can only continue once the domain

is remeshed, and quantities are transferred from the old to the new mesh.

Generating a suitable mesh may be a non-trivial problem and, depending

on the type of elements used, may require significant manual intervention.

Interpolation of variables from one mesh to another may result in undesir-

able numerical diffusion, an artificial source of damping. If there is only a

moderate amount of movement of solid geometry, the Arbitrary-Lagrangian-

Eulerian (ALE) technique can accommodate the motion without the need

to remesh, while maintaining most of the desirable properties of an Eulerian

simulation [26].
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Free-surface simulation

Simulating a liquid bolus in the oropharynx is challenging because there are

actually two fluids to consider, the bolus and the air, with an unknown in-

terface between them, a so-called free-surface problem. Explicit simulation

of the air phase is probably unnecessary for swallowing because of its low

density relative to most liquids. Meshed Lagrangian simulations are attrac-

tive for free-surface problems because the cell walls of the mesh can be used

to represent the free surface. However this approach encounters issues if it

reaches a point there is a large amount of movement in the fluid that causes

significant mesh distortion. For example, a thin streak of fluid is hard to

represent without using an intractable number of elements.

Eulerian simulations have been modified to represent free-surfaces us-

ing techniques such as Volume-of-Fluid (VOF) [52, 117], where an addi-

tional scalar, between zero and one, representing the fraction of fluid oc-

cupying each cell is tracked and advected in addition to the other physical

quantities. Level-set techniques [31, 108] work similarly to VOF, but the

free surface is represented implicitly as the zero level of a scalar field rep-

resenting signed distance to the free-surface. Hybrid techniques such as

Particle-In-Cell (PIC)/Marker-and-Cell (MAC) [46], Fluid-Implicit-Particle

(FLIP) [11, 125] employ a background Eulerian grid and advect discrete

particles in order to track the fluid phase.
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Moving boundary handling

Another major difficulty of bolus simulation is the moving boundaries in

the aerodigestive tract which deform significantly in order to both propel

the bolus and protect the airway. This result in parts of the simulation do-

main collapsing completely and then reopening, making meshing an extreme

challenge.

Eulerian methods can be modified to accommodate irregular and mov-

ing boundaries using techniques such as Immersed Boundaries [88, 102]. Of

these Immersed Boundary techniques, there are those designed for thin fila-

ments [9, 124], which are two-way coupled and must include a model of the

solid mechanics, and those for irregular boundaries for which the solids are

treated as “rigid” (though they may change position) [29, 65, 90]. Hybrid

methods such as PIC/FLIP have been reformulated to handle arbitrarily

aligned solids by using a variational formulation to derive a coupled pres-

sure solve [5].

2.2.1 Mesh-free methods

Recently, mesh-free methods have become popular for solving fluid free-

surface problems because they can easily handle the fluid-air interface [6].

Their most defining feature is that lack of the mesh-defined connectivity

that traditional Lagrangian and Eulerian methods rely on, resulting in a

big advantage when there is a moving interface because mesh-free meth-

ods do not require remeshing. Mesh-free methods are Lagrangian, as their

computation points move with the material, meaning there is no need to
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solve for the advection term in the momentum equation, a non-linear term

that can be challenging to handle correctly. In general, however, they are

computationally more expensive than the traditional meshed methods, and

imposition of boundary conditions can be challenging. The increased com-

putational cost is partially offset because mesh-free methods do not require

a mesh to be generated.

The oldest and most popular mesh-free method for fluid simulation is

Smoothed Particle Hydrodynamics (SPH), which was originally formulated

to solve problems in astronomy [40, 80, 91]. Many mesh-free methods have

been developed for fluid simulation, such as the Moving Least Squares (MLS)

method [7] and Moving Particle Semi-Implicit (MPS) [67, 68], but this work

will focus on the SPH method.

2.2.2 Smoothed Particle Hydrodynamics

Smoothed Particle Hydrodynamics (SPH) was first adapted for incompress-

ible free-surface fluid simulation by Monaghan et al. [92]. Typical SPH

derivations begin by considering that a smooth function in a domain χ may

be reproduced exactly under convolution with the Dirac delta function:

f(x) =

˚

χ

f(x′) δ(x′ − x) dx′ (2.1)

The representation is then transformed to a smoothed approximation by

replacing the delta function with a “kernel” function, usually a polynomial
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approximation to the Gauss function, with local support:

〈f(x)〉 =

˚

χ

f(x′)W (x′ − x, h) dx′, (2.2)

where W (x′ − x, h) is the kernel function, centered at 0 and scaled by h,

a “smoothing length” which determines the extent of the interaction. As

h approaches zero, W (x, h) tends towards the Dirac delta function. The

kernel is defined to have local support, so that W (x′ − x, h) = 0 for anything

outside of its support domain, Ω. This allows the integral in equation (2.2)

to be evaluated over the truncated domain Ω:

〈f(x)〉 =

˚

Ω

f(x′)W (x′ − x, h) dΩ. (2.3)

Monaghan’s first paper [92] applies the SPH equations to the inviscid,

incompressible Navier-Stokes equations (the Euler equations). It uses weak

compressibility and an artificial speed-of-sound to solve for pressure. An ar-

tificial damping term is included to damp pressure oscillations and maintain

stability. Special repulsive-force particles are placed along boundaries to

prevent SPH particles from passing through solid boundaries. A Newtonian

viscosity term was first described by Morris et al. [95], who also describe

a surface-tension term [94]. The viscosity term was later validated in 3D

by Sigalotti et al. [110]. It has been used for diverse applications such as

large wave modelling in dam breaks [71], mud-flows [109], and high-pressure

die-casting [18].

Monaghan’s damping/stabilization term is capable of adding a signifi-
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cant amount of viscous damping (energy loss) to a simulation. The work

of Colagrossi et al. [19] use a moving least squares (MLS) filter to smooth

density variations in the fluid, and also show that it is applicable for explicit

two-phase simulations with high density ratios between the liquid and gas.

The MLS filter conserves energy and also reduces the amount of energy loss

in Monaghan’s damping term. However, this filter was found to disrupt the

total volume of fluid for long simulations by Antuono et al [3]. Marrone et

al. [83] describe a numerical viscous damping term that, when applied to

weakly compressible solvers, smooths the pressure field significantly with-

out adding unwanted viscosity to the flow while also preventing numerical

instability.

Non-Newtonian fluids in SPH

Generalized non-Newtonian fluid models are idealized representations of

flows where the apparent viscosity, represented in this thesis by µeff , de-

pends only on the shear rate, γ̇. Some of the common viscosity models

include power-law, Herschel-Bulkley, Bingham, and Cross. Non-Newtonian

fluids have been modelled with SPH, mostly explicitly. Shao and Lo [109]

simulated a Cross fluid to model mud flow. Xu et al. [122] perform a 3D

simulation of a Cross fluid to model droplet impacts, thin-plate injection

mold, and jet buckling. Hosseini et al. [56] simulate power law, Herschel-

Bulkley, and Bingham viscosity models using an explicit solver. Explicit

viscosity solvers place a severe time-step restriction on the simulation. The

maximum time step size typically depends on the order of ∆x2, while an

explicit pressure solve limits time steps to the order of ∆x. To make mat-
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ters worse, the viscosity time step restriction scales with the inverse of the

viscosity. For a power-law fluid at rest, the effective viscosity is infinity. Fan

et al. [30] describe an implicit formulation in 2D for the viscosity term in

the momentum equation which does not limit the time step size, however

it requires solving a large system of equations. For high effective viscosi-

ties, this can result in much larger time step sizes and faster simulations,

although the cost of solving the each time step is high.

Incompressible SPH formulations

The first truly incompressible SPH method (PSPH) was described by Cum-

mins and Rudman [22]. They use an approach analogous to a “fractional-

step” method in meshed techniques, and describe an approximate Laplacian

operator, similar to Morris et al.’s viscous diffusion term, to perform an im-

plicit pressure projection. They take a fractional step to advance velocity

and then use the divergence of velocity as a source term to solve for the

pressure. Boundary handling was performed using reflected particles, with

special handling for 90◦ corners. Contrary to explicit SPH methods, the im-

plicit pressure solve requires an explicit definition of the free-surface bound-

ary so that the zero boundary condition can be applied correctly. Shao and

Lo [109] use a symmetric version of Cummins and Rudman’s Laplacian oper-

ator but use a source term derived from a fractional computation of density

instead of divergence of velocity. Their boundary handling used fixed ghost

particles instead of fictitious reflected particles. Both of these methods were

developed for 2D, and with walls containing 90◦ degree bends only. It is not

obvious how these methods can be extended in general to arbitrary boundary
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shapes. Incompressible solvers generally show much smoother pressure con-

tours than weakly-compressible solvers [71], however setting up and solving

the pressure projection equation can be time consuming, though this may

be offset by the ability to take larger time steps while still remaining stable.

Additionally, care must be taken when defining the free-surface interface

as this forms a boundary condition in the pressure solve and as such, the

pressures are sensitive to this definition.

Insufficient kernel support and the γ correction term

Near solid walls, two problems arise with SPH: applying boundary condi-

tions, and handling the truncated kernel support. The truncated kernel

support arises near walls and causes the integral in equation 2.3 to under

represent the true value of f(x). Bonet and Kulasagaram re-formulate SPH

as an Euler-Lagrange problem and the resulting formulation, in the absence

of viscosity, conserves linear and angular momentum. During this process,

they introduce a corrective term, γ, into the SPH formulation that corrects

for the insufficient kernel support problem [10, 69],

γ(x) =

˚

Ω

W (x′ − x, h) dΩ, (2.4)

which evaluates to unity within the fluid and less than unity when close to

a solid wall or free surface. The modified SPH interpolation equation is

〈f(x)〉 =
1

γ(x)

˚

Ω

f(x′)W (x′ − x, h) dΩ. (2.5)
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One of the main challenges with this approach is that γ and its gradient are

difficult to compute accurately. They address this problem by pre-computing

γ and then approximating its value with a spline function based on distance

to walls. Special handling is required for corners and irregular geometries.

The Unified Semi-Analytic Wall (USAW) SPH method extends the work

of Bonet and Kulasegaram. Ferrand et al. describe an efficient and accurate

method for computing γ by describing an analytic solution for ∇γ when

using the 5th-order Wendland kernel [32], and solve for γ by integrating it

in time along with other physical variables. Leroy et al. extend USAW SPH

to solve for pressure implicitly [72], as well as to include a k − ε turbulence

model. The USAW methods mentioned so far have only been applicable for

2D solvers. Mayrhofer et al. extend the method to 3D [85]. One of the

limitations of the USAW method is that the analytic calulation of ∇γ has

only been formulated for the Wendland kernel. Mayrhofer et al. describe

a theoretical approach for accomodating moving boundaries in 3D, however

they do not describe a discretized approach and application. Additionally,

they have not yet adapted their formulation for non-Newtonian materials.

2.3 Fluid simulations of swallowing

Computer simulations of swallowing in the oropharynx has been performed

by other researchers in the past, however many of the models were cre-

ated with simplified geometries of the airway. For example, Chang et al.,

in [15], model a Newtonian fluid in a axisymmetrized pharynx, from the

glossopalatal junction to upper esopahagel sphincter (UES). They use a
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2.3. Fluid simulations of swallowing

finite-element solver on a mesh with prescribed boundary motion, and as-

sume there is no air. The boundary motion is interpolated from the work of

Kahrilas et al. [62] and Cook et al. [21], who use bi-plane videofluoroscopy

to determine opening diameters of the oropharynx and UES, respectively.

Inlet conditions are prescribed by applying a pressure for the duration of

GPJ opening, and a velocity estimated from the literature. A pressure of

zero is prescribed at the outlet when the UES is open. The authors suggest

that this work could be used to predict pressure profiles in the pharynx.

This work is extended to 3D in [14] using a K-SNAKE algorithm applied

to bi-plane fluoroscopy images, and assuming that pharyngeal cross sections

have an elliptical shape. Meng et al. [87] extend the 2D work in [15] by

modelling a non-Newtonian power-law fluid instead of a Newtonian fluid.

3D visualization of oropharyngeal swallowing from medical images were

created in [61] and [73], as an aggregate of multiple swallows. Their work

did not simulate the bolus, but used image data to visualize it.

Nicosia et al. [99] approximate bolus ejection from the oral cavity by

simulating two approaching parallel plates in 2D axisymmetric coordinates

by solving for the stream and vorticity functions. They used this model to

study the pressure required to clear half of the bolus from the oral cavity as

viscosity varies. The work was extended in [98] to study the effect of partial-

slip boundaries on the shear rates and ejection times of a bolus. In another

study by Nicosia [97], an ALE simulation was solved with finite-elements to

study oral containment of a bolus on a tongue subject to “lingual pumping”

gestures exhibited in some subjects prior to swallowing. The simulation was

in 2D and used geometry derived from videofluoroscopic images [62].
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Mizunuma et al. [89] used a static CT scan as the basis for creating a

realistic 3D geometry of the oral cavity and pharynx. Movement of solids

was derived from videofluoroscopic data The solids simulation used finite-

elements, and a solid visco-elastic finite element model represented the bolus.

Sonomura et al. [112] used similar geometry but replaced the volumetric

FE organs with shell elements, and performed a fluid simulation of the

bolus using volume-of-fluids to represent both water and a starch-thickened

non-Newtonian bolus. Kikuchi et al. [63] use a mesh-free MPS method to

simulate the organs and bolus, using structures derived from CT data and

motion derived from videofluoroscopic images.

Outside of swallowing itself, mastication has been simulated using SPH

by Harrison et al. [48, 49]. They use an elastobrittle SPH material model to

represent agar gel and its fracture during mastication.

2.4 Segmentation and modelling from 4D

imaging data

Recent advances in dynamic Area Detector CT (ADCT) now allow for 3D

and time imaging of dynamic phenomena such as swallowing. The current

state of the art uses a 320-row ADCT to capture dynamic 3D images [36, 57].

The amount of detail in these images is stunning, and allows us to study

dynamic oropharyngeal swallowing in 3D. A fluid simulation of the liquid

bolus in the oropharynx would allow us to study physical phenomena related

to swallowing, such as xerostomia (dry-mouth), and how it affects bolus flow.

Commercial software, such as Amira or Mimics, are not currently ca-
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2.4. Segmentation and modelling from 4D imaging data

pable of extracting a dynamic surface from 4D CT data that is suitable

for simulation. Much of the published literature on 4D segmentation has

been focused on the heart, and use model based approaches to identifying

structures. McInerney et al. [86] use a model based approach that utilizes

an expanding sphere in order to segment the left ventricle and track its mo-

tion in 4D. A Finite Element model provides regularizing forces based on

stretching and curvature. Montagnat et al. [93] define a 4D simplex-based

framework in order to segment the left ventricle. Their framework allows

for curvature-based regularization, or a statistical-model-based regulariza-

tion in both space and time. Some approaches use statistical models that

make use of prior knowledge of the shape of the heart and its motion [58, 81],

or take advantage of the cyclic nature of the heart beat and use a Fourier

analysis [24, 74].

Because the ability to generate 4D images of the airway is so new, to the

best of the author’s knowledge there has been no work done yet in modelling

the airway from 4D CT images. Statistical models can not be leveraged until

a sufficiently sized training set has been created. 4D images of oropharyngeal

swallowing contain challenges that are not present in images of, for example,

the left ventricle. The airway is the void space defined by surrounding organs

such as the tongue, hard- and soft-palate, pharynx, and the esophagus. The

esophagus is initially closed and pressed flat, typically providing no contrast

unless an air bubble is trapped or the bolus is passing through it. It runs

parallel and very near to the trachea, which has very strong edges between

the airway and the air. During the propulsion phase of swallowing, the oral

cavity and pharynx collapse completely, also resulting in very little edge
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contrast over large parts of the region. The vocal folds and nasopharynx are

also squeezed shut in order to protect the airway. To add further difficulty,

the bolus, when stationary, provides ample contrast with surrounding soft

tissues, however once it begins to move, its contrast lowers to the point

where it has similar intensity to the soft tissues, making edge identification

more difficult. Blurring and ghosting artifacts in the images further edge

detection methods. Volumetric model based methods that take advantage of

physical constraints such as incompressibility can not be used to regularize

the segmentation unless all of the organs are registered individually.

2.5 ArtiSynth biomechanics toolkit

ArtiSynth is a Java-based toolkit for solving multibody physics problems [77].

It includes a physics library that can perform coupled rigid-body and finite-

element simulations, along with complex tasks such as the ability to resolve

collisions and solve inverse simulation problems. ArtiSynth’s main applica-

tions are for simulation of biomechanics problems in the human body. It

has been used to simulate many anatomical structures and functions such

as speech [45], tongue motion [115], face [33], foot [79], and mandibular

motion [2]. The SPH model and oropharyngeal swallowing simulations de-

scribed in this thesis are implemented in ArtiSynth. They utilize its graphics

rendering capabilities, user interface, vector math library, hierarchical tree

representations, and proximity detection methods.
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Chapter 3

Smoothed Particle

Hydrodynamics for fluid flow

Smoothed Particle Hydrodynamics (SPH) is now a popular method for sim-

ulating free-surface flows of liquids. This chapter describes extensions to a

state-of-the-art SPH method, the ability to simulate non-Newtonian materi-

als in 3D moving walls, that are necessary for a swallowing simulation. SPH

is a Lagrangian method, meaning simulation points remain “fixed” to a ma-

terial point. The simulation points are referred to as “particles”. Movement

of a point represents movement of a quanta of material. SPH is a mesh-free

method, meaning there is no formally defined connectivity between a parti-

cle and its neighbours. Instead, each particle can be thought of as exerting

an influence on its neighbours, where the strength of this interaction scales

with a “kernel” function.

SPH is most commonly used to represent free-surface flows of high-

Reynolds problems, such as dam breaking [83] and sloshing tanks [3]. We

believe that with some modification, SPH can be adapted for use in an

oropharyngeal swallowing simulation. Its advantages over traditional meth-

ods are that it implicitly handles free surfaces and splitting and merging of
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3.1. Classic Smoothed Particle Hydrodynamics formulation

fluids without any special handling. This chapter describes the basic for-

mulation of SPH, and the Unified Semi-Analytic Wall (USAW) approach to

dealing with solid boundaries. One of the primary contributions of this the-

sis are extensions to the USAW SPH method to be able to simulate moving

walls in 3D, and non-Newtonian fluids. They are described in sections 3.2.2

and 3.2.3, resp. At the end of the chapter, Couette flow, startup Hagen-

Poiseuille flow, a lid-driven cavity problem, and non-Newtonian Hagen-

Poiseuille flow are simulated with our extended SPH method. The results

are compared to theoretical solutions, or in the case of the lid-driven cavity, a

canonical solution to the problem. The extended USAW SPH method shows

good agreement with accepted solutions, and approximately first-order con-

vergence.

3.1 Classic Smoothed Particle Hydrodynamics

formulation

Typical SPH derivations begin by considering that a smooth field in a do-

main χ may be reproduced exactly under convolution with the Dirac delta

function [75, 76]:

f(x) =

˚

χ

f(x′) δ(x′ − x) dx′ (3.1)

The representation is then transformed to a smoothed approximation by

replacing the delta function with a “kernel” function, usually a polynomial
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3.1. Classic Smoothed Particle Hydrodynamics formulation

approximation to the Gauss function.

〈f(x)〉 =

˚

χ

f(x′)W (x′ − x, h) dx′ (3.2)

where W (x′ − x, h) is the kernel function, centered at 0 and scaled by h, a

“smoothing length” which determines the extent of the interaction.

The kernel is defined to have local support, so that W (x′ − x, h) = 0

for anything outside of its support domain, Ω. This allows the integral in

equation (3.2) to be evaluated over the truncated domain Ω:

〈f(x)〉 =

˚

Ω

f(x′)W (x′ − x, h) dΩ (3.3)

The kernel should also be normalized to unity,

ˆ

Ω

W (x′ − x, h)dx′ = 1. (3.4)

Spatial discretization is performed by seeding the domain with SPH par-

ticles, each having mass and density. The continuous approximation (3.3)

is then discretized:

(f(x)) =

N∑
b

f(xb)W (xb − x, h) ∆Vb (3.5)

where the summation is over the N particles near x for which the kernel

function W is not equal to 0, and xb is the position of neighbour particle

b. See Figure 3.1 for a 2-D example. ∆Vb is the volume represented by the

neighbour particle, and is defined as the mass divided by density ∆Vb = mb
ρb

.
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∂Ω

Ω

x

W (x)

Figure 3.1: Example 2-D particle distribution for an SPH fluid particle
(black circle) with full support over its domain Ω (dotted area). The do-
main boundary is designated by ∂Ω (dashed circle). A typical 1-dimensional
kernel function W (x) is overlaid. Notice that W (x) = 0 for x ∈ ∂Ω.

3.1.1 Spatial derivatives

SPH offers a simple method for estimating spatial derivatives. For a diver-

gence,

〈∇ · f(x)〉 =

˚

Ω

[∇ · f(x′)]W (x′ − x, h) dΩ (3.6)

and after integrating by parts,

〈∇ · f(x)〉 =

˚

Ω

∇ · [f(x′)W (x′ − x, h)]dΩ−
˚

Ω

f(x′)[∇W (x′ − x, h)] dΩ

(3.7)

Application of Gauss’s (divergence) theorem to the first term of the
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right-hand side of this equation yields

〈∇ · f(x)〉 =

‹

∂Ω

[f(x′)W (x′ − x, h)]dS−
˚

Ω

f(x′)[∇W (x′ − x, h)] dΩ

(3.8)

where S is the area element in the direction of the face normal.

SinceW (x′ − x, h) is defined to be 0 (see Figure 3.1) on the boundary ∂Ω,

the first term is usually dropped, leading to the final gradient approximation:

〈∇ · f(x)〉 = −
˚

Ω

f(x′)[∇W (x′ − x, h)] dΩ. (3.9)

The derivative is now applied to the kernel function, defined analytically, and

so it is very simple to evaluate. This equation is discretized and summed,

as in equation 3.5.

The above assumption holds as long as the fluid integration domain is

covered adequately with particles. However, if the fluid domain is truncated

by a solid wall, this assumption no longer holds. This is one of the sources

of the “particle deficiency” problem.

In practice, the following equivalent forms of the spatial derivatives are

discretized since they demonstrate improved stability.

∇ · f(x) =
1

ρ
[∇ · (ρf(x))− f(x) · ∇ρ] , (3.10)

and,

∇ · f(x) = ρ

[
∇ ·
(
f(x)

ρ

)
+
f(x)

ρ2
· ∇ρ

]
. (3.11)

After applying the SPH discretization method, the symmetrized forms
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of the derivative appear:

(∇ · f(x))a =
1

ρa

N∑
b

mb (f(xb)− f(xa)) · ∇W, (3.12)

and,

(∇ · f(x))a = ρa

N∑
b

mb

(
f(xb)

ρ2
b

+
f(xa)

ρ2
a

)
· ∇W, (3.13)

3.1.2 SPH for the incompressible, viscous, Navier-Stokes

equations

The typical SPH approach to solving the incompressible Navier-Stokes was

first presented by Monaghan [92]. Incompressibility is weakly enforced

through a stiff equation of state utilizing an artificial speed of sound. For

the viscosity term, we use the method described by Morris [95].

For a Lagrangian system, the incompressible Navier-Stokes equations

may be written as

Dv

Dt
= −1

ρ
∇p+

1

ρ
(∇ · µ∇) v + B (3.14)

Dρ

Dt
+ ρ∇ · v = 0 (3.15)

where v is the velocity, D
Dt is the total derivative, ρ is the density, p is

pressure, µ is the Newtonian viscosity, and B is the body force (e.g. gravity)

per unit volume.

We use the following equation of state to relate the density changes to
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the pressure [94]:

p = c2 (ρ− ρ0) , (3.16)

where ρ is the density of the current particle, ρ0 is the reference density

of that particle, and c is an artificial speed of sound in the fluid, chosen

large enough so that incompressibility is approximately obtained, but small

enough so as not to make the time step size too restrictive.

Applying the SPH discretization operator (3.12) to the continuity equa-

tion (3.15) yields the formula for updating each particle’s density:

Dρa
Dt

= −
N∑
b

mbvab · ∇W (3.17)

where we use vab as short-hand for va − vb. The density of each particle is

then updated explicitly.

For the momentum equation, the contribution from the pressure term is

computed using equation (3.13):

(
1

ρ
∇p
)
a

=

N∑
b

mb

(
pa
ρ2
a

+
pb
ρ2
b

)
∇W. (3.18)

The diffusion term in the momentum equation is evaluated using the method

described by Morris [95]:

(
1

ρ
(∇ · µ∇)v

)
a

=
N∑
b

mb(µa + µb)vab
ρaρb

(
1

rab

∂W

∂ra

)
(3.19)

where rab is the distance between particles a and b.
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3.1.3 Boundary handling in SPH

When fluids interface with the air, the air pressure is assumed to be zero,

and this is handled implicitly by the pressure formulation by the lack of

particles representing an air phase [76]. Similarly, shearing forces from the

air are assumed to be negligible. These assumptions are reasonable for many

applications.

Interfaces with solid walls are much more difficult to handle properly,

and their representation in SPH is one of the primary differentiators between

different methods. The traditional methods for dealing with solid walls are

those of repulsive forces [92], dummy particles [95], and mirror particles [22].

Dummy particles require special placement around irregular boundaries in

order to maintain correct densities. Similarly, mirroring requires special

handling of corners to maintain a correct particle density. For irregular

moving boundaries such as those found in the human body these methods

would be unable to correctly represent the solid wall. In this chapter we use

repulsive force particles that prevent fluid particles from penetrating into

solid walls. They are easily placed along an irregular boundary have no

issues with moving geometry. However they are unable to enforce a no-slip

boundary condition correctly.
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3.1.4 Smoothing pressures with δ-SPH

In order to stabilize an explicit time integration scheme, Monaghan [92] uses

an artificial viscosity term that damps vibrations.

Πab =


−αcµab
ρab

, uab · rab < 0

0, otherwise

(3.20)

where µab = (µa+µb)/2, ρab = (ρa+ρb)/2, c is the speed of sound, and α is

a parameter that can be tuned based on the simulation. This term is added

within the pressure summation term of the momentum update equation.

In our experiments we found that this term adds some undesirable viscous

damping in addition to numerical damping.

The work of [3] proposes a new damping term that is purely numerical.

The method is given the name of δ-SPH [83]. In their work they use fixed

boundary particles to represent boundaries. We find that it works well,

without modification, with the USAW SPH scheme and produces relatively

smooth pressure distributions even with an explicit solver and a high speed

of sound. In our experiments it stabilizes the simulation without adding

a significant amount viscous damping, and therefore replaces Monaghan’s

damping term entirely.

The δ-SPH method adds additional damping terms to the SPH update

equations,

Dρa = ξhc
N∑
b

mb

ρb
ψab · ∇W, (3.21)
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Dpa = αhcρa

N∑
b

mb

ρb
πab∇W, (3.22)

where the terms Dρa and Dpa are added to the density and momentum updates

for particle a, respectively, c is the speed of sound, and h is the kernel

smoothing length. ξ and α are constants that that control the amount of

damping. In our experiments, both are set to 0.02, and with some informal

testing we found that simulation results are not sensitive to this choice. ψab

and πab are defined as

ψab = 2(ρb − ρa)
rb − ra
|rb − ra|2

, (3.23)

πab =
(ub − ua) · (rb − ra)

|rb − ra|2
, (3.24)

3.2 Unified Semi-Analytic Wall SPH

This section briefly describes the evolution from the classic SPH formula-

tion to the Unified Semi-Analytic Wall (USAW) method of boundary han-

dling [32, 72, 85]. We demonstrate how 3D moving boundaries, such as those

found in the airway, can be simulated using the USAW SPH method. Next,

we present a formulation for non-Newtonian viscosities using USAW SPH.
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∂Ω

Ω

W (x)
W (x) 6= 0,
∀x ∈ ∂Ω

Figure 3.2: Example particle distribution for an SPH fluid particle (black
circle) with truncated support over its domain Ω (dotted area). The domain
boundary is designated by ∂Ω (dashed circle). A typical 1-dimensional ker-
nel function W (x) is overlaid. Notice that unlike Figure 3.1, W (x) 6= 0 for
∀x ∈ ∂Ω.

3.2.1 Solid boundaries and insufficient domain

representation

The truncated support domain causes two problems in the SPH approxima-

tion, the first is that the kernel is no longer normalized, and the second is

that the value of the kernel on the boundary is no longer zero, and so the

boundary terms can not be dropped. Bonet and Kulasegaram address the

first issue in [10, 69] by beginning from a variational formulation for a parti-

cle system and introducing a scaling term to 3.2 the interpolation equation

by γ, a renormalization factor.

〈f(x)〉 =
1

γ

˚

χ

f(x′)W (x′ − x, h) dx′, (3.25)
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γ =

ˆ

Ω

W (x′ − x, h)dx′ (3.26)

However the computation of γ is non-trivial and an accurate method of

evaluation is required. Their variational formulation leads to a new term in

the pressure equation that accounts for boundary forces, which includes a

derivative of γ term.

Ferrand et al. [32] reformulate the boundary force term (∇γ) and their

group further expand the method to include turbulence, a 2D truly incom-

pressible pressure solve [72], and into 3D [85]. Much of the challenge is in

finding an accurate and efficient method for evaluating γ and ∇γ.

The density and momentum updates, equations (3.17 - 3.19), have had

their boundary terms dropped due to the assumption that the kernel-function

W (x′−x, h) is nil on the boundaries. This assumption is true for fluid par-

ticles that are far from a wall, but does not hold near solid boundaries (see

Figure 3.2). The equations (3.12 - 3.13) are re-written here with the surface

terms and renormalization terms included:

(∇ · f(x))a =
1

γaρa

N∑
b

mb (f(xb)− f(xa)) · ∇W

− 1

γaρa

K∑
k

ρk (f(xk)− f(xa)) · nW∆S (3.27)
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(∇ · f(x))a =
ρa
γa

N∑
b

mb

(
f(xb)

ρ2
b

+
f(xa)

ρ2
a

)
· ∇W

− ρa
γa

K∑
k

(
f(xk)

ρk
+ ρk

f(xa)

ρ2
a

)
· nW∆S (3.28)

where the second term on the right-hand side of each equation is the bound-

ary term, K is the set of boundary elements that intersect the sphere of

influence, Ω, of particle a, xk is the centroid of the surface element k, n

is the unit-normal perpendicular to the surface element k, and ∆S is the

magnitude of the area of the surface element.

These modified boundary terms are applied to equations (3.17) and (3.18),

the density update equation and pressure term of the momentum equation,

respectively.

Dρa
Dt

= − 1

γa

N∑
b

mbvab · ∇W +
1

γa

K∑
k

ρkvak · nW∆S (3.29)

(
1

ρ
∇p
)
a

=
1

γa

N∑
b

mb

(
pa
ρ2
a

+
pb
ρ2
b

)
∇W − 1

γa

K∑
k

(
ρk
pa
ρ2
a

+
pk
ρk

)
· nW∆S

(3.30)

The same procedure can be applied to the diffusion term (3.19) and the

following equation is obtained:

(
1

ρ
(∇ · µ∇)v

)
a

=
1

γa

N∑
b

mb(µa + µb)vab
ρaρb

(
1

rab

∂W

∂ra

)

− 1

γaρa

K∑
k

(µa + µk)W (∇v · n)k ∆S. (3.31)
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3.2. Unified Semi-Analytic Wall SPH

Evaluating equations (3.29 - 3.31) requires for the velocity gradient dot-

ted with the surface normal (∇v · n), for each surface element k. The next

section discusses how this estimate is computed.

Estimating velocity gradient at the wall

The computation of the velocity gradient is not trivial due to the fact that

particle distributions may be sparse and irregular. Consider the case where

only one particle is near enough to a boundary element to influence it;

there is inadequate information to compute the full tensor ∇v. However,

note that the full gradient is not required in equation (3.31), and that it

only contributes to the viscous term after being multiplied by the surface

normal, ∇v · n.

In the viscous formulation by Morris for fluid particles, the velocity gra-

dient is only evaluated in the relative direction between the two particles.

A finite-difference approximation gives a good estimate for this quantity.

After transforming the integral using the divergence theorem, the term that

appears is ∇v · n. Using the finite-difference approach for the boundary

terms would work for flat and concave boundaries, such as plane Couette

flow and Hagen-Poiseuille flow. However it would be unstable for bound-

aries with convex curvatures, such as over a sphere or a bluff body. This

instability arises because there is not enough information to give a good

estimate for ∇v · n when the surface normal and relative position vectors

are perpendicular or near-perpendicular (see Figure 3.3).

To overcome this difficulty, it is assumed that for any fluid particle a,

∇v · n is constant over the surface area under integration. It is defined by
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y

x

dS

n

∆y = 0

Figure 3.3: This figure illustrates the difficulty in getting an estimate for
∇v·n for the differential surface element dS, using a fluid point (filled circle)
perpendicular to the surface normal, n. This situation occurs for geometries
where the fluid is contained in a non-convex boundary. There is inadequate
information to estimate any shear components since ∆y between dS and the
fluid particle is nil.

using the point on the solid surface which is closest to a, denoted rg, and by

assuming the surface normal at rg is in the direction of rag (see Figure 3.4).

The following formula is then used:

(∇v · n)a =

[
1

rag
vag ⊗ ng

]
· ng (3.32)

ng =
rag
rag

. (3.33)

Equation (3.32) simplifies to:

(∇v · n)a =
1

rag
vag, (3.34)

which is simply the finite difference approximation of the velocity gradient in

the direction of particle a from point g using reflective boundary conditions.
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∂Ω

y

x

an

g

Figure 3.4: The vector ∇v · n is assumed to be constant over ∂Ω for a fluid
particle a where it is truncated by the wall. To compute ∇v · n, the point
on the wall nearest to a, denoted g and indicated with a grey circle, is used
in the computations. Additionally, it is assumed that the normal n points
from g to a. This assumption is good near solid walls with low curvature,
but gives the appearance of a “smoothed” wall near sharp, convex corners.

This approximation results in the following viscous term being used:

(
1

ρ
(∇ · µ∇)v

)
a

=
1

γa

N∑
b

mb(µa + µb)vab
ρaρb

(
1

rab

∂W

∂ra

)

− 1

γaρa

(
1

rag
vag

)
a

K∑
k

(µa + µk)W∆S (3.35)

This scheme has the added benefit of being computationally efficient, since

(∇v · n)a is only evaluated once for each particle in the vicinity of a solid

wall, as opposed to being evaluated for each differential surface element in

the vicinity of the particle.

Surface discretization

When using a triangular mesh to represent a solid boundary, the triangles

may not be of a similar size to the inter-particle spacing. Triangles that
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are much smaller than the particle spacing do not pose an issue except that

evaluating surface integrals may be inefficient. If triangles are much larger

than the particle spacing, a pre-processing step can be performed checking

each triangular element for size. If the length of the longest edge is larger

than the initial particle spacing, the triangle is subdivided into four smaller

triangles. This process is repeated recursively until none of the elements

has any edge longer than the initial particle spacing. The centre of each

sub-element is used in distance computations to fluid particles; that is, a

triangle’s area may be excluded from surface integration if the barycentric

centre of the triangle is too far from a particle, even if some part of the

triangle does lie within the fluid particles’ sphere of influence Ω. Conversely,

a triangle’s full area may be included in the computation even though some

of it may fall outside of Ω. This results in the method having some sensitivity

to the quality of the surface discretization.

Care must also be taken when defining the initial distribution of fluid

particles. Each SPH fluid particle can be considered as representing a volume

of fluid, with volume dV = m/ρ. One edge of this volume of fluid is typically

the plane halfway between this particle and its nearest immediate neighbour.

With this in mind, particles adjacent to a wall should initially be placed away

from the wall at a distance of half the initial spacing between particles. If

one is not careful, an incorrect volume of fluid may be created. Placing

particles on the surface of the mesh can alleviate this issue, however for

irregular meshes that deform, this method may not be suitable.

50



3.2. Unified Semi-Analytic Wall SPH

3.2.2 Moving boundaries in 3D

The work of Mayrhofer et al. [85] extends the USAW SPH method to three

dimensions. The main challenge is the evaluation of the∇γ term in 3D. They

demonstrate an analytical method for determining ∇γ, however it requires

the use of the 5th order Wendland kernel [120]. In order to evaluate γ at

a time t, γ can be initialized at time zero and then integrated numerically

as the particle moves through the ∇γ field. Beginning with the following

identity, which can be derived from the chain rule,

tn+1ˆ

tn

dγ

dt
dt =

tn+1ˆ

tn

∇γ · u dt, (3.36)

γ(tn+1)− γ(tn) =

xn+1ˆ

xn

∇γ · dx, (3.37)

where γ follows the material point. This formulation assumes walls are

static, e.g. for a static particle with a wall approaching it, dx is zero however

γ(tn) 6= γ(tn+1). Mayrhofer et al. briefly describe a possible approach to

the solution of γ when walls are moving, and here we present our discretized

implementation,

xn+1/2 = xn +
1

2
(ua(tn)− um(tn))dt (3.38)

γa(tn+1)− γa(tn) =
K∑
k

∇γ(xn+1/2) · (ua(tn)− uk(tn)) dt, (3.39)
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where a is the particle under consideration, k is a triangular surface element

in the set K that are close to particle a.

This method has been implemented in ArtiSynth and simulations are

able to run stably with moving, irregular boundaries while maintaining sta-

bility and good approximations of γ. For time-integrated quantities, numer-

ical drift can present an issue. In these cases, re-initialization of γ explicitly

is possible. In our implementation, particles that are far from any solid walls

have their γ value forced to either 0 or 1, depending on whether it is inside

or outside a containing geometry. This step effectively “re-initializes” γ so

that numerical drift does not become an issue even for long running simula-

tions. For instance, simulation times of 30–60 s were used for the lid-driven

cavities presented later in this chapter and drift of γ is never an issue.

3.2.3 Non-Newtonian fluids in USAW SPH

Until now, the USAW SPH method has only described flow for Newto-

nian boluses. Previous SPH simulations for non-Newtonian flows use static

boundary particles to represent solid walls, for example [30, 56, 109, 122].

However, static boundary particles are not easy to define for irregular bound-

aries, and deforming boundaries may change the boundary particle distri-

bution in unpredictable ways causing errors in the SPH integral.

Here we present a USAW SPH method for explicitly integrated non-

Newtonian flow, extending the work of [122]. The main challenge is to

evaluate the shear-rate, γ̇, from which an effective viscosity µeff(γ̇) can be

computed using one of many models such as power-law, Cross, or Herschel-

Bulkley.
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Applying the SPH formulation to the velocity gradient for a particle i

yields the following definition for its components:

kαβa =

(
duα

dxβ

)
a

=
N∑
b

mb

ρb
(uαb − uαa )

∂Wab

∂xβ
, (3.40)

where α, β ∈ {0, 1, 2}, and xα, uβ are the components of position and velocity

in the α and β directions, resp. Wab is shorthand for W (xb − xa, h). In 3D

the shear rate is defined as

γ̇ =
√

2 tr(dαβ · dβα), (3.41)

dαβ =
1

2

(
duα

dxβ
+
duβ

dxα

)
. (3.42)

γ̇a =
[
2((k00

a )2 + (k11
a )2 + (k22

a )2) + (k10
a + k01

a )2 + (k20
a + k02

a )2 + (k21
a + k12

a )2
]1/2

.

(3.43)

Extending the definition for USAW SPH requires including boundary

terms into kαβa . For the typical USAW SPH derivation, the following ex-

pression is obtained,

kαβa =

(
duα

dxβ

)
a

=
1

γ

N∑
b

mb

ρb
(uαb − uαa )

∂Wij

∂xβ
− 1

γ

K∑
k

(uαk − uαa )nβWim∆S,

(3.44)

where nβ is the βth component of the wall normal. This definition can be

used in equation 3.43 in order to produce the correct shear rate using USAW
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boundaries.

3.2.4 Time integration

The simulation is initialized at time zero by seeding the domain with parti-

cles and assigning initial values to velocity, density, γ. We use a semi-implicit

Euler time integration scheme to advance the simulation. In order to ad-

vance a simulation from time tn to tn+1,

while tn < tend do

Un+1 = Un + ∆t · F (Xn,Rn,Γn,Un)

Rn+1 = Rn + ∆t ·D(Xn,Rn,Γn,Un+1)

Xn+1 = Xn + ∆t ·Un+1

Γn+1 = Γn + ∆t ·G(Xn+1)

tn+1 = tn + ∆t

end while

where Un, Xn, Rn, and Γn, are the vectors of all particle velocities, posi-

tions, densities, and γ, respectively, at time n. The function F computes

the rate of change of velocities, D the rate of change of densities, and G the

rate of change of γ. ∆t is the timestep tn+1 − tn.

3.3 Verification and validation

The USAW SPH method described in this chapter was implemented en-

tirely in Java, as part of the ArtiSynth multibody simulation platform [77].

It is used to simulate four viscous flows with known solutions: Couette

flow between two parallel planes, Hagen-Poiseuille startup flow in a cylin-
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der, lid-driven cavity flow, and steady-state Hagen-Poiseuille flow for a non-

Newtonian fluid. For the Couette and Hagen-Poiseuille flows, theoretical

transient and steady-state solutions are known [121]. For the lid-driven cav-

ity flows, our results are compared to those computed by Ghia et al. in [39].

Fluid particles were initialized with zero velocity, and mass equal to

the fluid density (initially constant throughout the domain) multiplied by

the differential volume they occupy (e.g. dV = dx dy dz or in the case of

cylindrical coordinates, dV = r sinφdφ dr dz).

3.3.1 Couette flow

In the first flow regime, two infinitely large, solid planes are parallel to each

other, with the bottom plane at z = 0 having velocity 0, and the top plane

at z = 1 having velocity 1 ı̂. The space between the planes is filled with

viscous fluid with ν = µ
ρ = 1. At steady state, the theoretical solution for

velocity in the fluid is simply proportional to the height above the stationary

plane. For x = (x, y, z) = x̂ı + ŷ + zk̂,

v(x) = ẑı. (3.45)

For this simulation, particles were arranged in a regular lattice, with

spacing size of 0.1 between particles. The planes were actually size 2 × 2,

and velocity samples were taken for a single column of particles near the

centre of the plane. The simulation was driven by the top plane’s assigned

velocity.

For the Couette flow, the theoretical solution is recovered almost exactly
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Figure 3.5: Simulation results vs. exact solution for Couette flow between
two parallel planes. Ten particles span the distance between the top and
bottom planes.

even at low resolution, with only 10 particles spanning the channel (see

Figure 3.5). This simulation tests only the viscous part of the update,

since density updates and pressures are not used in finding the solution. In

deriving the viscous term over the boundary, the assumption was made that

∇v·n is constant over the intersection of the surface with a particles support

sphere. This holds exactly for this simple case. The assumption involving

the face normal direction is also true for this case.
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3.3.2 Startup Hagen-Poiseuille flow for a Newtonian fluid

The second flow, Hagen-Poiseuille flow in a circular pipe, is driven by a

uniform pressure differential inside the pipe. The pipe geometry is defined

with its axis aligned with k̂, with radius R = 1, and a fluid with ν = 1

driven by a pressure differential equivalent to an acceleration of 1k̂.

The exact time dependent solution of laminar, fully-developed Hagen-

Poiseuille flow is given by the infinite series:

vz(r, t) =
|B|
4ν

(r2 −R2) +

∞∑
m=1

|B|R2

να2
m

J2(αm)

J2
1 (αm)

J0

(rαm
R

)
exp

[
−να

2
mt

R2

]
,

(3.46)

where vz is the axial component of the velocity, r is the distance from the

axial centre of the pipe, t is the time, and the pipe radius is R. ν = µ
ρ is

the dynamic viscosity. Jn are Bessel functions of the first kind with order n,

and αm is the mth root of J0(kr). B is the pressure force driving the flow,

a body force in our simulations. In the limit as t → ∞, the steady state

solution is reached,

vz(r) =
|B|
4ν

(r2 −R2) (3.47)

Particles were distributed regularly in the k̂ direction, and radially in

the direction perpendicular to the flow (see Figure 3.6 for an example of

the distribution used in a moderate-resolution simulation). Care was taken

to initialize the particle positions to the centroid of the differential volume

element they are supposed to represent. The simulation was driven by a

body force in the axial direction of the pipe and evolved in time until the
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Figure 3.6: Particle distribution for Hagen-Poiseuille in a plane perpendicu-
lar to the flow direction for initial spacing of approximately 0.05. The tube
wall is shown as a dashed circle.

simulation reached a steady state. Periodicity was enforced with a method

similar to [110], where master particles near the outlet of the pipe have

their densities, velocities, and pressures copied to their corresponding slave

particles near the inlet. A similar but opposite scheme is used to enforce

periodicity at the outlet.

For this experiment, the velocities for half of a single row of particles

spanning the diameter of the pipe are reported. Figure 3.8 shows the simu-

lation predictions plotted against the transient solutions for both moderate-

and high-resolution simulations. The predicted velocities show excellent

agreement with the transient solution, even at moderate resolutions.

Table 3.1 shows the L2 Error for a slice of particles perpendicular to
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the flow direction and in the centre of the simulated pipe. The simulation

appears to be converging to the correct solution at an approximately first-

order rate (see Figure 3.7).

Approx. Spacing L2 Error Apparent Conv. Rate

0.1 1.01978× 10−3 −
0.05 3.00186× 10−4 1.76433

0.025 2.38488× 10−4 0.33194

0.0125 1.25535× 10−4 0.92583

Table 3.1: L2 Error and apparent convergence for Hagen-Poiseuille flow
simulation. Samples were for a slice of particles near the centre of the pipe
perpendicular to the flow direction.
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Figure 3.7: The rate of convergence for Hagen-Poiseuille flow appears to be
approximately first-order.
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Figure 3.8: Hagen-Poiseuille flow simulation vs exact solution for the mod-
erate (a) and high (b) resolution spacing. For the moderate resolution sim-
ulations, the particle spacing is approximately 0.05 and 40 particles span
the pipe diameter. For the high resolution simulations the particle spacing
is approximately 0.0125 and 160 particles span the diameter. Only half of
the pipe is shown due to symmetry.

3.3.3 Lid-driven cavity

The third flow is the classic lid-driven cavity experiment. We solve a pseudo-

2D problem where all of the kernels and solid geometries are 3D, but the

computational SPH particles are only distributed in a single plane. Out-

of-plane particles are simply duplicates of the computation particles, offset

by a distance equal to the initial particle spacing. In total, 8 out-of-plane

particles were created for each computation particle: 4 on either side. In

order to compensate for small, out of plane velocities and displacements

accumulating for each particle, every computation particle had the out-of-

plane component of its position and velocity clamped to zero every 100 time

steps.

In our tests, a box with size 1 × 1 was created, with a velocity of 1 on
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the top boundary. The density of the fluid was set to 1000, and Reynolds

numbers of 100 and 1000 were simulated for 30 and 60 time units, respec-

tively.

Streamlines results are generated with Paraview using the pv-meshless

plugin for SPH flows. Figure 3.10 shows the streamlines predicted by SPH

after steady-state has been achieved. The steady-state velocity profiles

through the horizontal and vertical centres of the cavity show good agree-

ment with the results reported by Ghia et al. [39] (see Figure 3.9). The

predicted location of the centre of the primary vortex was within one grid

cell of the results reported in [39] (grid cell sizes are defined by Ghia et al.).

For Re = 100, secondary and tertiary vortices appeared and disappeared fre-

quently during the transient stage, but were not present after steady-state

had been reached. For Re = 1000 the bottom right vortex was present at

steady-state and the location also matched well with that reported by Ghia

et al. In order to test that the results were “grid-converged”, the Re = 100

simulation was run with a 200 × 200 particle distribution with only small

differences in both the velocity profiles, centre of main vortex, and stream-

line shapes. The L2-norm of the difference in velocity profiles is less than

1%.

3.3.4 Non-Newtonian Hagen-Poiseuille flow

The Hagen-Poiseuille flow can also be run for non-Newtonian boluses. We

test the shear-rate estimate (equation 3.44) by simulating a power-law fluid,

for which an analytical solution of the velocity profile at steady-state is

known for flow in a circular pipe.
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Figure 3.9: Velocity profiles for the lid-driven cavity flow for Re= 100 (top
row) and Re= 1000 (bottom row). Y-velocity through the horizontal centre
of the cavity (left column) and x-velocity through the vertical centre of
the cavity (right column). The SPH results show good agreement with the
results of Ghia (1982).
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(a) (b)

Figure 3.10: The streamlines for the lid-driven cavity experiment for Re =
100 (left) and Re = 1000 (right). A speed-of-sound of c = 5 was used, and
the simulation was run for 60 time units. The pseudo-2D simulation was
seeded with 100 × 100 (Re = 100) and 200 × 200 (Re = 1000) particles.
Running the Re = 100 simulation with 200 × 200 resolution resulted in
nearly identical results.

A power-law fluid is characterized by the parameters n and K, where

n < 1 models a shear thinning fluid, n = 1 models a Newtonian fluid, and

n > 1 models a shear thickening fluid. K is a “flow-consistency index”. The

shear-stress of a power-law fluid is defined in 1D as

τ = K

(
∂u

∂y

)n
, (3.48)

which can be written as a generalized Newtonian fluid,

τ = µeff

(
∂u

∂y

)
, (3.49)

µeff = K

(
∂u

∂y

)n−1

. (3.50)
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In multiple dimensions, the shear rate (γ̇) is defined by equations 3.41i–

3.42. The effective viscosity is

µeff(γ̇) = Kγ̇n−1. (3.51)

A Hagen-Poiseuille flow for a shear-thinning power-law fluid was set up in

a similar manner to the Newtonian simulation of flow through a cylindrical

pipe. The velocity profile for a power-law fluid at steady state can be found

analytically, and the solution is given by

vz(r) =
n

n+ 1

(
∂p

∂z

1

2K

) 1
n

(R
n+1
n − |r|

n+1
n ), (3.52)

where vz is the velocity in the axial direction, and x is the distance from the

centre of the pipe.

A Hagen-Poiseuille flow for a power-law fluid was simulated with three

different resolutions, resulting in 11, 21, and 41 particles spanning the di-

ameter of the pipe. The fluid has a density ρ = 1000, K = 1000, n = 0.8,

making it moderately shear-thinning. The pipe has a radius R = 1. The

simulations were run for one second of simulation time.

Approx. Spacing L2 Error Apparent Conv. Rate

0.2 7.67764× 10−3 −
0.1 3.40116× 10−3 1.17463

0.05 1.71635× 10−3 0.98668

Table 3.2: L2 Error and apparent convergence for a power-law Hagen-
Poiseuille flow simulation. Samples were for a slice of particles near the
centre of the pipe perpendicular to the flow direction.
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Figure 3.11: The rate of convergence for power-law Hagen-Poiseuille flow
also appears to be approximately first-order.

3.4 Conclusion

This chapter summarizes USAW SPH, the SPH method that we chose to

use for simulating fluid boluses. We present USAW SPH derivation and its

relation to the original derivations. We then show a illustrate a method for

handling moving boundaries as well as a method for calculating shear-rates,

necessary for simulating non-Newtonian boluses. We demonstrated that the

method gives the expected results when simulating some canonical New-

tonian and non-Newtonian flows including Couette flow, Hagen-Poiseuille

flow, and a lid-driven cavity flow. The Hagen-Poiseuille flow was performed

for both Newtonian and power-law fluids. Both demonstrate approximate

first-order convergence in the L2 error norm.
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Figure 3.12: Hagen-Poiseuille flow simulation for a power-law fluid plotted
against the exact steady-state solution. The power-law fluid has K = 1000
and n = 0.8.
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Chapter 4

Fluid simulation of

oropharyngeal swallowing

A multitude of complexities make it difficult to simulate oropharyngeal swal-

lowing. The flow is truly 3D, and axisymmetric simulations oversimplify the

problem. There is a high degree of irregular boundary motion that drives

the flow. The material properties of fluid boluses can also be very complex,

and there is an interface with air that needs to be handled appropriately.

Collecting 3D images of human swallowing is difficult, and until recently

there have been no full 3D captures of human swallowing.

After applying the extensions described in Chapter 3, USAW SPH is

capable of simulating swallowing in the oropharynx. This chapter describes

a practical test of these capabilities, a numerical fluid simulation of swallow-

ing. Section 4.3 describes a novel workflow and purpose-built tool used to

segment the airway from 320-row ADCT sequences of swallowing. The nu-

merical simulation tests the assumption that saliva provides lubrication for

starch-thickened liquid boluses. The assumption is tested by running both

slip and no-slip simulations in dynamic 3D geometries of the aerodigestive

tract based on dynamic 3D images. The results suggest that saliva does not
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4.1. The role of saliva in swallowing

have a significant effect on clinical timing measures of the bolus, however it

may decrease oropharyngeal residue at the end of the swallow. The small

number of subjects (3) limits the scope of the findings, but the experiments

are a successful proof of concept.

4.1 The role of saliva in swallowing

Saliva plays important roles in mastication, swallowing, and maintaining

oral and general health. Decreased salivary flow may result in dyspha-

gia [34, 100, 103] and videofluorosopic studies suggest that saliva is required

for lubricating the airway and bolus [43, 105]. However, other work finds that

the relationship between hyposalivation and dysphagia is unclear [107, 111].

One of the difficulties in understanding this relationship is that the hypos-

alivation may be confounded by other factors, such as reduced tongue-base

retraction. Using a numerical simulation, lubrication as a result of saliva

can be simulated in isolation from other pathologies.

This work uses state-of-the-art 320-row Area Detector CT (ADCT) im-

ages as the basis for computer fluid simulations of the bolus [57]. 3D simula-

tions of lubricated and non-lubricated aerodigestive tracts in normal subjects

were performed, and the results were compared to the bolus position in the

images. We assumed that the lubricated simulations would produce better

results than their non-lubricated counterparts. Six different swallows were

studied; three swallows were completed with starch-thickened boluses, both

nectar- and honey-thick. The non-Newtonian viscosities of the nectar- and

honey-thick boluses were measured experimentally. The results indicate that
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for liquid boluses in normal subjects, the no-slip condition produces more

accurate bolus transit times than a slip condition, and that saliva does not

lubricate the bolus through the oropharynx. However, the no-slip simula-

tions show significant amounts of residue compared to the slip condition.

4.2 320-row ADCT swallowing sequences

We collaborated with swallowing researchers from Fujita Health University

who acquire dynamic 320-row ADCT images of human swallowing in their

clinic [36, 57]. Their imaging technique is the first with the ability to capture

dynamic, fully 3D images of human swallowing in a single shot (that is,

without requiring repetitions of the swallow to form a single image sequence).

The following dataset of six 320-row ADCT swallows were used to cre-

ate the simulations. Each swallow was of a healthy Japanese subject who

swallowed normally. The swallows were from two subjects, as described in

Table 4.1. Each image sequence consisted of approximately 2–3 seconds of

data sampled at 10 Hz resulting in 20–25 3D “frames”. Each frame has

512 × 512 × 320 voxels, with resolution of 0.468 × 0.468 × 0.5 mm3. This

study was approved by the UBC Clinical Research Ethics Board, certificate

no. H16-01546.
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Subject Sequence description

34 y.o. female reclining 45◦ - nectar thick 4ml

35 y.o. female reclining 45◦ - thin 10ml

31 y.o. female reclining 45◦ - thin 10ml
reclining 45◦ - honey thick 10ml
semi-prone - thin 10ml
semi-prone - honey thick 10ml

Table 4.1: Scans from three female subjects provided the data for this sim-
ulation study. All subjects were healthy with no history of dysphagia, and
not taking any medication.

4.3 Deriving geometric boundaries from 4D

ADCT data

For each ADCT sequence, a dynamic mesh needs to be created from the

images. A mesh is an interconnected set of triangles that approximates a

smooth, 3D surface. The vertices of each triangle can be moved in time,

causing the mesh surface to move and thus the 3D surface changes shape.

Each moving mesh is used as a solid wall boundary condition for the fluid

simulation of the bolus.

This section describes a workflow and newly created tools for extracting

moving boundaries from 4D images of swallowing. It is published in [54].

Existing methods, both commercial and research, were found to be inade-

quate for extracting a dynamic boundary of the upper airway from dynamic

CT for fluid simulation (see Section 2.4).

Working with dynamic ADCT data has its challenges. There does not

appear to be a suitable automated technique for automatically labelling the

data. Each sequence has high spatial resolution but only moderate temporal
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resolution (10 Hz). During the reconstruction of the images from the scanner

data, artifacts can appear as a result of metal fillings, subject motion, or

bolus motion. The artifacts may appear as double images (for example, two

hyoid bones in the same instance), blurring of edges, dark and bright radial

spokes that emanate within an axial slice, and dark spots that appear next to

bright moving objects. Additionally, openings such as the upper esophageal

sphincter (UES) are normally closed in the CT with no discernible edges

(for example, see Figure 4.2(a)), however for USAW SPH simulation, the

boundary is required to be topologically constant in time, and therefore

these closed sections need to be represented at all time instances. Despite

these shortcomings, dynamic ADCT is the only imaging modality that has

demonstrated its ability to capture human swallowing in full 3D.

A triangular surface mesh would provide a suitable representation of

the aerodigestive tract (the airway). By deriving the motion of the mesh

vertices from the ADCT images, a moving 3D boundary would be obtained.

However, achieving temporal continuity is a challenge. For example, the

UES forms the boundary between the pharynx and the esophagus. It must

be segmented correctly in all time instances, even when it is closed. However,

in the CT images the UES is squeezed flat, and thus is invisible for most of

the sequence (see Figure 4.2(a)). The same issue applies to tongue/palate

contact and other anatomic regions that close during the swallow in order

to propel the bolus or protect the airway.

We attempted to use existing 3D image-to-image registration algorithms

(such as the Diffeomorphic Demons algorithm [119] as implemented in the

Insight Toolkit) to generate deformation fields that could warp an exist-
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Figure 4.1: The segmented initial mesh (translucent blue) overlaid on the
mid-sagittal slice to illustrate the anatomical area being considered.
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ing mesh at one time to a subsequent time frame, but this approach was

unsuccessful. A similar approach using the Elastix toolkit [66] was also un-

successful. We soon concluded that even if a suitable automated method

existed, it would require at least some manual intervention.

4.3.1 BlendSeg

To address the need for manual deformable registration in 3D, BlendSeg was

created. It is a tool based on the open-source and extensible 3D modeling

software Blender (Blender Foundation, Amsterdam, Netherlands). BlendSeg

facilitates the registration of a triangulated mesh to a 3D volumetric image.

BlendSeg makes use of Blender’s “sculpting” feature that allows the operator

to morph a mesh using a variety of sculpting brushes while maintaining the

same mesh topology (connectivity). Keeping the topology constant allows

linear interpolation between vertices in the temporal direction, leading to

a continuous deforming mesh. BlendSeg consists of two features missing in

Blender : the first is a method to efficiently display volumetric data as slices

in the same space as the mesh, and the second is a method to compute and

render the intersection between the mesh and a plane.

4.3.2 Initial mesh generation using Amira

The initial triangular mesh can be created using any number of tradi-

tional segmentation tools. Amira was chosen to create the initial segmen-

tation manually. The surface was tesselated into triangles, simplified, and

smoothed using both Amira and MeshLab software. This initial mesh can

now be deformably registered to subsequent time frames (see Figure 4.2).
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(a) At this initial time, there is no motion
and the airway is clearly rendered. How-
ever there is closure of the esophagus, and
the soft palate seals the oral cavity from
the pharynx.

(b) The segmented initial mesh overlaid
on the mid-sagittal slice to illustrate the
anatomical area being considered.

Figure 4.2: Generating an initial mesh from time t=0. Mid-sagittal slices
are shown.

4.3.3 Visualizing 3D volumetric data in Blender

Blender’s primary function is to create and modify piecewise-planar surface

meshes. Currently, there is no method for visualizing 3D imaging data in

Blender. A powerful application programming interface (API) to Blender’s

underlying engine is provided through the Python programming language.

BlendSeg is a Python plugin, and it facilitates the visualization of 3D

volumetric data in the Blender sculpting window. 3D volumetric data (e.g.

DICOM data) are converted to three “stacks” of images, each comprised of

an axial, coronal, or sagittal stack of images, and imported into Blender.

Three orthogonal planes are created in Blender with each corresponding to

one of the anatomical planes. The planes may be moved interactively by

the user, however the motion is constrained to translation along the normal

direction only. When the planes are translated in space, the displayed tex-

ture is updated. In a 4-pane setup (Blender’s quad-view option), this gives
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Figure 4.3: Blender’s quad-view, when combined with BlendSeg, give the
usual anterior-posterior, superior-inferior, and lateral views (bottom left,
top left, and bottom right, respectively). The upper right view gives an in-
teractive 3D view which can be used to select which slice is being visualized,
as well as to perform sculpting on the mesh. Here, the mesh is being hidden
so that the intersections (orange) can be seen more clearly.

the typical anterior, superior, and lateral views (see Figure 4.3). The fourth

pane is used for an interactive 3D view, where the planes can be translated

by the operator and sculpting of the mesh can be performed.

4.3.4 Generating intersection contours

The second component of BlendSeg is intersection contour rendering. The

intersection contour between two surfaces, S and G, is defined as the set of

points x ∈ (S ∩ G). BlendSeg computes the intersection contours between

the mesh and plane by searching for triangles that cross over the current

position of each plane, using an algorithm similar to that described in [4].

Each triangular mesh stores its connectivity using a “quad-edge” data
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structure. For the general problem of finding intersections between two

discretized surfaces, a tree of axis-aligned bounding boxes (AABBs) can be

used to quickly minimize the amount of tests that need to be performed.

From this set of potentially intersecting pairs of triangles, a set of Mesh

Intersection Points (MIPs) is created.

Any intersection contour between two triangular meshes can be described

by an ordered set of MIPs, with straight lines connecting each MIP to the

next. Considering two triangles that intersect with one another, the MIPs

are the points where an edge of one triangle intersects the face of the other

triangle. For a single pair of triangles that potentially intersect, zero or

two MIPs exist. Once a set of MIPs are found, at least one contour ex-

ists. Beginning at an arbitrary MIP, one can find neighbouring MIPs by

utilizing the quad-edge connectivity data to “walk” around the intersection

contour, removing MIPs from the set until reaching the beginning MIP.

Open contours are possible as well, and are handled by reversing direction

upon encountering an open edge (such as the edge of a plane).

For each intersection point and edge representing the contour, new ver-

tices and edges were defined in Blender and rendered. Computing inter-

section contours and rendering them is performed at interactive rates on

a laptop computer running Debian Linux with an Intel Core i5 proces-

sor and 16 GB of memory. Moving the orthogonal, textured planes in

Blender updates the image as well as the intersection of the mesh with

the plane, allowing the user to view how well the mesh lines up with the

3D image data (see Figure 4.3). BlendSeg is freely available for download

at https://github.com/andrewkho/blendseg/.
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4.3.5 Interpolating in time to create a moving boundary

Blender’s sculpting feature provides a number of “brushes” allowing the

operator to push, pull, grab, smooth, and otherwise modify the mesh locally

and interactively. The mesh will maintain the same connectivity as long as

the option for dynamic topology (DynoTopo) is disabled. This feature allows

the operator to sculpt the mesh to match each 3D volume of the swallow

sequence. Each vertex position can be interpolated between time points to

create a continuous 4D mesh representation of the airway during the swallow

sequence.

Different interpolation schemes could be used, but simple linear inter-

polation provides the best results. Linear interpolation guarantees that the

interpolated value will exactly match the specified value at knot points and

that there won’t be any overshoot. We found this to be important when

dealing with opening and closing of the glossopalatal junction.

Special mention should be made regarding tangential mesh motion, i.e.

vertex motion constrained to the surface of the mesh. For a fluid simulation

using no-slip boundary conditions, shearing forces would be exerted on the

fluid in the direction of the vertex motion. In reality, surfaces such as the

hard-palate exhibit no tangential motion, but other surfaces like the tongue

may exhibit substantial tangential motion that is not captured in the CT

images. The CT data is unable to directly capture this type of tangential

boundary motion, however it may occur in the 4D mesh as an artifact of

the sculpting process. To eliminate this effect on the fluid simulation, when

computing the vertex velocities on the boundary, the tangential component
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Figure 4.4: Example mid-sagittal slice from time t=0.5s showing the inter-
section of the mesh with the slice.

of the velocity is ignored.

4.3.6 Extracting the boundaries

The process of using BlendSeg to register a mesh to a single 3D image can

take anywhere from a few minutes to a few hours depending on the amount

of sculpting required. After creating meshes for four swallow sequences,

each consisting of between 22 and 25 individual 3D images, the total time

for creating a moving airway is estimated to be around 30 hours. This does

not include the time it takes to create an initial mesh. The first time a mesh

of an anatomic structure is created (for example the tongue, or airway), a

mesh needs to be created using traditional tools (such as Amira) which can

take a significant amount of time depending on the tools used. If a mesh

with approximately similar geometry already exists, it can be registered to

a new initial frame quickly using BlendSeg. Since temporal continuity is not

required from the prior mesh to the new initial mesh, new vertices may be

inserted and topology changes are permitted.

To evaluate each registered mesh, two experts familiar with the anatomy
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and physiology of swallowing were enlisted. One is a practising clinician

and the other is an anatomist who specializes in swallowing function. The

experts verified the registrations by visual inspection of the intersections

in BlendSeg. The method of handling airway closures (such as the UES,

vocal folds, palatal-glottal contact, and nasopharynx) was explained to the

experts. To evaluate each registration, a first pass was made looking at the

sagittal slices that covered the airway. The lateral videofluoroscopic image

is the most common method of evaluating dysphagia, and so the sagittal

slices were chosen for the first pass (see Figure 4.4). Following the first

pass, closer examination was performed for areas of the image that included

motion artifacts such as blurring or ghosting. In these difficult-to-interpret

sections, context from nearby sagittal, axial, coronal, and temporal images

were required.

4.4 Viscosity of thickened boluses

Viscosity is a material property that represents the amount of resistance to

shearing of a fluid, here represented with the symbol µ. Imagine the tongue

holding a liquid bolus against the hard-palate. A shearing motion is one

where the tongue moves parallel to the hard palate. For a “thicker” fluid

such as honey, there is significant resistance to that shearing motion, and

thus the viscosity is higher. For a “thin” fluid such as water, there is little

resistance, and thus the viscosity is low.

A Newtonian material, such as water, has a value of µ which is con-

stant. In our simulations we assigned water a viscosity of 1 cP (centi-
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Poise). Boluses thickened with starch exhibit non-Newtonian shear-thinning

behaviour, and the value of µ depends on the shear-rate. To go back to the

tongue analogy, a shear-thinning bolus would show high resistance to shear-

ing when the tongue is moving slowly, but as the tongue speeds up, the

resistance would lower. The Cross model of viscosity computes an effective

viscosity based on the shear rate according to the following equation:

µeff(γ̇) =
µ0

1 + (µ0τ∗ γ̇)n+1
, (4.1)

where µ0, τ∗, and n characterize the behaviour of the fluid. µ0 has units of

viscosity [Pa·s], τ∗ has units of stress [Pa], and n is dimensionless.

The viscosities of the nectar- and honey-thick boluses were measured

in order to simulate them. A 100 ml sample of nectar-thick bolus consists

of 95 ml water, 5ml barium suspension, and 2.5 grams of thickener. The

honey-thick bolus is the same as the nectar except 5 grams of thickener is

used. The thickening agent is Top Balance III (Neo-hai-torome-ru; Foodcare

Inc., Sagamigahara, Japan) which comes in 2.5 gram packets. Before being

administered to the subject for imaging, the bolus is chilled in a refrigerator

for 4-5 hours.

A calibrated KINEXUS rheometer (Malvern Instruments, Malvern UK)

was used to measure the viscosity of the boluses. Samples of the nectar- and

honey-thickened boluses were prepared using distilled water. A cup-and-bob

geometry was used to measure the boluses. The boluses were measured at a

temperature of 10◦C. Each bolus type underwent the following protocol: a

five minute pre-shear was run in order to stabilize the sample and the tem-
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perature. A test was performed by varying shear rate between 0.01 s−1 and

1000 s−1. After the first ramp-up test was performed, a second test was per-

formed on the same sample after a five minute delay. A new sample was then

loaded into the machine, underwent a five minute pre-shear/temperature

stabilization, and a third ramp-up test was performed. To check whether

the refrigeration period of the sample makes any difference, a final pre-shear

and ramp-up test was performed on a sample which had been refrigerated

for 3 hours in order to make sure that refrigeration has no effect on the

measurements.

4.4.1 Slip and no-slip boundary conditions

The typical boundary condition used in fluid flow problems is no-slip. Fluids

“stick” to solid boundaries and their velocity is equal to that of the boundary.

For fluid flowing through a stationary rigid pipe, the velocity of the fluid at

the wall is zero. We use the no-slip boundary condition to approximate a

dry-mouth swallow, since there is no saliva lubricating the bolus.

For healthy subjects, such as those in the images that are being used in

this study, a layer of saliva coats the solid boundaries. The saliva lowers the

friction between solid-solid contact (such as between the tongue and palate).

As a boundary condition for fluid flow in a saliva coated airway, we use a

full-slip boundary condition on the fluid. The full-slip condition constrains

the fluid velocity to prevent penetration into the solid, but does not restrict

its velocity in a direction tangent to the solid surface.

As shown in Appendix B, the full-slip condition can be a reasonable ap-

proximation for lubricated bolus flow, however the quality of the assumption
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depends on the viscosity and width (quantity) of saliva coating the airway,

as well as the duration of the swallow. In reality, saliva viscosity and width

can vary based on many factors. It can change between individuals, within

the same individual based on time of day, whether the salivary flow is stim-

ulated or not, and even depending on the location in the airway where the

measurement is made. We expect that the results of a full-slip and no-slip

simulation will bracket the actual behaviour of the bolus flow, however for

the time-scales involved in swallowing, and for some choices of saliva viscos-

ity and quantity, the full-slip condition is a reasonable approximation to a

saliva-lubricated flow.

4.4.2 Bolus measurements

Bolus based measurements were made on both the CT data and the sim-

ulation data. The measurements chosen are entirely determined by bolus

position, and as such are suitable for measuring the simulation data. The

oral transit time (OTT), pharyngeal transit time (PTT), and residue were

measured. Three time points were marked for each swallowing sequence:

the time of the first backwards motion of the bolus head, the time when

the bolus head cross the ramus of the mandible, and the time when the

tail of the bolus clears the cricopharyngeal region. The OTT is defined as

the difference between the first two times, and the PTT is defined as the

difference between the second and third times.

All images were presented from a lateral, orthographic view. The CT

data was transformed into a ”virtual videofluoroscope” that compressed each

3D time frame into a 2D view that mimics a traditional VFL image. The
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simulations were presented from a lateral, orthographic view (see Figure 4.9,

left and right columns). CT frames were 0.1 seconds apart, and the simu-

lation time frames were 0.02 seconds apart. The measurements were made

by a Speech Language Pathologist (SLP). A second SLP also evaluated the

data to confirm the results of the first. The second SLP was blinded to the

results prior to the evaluation. In cases where their measures differed by

0.05 seconds or more, the SLPs came to a joint consensus about what time

should be chosen. The time interval 0.05 s corresponds to three or more

frames in simulation, and one or more frames of ADCT data.

4.5 Results

The viscosity measurements for the starch-thickened boluses are presented

in a plot measuring the apparent viscosity as a function of strain-rate, in

Figure 4.5. For each bolus type (nectar and honey), four tests were run on

3 different samples, and there were almost no differences observed between

them, demonstrating high repeatability.

The viscosity curves were modelled using the Cross viscosity model, as

described in equation 4.1. A power-law model was first fit to the experimen-

tal data, and then the Cross model parameters were chosen to match the

power-law model. The parameters are given in the Table 4.2. The models

of the viscosity curves are also plotted in Figure 4.5.

All of the boluses were simulated with initial density of ρ0 = 1000 kg
m3 ,

and an initial spacing of 1 mm between particles, with 1000 particles for

each millilitre of fluid. The artificial speed-of-sound was c = 10 m
s for all

83



4.5. Results

10−2 10−1 100 101 102 103

10−1

100

101

102

103

Shear-rate (γ̇) [s−1]

A
p

p
ar

en
t

V
is

co
si

ty
(µ

)
[P

a·
s]

Viscosity vs. Shear-Rate

Exper. Nectar
Cross Nectar
Exper. Honey
Cross Honey

Figure 4.5: Plot of apparent viscosity vs. shear-rate for nectar- and honey-
thick boluses at a temperature of 10◦C. Note that these are log-log axes.
The materials have very similar curves, and are both highly shear thinning.

Nectar-thick Honey-thick

n 0.2156 0.2156
µ0 [Pa·s] 3000 4000
τ∗ [Pa] 9 14.5

Table 4.2: Parameters of the Cross model for the Nectar- and Honey-thick
simulations.
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simulations.

The simulations were able to run mostly unsupervised and each took be-

tween 1−21 days to complete using machines with multi-core Intel i7 CPUs.

The reason for the long computation times were that starch-thickened bo-

luses required smaller simulation time-steps to avoid numerical instability

because of the viscous diffusion limit on the maximum step size, while the

thinner boluses had time steps limited by the CFL condition.

4.5.1 Thickened boluses

For the starch-thickened bolus simulations, we expected to see a large dif-

ference between the slip condition and no-slip condition simulations. For all

three of the thickened bolus sequences, we found that the no-slip condition

produced a more accurate approximation of the bolus flow compared with

the slip condition. The position related timings of the bolus are in Table 4.3.

As a test for resolution independence, the nectar-thick simulation was per-

formed with an initial spacing of 0.8 mm, resulting in 7812 particles instead

of 4000. The results for both the slip and no-slip simulations showed no

significant differences.

OTT and PTT are useful measures when comparing both inter- and

intra-patient swallows, however since we are looking at a single swallow and

comparing simulation to CT scans, we are actually performing intra-swallow

comparisons. In this case the absolute time measures become relevant. In

Figures 4.6–4.8, the times chosen for “first backwards motion of the bo-

lus”, “bolus head crosses the intersection of the ramus of the mandible and

base of tongue”, and “bolus tail leaves cricopharyngeal area” are indicated
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CT Slip No-slip

Nectar
(reclined)

OTT [s] 0.3 0.3 0.26
PTT[s] 0.5 0.5 0.52

Residue [%] 0 0.4 43.0

Honey
(semi-prone)

OTT [s] 1.1 0.98 1.12
PTT[s] 0.5 0.72 0.58

Residue [%] 0 18.53 29.02

Honey
(reclined)

OTT [s] 0.9 0.32 0.8
PTT[s] 0.7 0.98 0.7

Residue [%] 0 15.71 31.07

Table 4.3: Summary of transit times and residue for CT, and simulated
slip/no-slip for each swallow sequence.

0 0.5 1 1.5 2 2.5

Slip

CT

No-slip

Time [s]

4 ml Nectar-thick, reclined

OTT PTT

Figure 4.6: Timing chart for 4ml nectar-thick bolus, reclined position.

discretely. The red and green bars indicate the OTT and PTT, resp.

Nectar-Thick - Reclined Position

For the 4 ml nectar-thick (reclined) sequence, the simulated slip condition

bolus leaves the oral cavity before the no-slip bolus. Comparing the oral

transit times of the CT, slip, and no-slip conditions (Table 4.3), both of the

simulated OTTs were 0.04 s away from the CT measurement, however they

lie on opposite sides of the CT measurement, with the no-slip simulation

86



4.5. Results

0 0.5 1 1.5 2 2.5

Slip

CT

No-slip

Time [s]

10 ml Honey-thick, semi-prone

OTT PTT

Figure 4.7: Timing chart for 10ml honey-thick bolus, semi-prone position

0 0.5 1 1.5 2 2.5

Slip

CT

No-slip

Time [s]

10 ml Honey-thick, reclined

OTT PTT

Figure 4.8: Timing chart for 10ml honey-thick bolus, reclined position
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Slip CT No-slip

Figure 4.9: Nectar-thick bolus, semi-prone position. Columns (L-R): slip,
3D CT, no-slip.

88



4.5. Results

having a shorter OTT. The reason for this is that the first backwards move-

ment of the slip simulation was much earlier due to poor oral containment.

For PTT the slip and no-slip give very similar measurements. In this case,

looking at the timing chart in Figure 4.6 illustrates how the OTT is better

approximated by the no-slip condition. The bolus leakage from the oral

cavity in the slip condition means that the PTT begins earlier. Therefore,

the bolus tail leaving the cricopharyngeal region is also earlier for the slip

condition.

These differences can be observed in Figure 4.9. In the CT images, it

appears that the squeezing motion of the tongue, palate, and pharynx is

the dominant driver of bolus motion as evidenced by the lack of air near

the bolus tail (see Figure 4.9, row 2). However, for the slip condition an air

bubble is visible trailing the bolus tail.

When quantifying the residue remaining in the oral cavity and pharynx

after the swallow, the no-slip simulation has a large quantity of residue in

the oral cavity and pharynx, however the slip has almost none. The CT

images show only trace amounts of residue after the swallow.

Honey-thick - Semi-Prone Position

This sequence consists of a normal subject lying semi-prone in the CT scan-

ner swallowing a 10 ml honey-thick starch-thickened bolus. The measured

OTT and PTT of the no-slip bolus condition shows better agreement with

the CT data compared with the slip bolus condition (see Table 4.3).

Visually, the slip and no-slip simulations both show similar results to the

CT images (see Figure 4.10). Neither the slip nor no-slip conditions have an
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air bubble trailing the bolus tail. The most obvious visual difference is found

when looking at the interface between the bolus head and the air when it

starts to leave the oral cavity (see Figure 4.10, second row). An alternate

view can be found in Figure 4.11 where slices of the simulations are shown

instead of lateral projections.

When considering residue, both of the simulations have significant residue

in the oral cavity, valleculae, and piriforms after the swallow, with more

residue observed in the no-slip condition simulation compared with the slip

condition simulation (see Table 4.3).

Honey-thick reclined

In this sequence the subject sat in a reclined position and swallowed a 10 ml

honey-thick starch-thickened bolus. The most striking visual difference be-

tween the slip and no-slip simulations is the significant pre-swallow leakage

of the bolus from the oral cavity during the slip condition simulation (see

Figure 4.12, second and third rows). Similar to the nectar thick swallows,

for both the CT and no-slip images, the bolus tail is cleared from the oral

cavity by the squeezing motion of the tongue against the palate, while the

slip condition exhibits a bolus tail that is trailed by an air bubble.

Looking at Table 4.3, as well as Figure 4.8, the no-slip condition simu-

lation shows better agreement with the CT images while the slip condition

measure for OTT is much shorter due to the leakage of the bolus and the

speed with which the leakage travels to the intersection of the ramus of the

mandible and the tongue base.

Both the slip and no-slip simulations show significant residue in the
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Slip CT No-slip

Figure 4.10: Honey-thick bolus, semi-prone position. Columns (L-R): slip,
3D CT, no-slip. The shape of the air-bolus interface at the bolus head
shows better agreement to the CT images in the no-slip condition than the
slip condition in the oral cavity and pharynx.
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Slip CT No-slip

Figure 4.11: Detail of bolus-air interface at a single mid-sagittal slice, at
the initiation of swallowing. The interface of the no-slip bolus shows better
agreement with the original images than the slip bolus.

oral cavity and pharynx after the swallow, with more residue observed in

the no-slip simulation. The quantities of residue are similar to the honey-

thick semi-prone swallow simulations. For the no-slip simulation, numerical

instability occured before the end of the swallow, however, we have estimated

the quantity and location of residue based on the last stable time.

4.5.2 Thin boluses

The thin boluses were simulated as Newtonian materials with a viscosity of

1 cP. All three sequences used boluses of 10 ml. Because the viscosity was so

low, we expected the slip and no-slip simulations to be very similar. In the

first reclined simulation, the no-slip simulation showed had a small amount

of residue (9 particles) and a single particle was aspirated. In the other two

simulations, both the slip and no-slip simulations showed small amounts of

aspiration (less than 3% of total volume) while the CT images showed none.

The semi-prone swallow exhibited approximately 5% oropharyngeal residue,

while none was detectable in the CT images.
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Slip CT No-slip

Figure 4.12: Honey-thick bolus, reclined position. Columns (L-R): slip, 3D
CT, no-slip. The slip bolus escapes the oral cavity very easily as shown in
the second and third rows. The no-slip bolus remains in the oral cavity,
showing better agreement with the CT images.
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CT Slip No-
slip

Thin
(reclined)

OTT [s] 0.2 0.18 0.14
PTT[s] 0.3 0.54 0.56

Residue [%] 0 0 0.09
Aspiration [%] 0 0 0.01

Thin
(reclined)

OTT [s] 0.3 0.24 0.22
PTT[s] 0.1 0.3 0.38

Residue [%] 0 0.69 1.36
Aspiration [%] 0 2.92 2.47

Thin
(semi-prone)

OTT [s] 0.2 0.14 0.14
PTT[s] 0.5 0.4 0.44

Residue [%] 0 4.42 5.65
Aspiration [%] 0 1.75 2.55

Table 4.4: Summary of transit times and residue for thin boluses. CT, sim-
ulated slip, and no-slip for each swallow sequence. Some simulated boluses
were “aspirated”, and percentage volume is indicated as well.

0 0.5 1 1.5 2 2.5

Slip

CT

No-slip

Time [s]

10 ml thin, reclined

OTT PTT

Figure 4.13: Timing chart for 10ml thin bolus, reclined position.
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0 0.5 1 1.5 2 2.5

Slip

CT

No-slip
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OTT PTT

Figure 4.14: Timing chart for 10ml thin bolus, semi-prone position
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OTT PTT

Figure 4.15: Timing chart for 10ml thin bolus, reclined position
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4.6 Discussion

The experiments in this work test the assumption that in healthy individuals,

saliva lubricates starch-thickened boluses during swallowing. We performed

a series of simulations of healthy swallows based on dynamic CT data and,

for thickened boluses, found that the no-slip condition generally gives better

predictions of bolus transport and transit times than a slip condition. How-

ever, the no-slip condition also predicts a much higher quantity of residue

than the slip condition, and that are visible in the ADCT images.

The results of the simulations seem to imply that in normal subjects,

the presence of saliva does not have the effect of lubricating the bolus to

shorten its transport times through the airway. Saliva has a much lower

viscosity than the thickened boluses in the sequences we studied. With

a moderately thick (or wide) layer of saliva coating the airway, we would

expect to see measurable shortening of bolus transport times and a quicker

transport through the oral cavity and pharynx (see Appendix B). However,

the no-slip simulations exhibit a higher quantity of oropharyngeal residue

after the swallow. This could be interpreted as evidence that saliva helps to

decrease the residue after a swallow.

4.6.1 Thickened boluses

One of the biggest differences between the two boundary conditions were

that with the slip condition, the bolus appears to be influenced much more

by gravity. This is evidenced by the air near the tail of the slip bolus, which

is absent in the no-slip and the CT images. A number of physical phenomena
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might explain the observations. One explanation is that the saliva is present

in a thin enough layer that it does not significantly affect the bolus. For this

to be realistic, consider a gravity driven bolus (such as the reclined position

with leakage out of the oral cavity, Figure 4.12). For a saliva layer at least

100 microns thick, we would expect the full-slip approximation to give a

good approximation to the CT images (see Appendix B).

Instead, the no-slip condition appears to give a much better approxima-

tion. One possible explanation is that the saliva layer has a thickness on the

order of only a few microns or less. If we consider a flow-rate based analysis,

as in Appendix A, thin portions of the bolus would be influenced more by

a thin layer of saliva than thicker portions. However, a microns thick saliva

layer is extremely thin and it is not obvious if this is the case in reality.

Another explanation is that the saliva is quickly absorbed into the bolus

so that it no longer provides lubrication, or similarly, that the saliva is

quickly removed from the airway surface by the passing bolus so that its

lubricating effect would not significantly speed up the transport of the bolus.

It could also be a combination of the two, however the important takeaway is

that it does not appear that saliva lubricates liquid boluses in this manner.

Solids do not follow the same rules as fluids with respect to friction, therefore

saliva might still play a very important role in lubricating solid and semi-

solid foods during the swallow and lowering the coefficient of friction.

Residue

The thickened bolus simulations all demonstrated higher quantities of residue

with a no-slip condition than a slip condition. This might suggest that saliva
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may play a role in decreasing residue, however there are other possible ex-

planations for this behaviour. One is that the residue in the simulation is a

function of the moderate number of particles. The no-slip condition makes

the assumption that an infinitesimally small layer of bolus always coats the

surface of the aerodigestive tract. For the particle resolution used in this

work (1 mm diameter), the small layer has a finite and significant volume

that contributes to the residue at the end of the swallow. Increasing the

resolution of the simulation may decrease the amount of residue because the

no-slip layer would then consist of smaller particles. However it is not clear

if the volume of residue would approach zero as the particle size tended to

zero, or if it would converge to some small but finite volume.

The residue in the simulations might also be due to the difficulty in

fully closing the virtual pharynx (a small gap must be left in order for the

simulation to remain stable), or obtaining the correct timing of the pharynx

closure. It is also possible that saliva has a larger effect when lubricating thin

streaks of boluses, such as the bolus tail, and so they are more effectively

cleared by the squeezing motion. Another possibility is that the temperature

of the bolus tail is higher than 10◦C, and thus has a lower viscosity than the

assigned viscosity.

4.6.2 Thin boluses

Because the thin boluses were simulated with a very low viscosity (similar to

water), we did not expect the slip and no-slip to have very different results,

and that is what we observed. The measured timings were all very similar,

within 0.05 s or less, except in one case where the PTT was increased by
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0.08 s in the no-slip simulation. In addition, the differences in simulated

residue and aspiration between slip and no-slip were within 1% of the total

bolus volume.

We suspect that the simulations show aspiration because thin boluses

move faster than thickened boluses, and as such, the 10 Hz may be insuffi-

cient to adequately capture the speed of the epiglottic inversion and vocal

fold closure. ‘Because the simulations showed aspiration while the original

CT images did not show any, and because the slip and no-slip simulations

were very similar, they did not give evidence towards saliva’s role in swal-

lowing with respect to lubrication.

4.6.3 Corroboration with existing simulation and clinical

research

In Sonomura et al. [112] the authors use a slip condition to model the pres-

ence of saliva. However, they also found that they needed to decrease the

strength of gravity to one third of its actual value in order to obtain real-

istic bolus velocities. Our findings suggest an explanation for their results,

that the slip condition would have unrealistically sped up the bolus in their

simulation. In the clinical research literature, Sonies et al. [111] found that

despite the fact that healthy individuals demonstrate a wide range in sali-

vary flow rates (salivary volumes), they are very similar with regard to the

characteristics of their oropharyngeal swallowing of saliva and thin fluid

boluses. Rogus-Pulia & Logemann [107] examined swallowing in patients

with Sjögren’s Syndrome compared with healthy controls. They found that

although patients with Sjögren’s syndrome perceive their swallows to be
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impaired, few statistically significant differences were found between the

patients with Sjögren’s syndrome and the normal age-matched controls on

temporal measures of swallowing of thin, pudding thick, and solid food bo-

luses. These findings appear to be consistent with our simulation results.

Hamlet et al. [43] performed a retrospective study of head and neck cancer

patients with postradiation xerostomia and normal controls swallowing for

barium liquid, paste, and shortbread cookies. They found that bolus transit

times were unaffected compared to healthy controls, but oral and pharyngeal

residue was increased in the patient group, also consistent with our results.

However, other studies have reported that hyposalivation is associated

with significant lengthening of bolus transit times [12, 105], but this may be

due in part, to variation in study designs, assessment methods, and selection

of outcome measures. For instance, in [12], the authors perform an age-

matched comparison between subjects with Sjögren’s Syndrome and healthy

controls, and found that the Sjögren’s subjects exhibited longer times for a

water bolus than the healthy controls. However, they used ultrasound to

measure hyoid bone motion and did not observe the bolus flow directly with

VFL. In [105], the authors also compare patients suffering from Sjögren’s

syndrome with healthy controls, and use VFL to measure timings for basal

swallows (no bolus) and 10 ml water bolus swallows. However, their study

did not use barium as a contrast agent and therefore do not observe the

bolus directly. Their timing measures are based on the motion of observable

anatomical landmarks, such as the hyoid bone.
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4.6.4 Limitations and assumptions

Every computer model relies on making simplifying assumptions to keep

simulation times tractable. The main assumptions in this simulation are the

following: temperature is constant (isothermal), chemical effects are ignored

(e.g. amylase in saliva is known to significantly decrease the viscosity of

starch-thickened boluses), the effect of air is ignored, the fluid is allowed to

be slightly more compressible than in reality, and the simulation method only

allowed for a moderate number of particles. The simulations also assume

that the saliva presence is uniform throughout the oropharynx, however in

reality the thickness of saliva varies and depends on multiple factors.

Of these assumptions, the chemical effects are the most likely to influence

the simulation. Air has a low density relative to liquids so that its effect

is likely negligible. Temperature changes could affect the simulation in one

of two ways: by energy exchange and therefore having an effect on the

momentum of the fluid, or by changing the material properties of the bolus.

Although there is a significant temperature difference between the human

body and the bolus, the short duration of the event makes it unlikely that the

temperature of the bolus changes significantly during the swallow. Artificial

compressibility is controlled by a speed of sound parameter, and it has been

reported that choosing a speed of sound 10 times greater than the maximum

expected velocity results in a less than 1% change in volume. Our chosen

speed of sound (10 m/s) is much higher than ten times the maximum bolus

viscosity, and therefore should not have a significant effect on the simulation

outcome. Chemical effects, that is, the mixture of amylase with saliva,
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have been shown to have a significant effect on viscosity over short periods

of time [44]. However, their study found that without vigorous mixing,

the effect of the amylase was restricted to a small local area, and for our

simulation we assume that the bolus was not vigorously mixed with saliva

before swallowing.

The most significant source of error in the simulation is in the boundary

extraction from the CT images. Since the work was done manually, human

errors are inevitable but hopefully small. Spatial resolution of the CT im-

ages is very high and more than adequate for thin structures such as the

epiglottis, however the temporal resolution, 10 Hz may not be enough to

capture sufficient temporal information. However, despite this shortcoming,

the dynamic 320-row ADCT is the only imaging modality that allows for

this type of simulation study to be performed.

4.6.5 Future directions

This work can be extended in a number of directions. As a preliminary

experiment, a number of issues were highlighted and these should be ad-

dressed in subsequent work. Imaging dry-mouth, but otherwise normal sub-

jects, would give a good test case for the no-slip boundaries. Increasing the

number of subjects, as well as postures and bolus types, would improve the

strength of the findings. The study of solid and semi-solid boluses would

require more complex material properties definitions, measurements, and

simulation techniques than those present in this study.

Another possible extension is to modify the geometry and/or timings of

the boundaries in a way that mimics physical pathologies, such as base-of-
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tongue tumour removal. This may help illuminate some of the underlying

causes for dysphagia in patients who have had partial glossectomy with a

freeflap and/or radiotherapy.

The airway could be coupled to finite-element computer models of the

head and neck anatomy using software such as ArtiSynth [77], instead of

having its deformations kinematically controlled. This would allow us to

study how changes to the organs may affect the bolus flow.

4.7 Summary

This chapter presents a numerical study of six healthy oropharyngeal swal-

lows. We test the assumption that a slip boundary condition would provide

a better approximation to reality than a no-slip condition. The reason-

ing behind the assumption is that in normal individuals, saliva coats the

aerodigestive tract and has a much lower viscosity than thickened boluses.

We found that the no-slip condition gave a better approximation to the CT

images when observing bolus transit times, however oropharyngeal residue

after the swallow was significantly increased.

The results of the thin swallows were inconclusive. Because of the very

low viscosity of water, the slip and no-slip simulations were nearly identical,

and did not always agree with the CT images. Nevertheless, because of

the nearly identical behaviour between slip and no-slip simulations, these

results would neither support or refute the assumption being tested. It is

not obvious what could have caused this result, but one possible explanation

is that thin boluses move quicker than thickened boluses and the 10 Hz frame
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rate of the CT images could not adequately capture the solid motion.

In the existing literature, there is conflicting evidence with respect to

the effect of hyposalivation on dysphagia. Our observations corroborate

with modified barium studies that indicate bolus transit times are unaf-

fected by hyposalivation, but residue increases with hyposalivation. Further

investigation in the clinic, using simulation, and in the laboratory studying

saliva at the microscopic level may shed light on this complex phenomenon.

104



Chapter 5

Conclusion

This thesis presents a numerical study of fluid flow in the oropharynx, with

the goal of understanding the relationship between saliva and dysphagia. In

the current literature, there are only a handful of publications that study

fluid flow in the oropharynx, and many of them used simplified geometries

of the airway due to a lack of imaging modalities that could support true 3D

fluid analysis. With the advent of dynamic full 3D imaging of human swal-

lowing using 320-row ADCT, true dynamic 3D simulation is now possible.

However, a number of challenges first needed to be overcome.

The first challenge is deciding on an appropriate fluid simulation tech-

nique for representing the bolus. 3D fluid simulation is a challenging prob-

lem, and simulation of swallowing requires a transient, free-surface repre-

sentation and proper handling of moving boundaries. The Unified Semi-

Analytic Wall (USAW) SPH method offers an attractive solution to some of

these problems. However, it required extension to be able to handle mov-

ing 3D boundaries and non-Newtonian flows. With these modifications, it

became suitable for the study of thickened liquids in the oropharynx. We

perform partial validation of the methods through the simulation of Couette,

Hagen-Poiseuille, and lid-driven cavity flows.
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Extracting the airway and its motion from the ADCT data required the

development of a new tool, BlendSeg. Using BlendSeg, airways from a series

of ADCT scans were extracted and used to drive the modified USAW SPH

simulations of the bolus. The nectar- and honey-thick boluses were thickened

with starch. Their viscosity was measured using a KINEXUS rheometer.

They are both shear thinning materials, and in the extended USAW SPH

method, they were modelled as Cross-type fluids.

BlendSeg was shown to be practical and effective as it was used to extract

geometry from six ADCT image sequences of healthy subjects swallowing

thin, nectar-thick, and honey-thick boluses. We conducted a preliminary nu-

merical investigation using these geometries and the extended USAW SPH

method. For each of the six geometries, both no-slip and slip boundary con-

ditions were simulated. Bolus transit times were measured and compared

to measurements of the ADCT data. The results for the thin bolus simu-

lations were inconclusive. The thickened bolus simulations suggest that in

normal subjects saliva does not speed up the bolus transit times. However,

the no-slip simulations had higher amounts of residue after the swallow.

Impaired saliva production is thought to cause dysphagia, however a re-

view of the literature indicates that the relationship between them is unclear.

A number of existing clinical studies have compared swallowing of subjects

with hyposalivation to normals, and found that bolus transit times were

unaffected in the patient group. Further, increased residue was observed

in patient groups experiencing hyposalivation [43, 107], corroborating our

simulation findings. On the other hand, other studies find that swallowing

durations measured using anatomical landmarks increase for subjects with
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hyposalivation [12, 105].

To summarize, the contributions of this thesis are firstly presenting an

extension to a state-of-the-art SPH simulation method, in order to run sim-

ulations in the oropharynx with non-Newtonian liquids. A new method of

manually extracting boundaries from 4D data was created and described

here. This method was used to extract a boundary from dynamic ADCT

data and used to represent the aerodigestive tract in our swallowing simu-

lations. These methods were used in a preliminary examination of saliva’s

role in swallowing liquid boluses. The experiments suggest that saliva does

not increase bolus speed, but may decrease oropharyngeal residue.

5.1 Limitations

The contributions presented in this thesis have a number of limitations.

The tool developed to create moving boundaries from ADCT data, Blend-

Seg, is a tool that allows an operator to make fine, detailed adjustments

to a 3D mesh. Currently we use it as the primary tool in the creation of

dynamic 3D geometries. However, the process is time consuming and at

risk of error. The ADCT data has a relatively low temporal resolution of

10 Hz. As a result of subject and bolus motion during the acquisition of

each frame, artifacts such as blurring, ghosting, and streaking are present in

the images. These artifacts confound automated registration and segmen-

tation techniques, and also manual extraction with BlendSeg as boundaries

become difficult to delineate.

Because the oropharyngeal bolus simulations are primarily driven by the
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boundary motion, any errors in airway identification because of operator

mistakes, or due to artifacts in the images, culminate in errors of the fluid

simulation and may influence the results. We expect this to be the primary

source of error in the oropharyngeal bolus simulations. In fact, we suspect

this may contribute to the disagreement between thin bolus simulations and

the ADCT data. The biggest hurdle to improving the 3D bolus simulations

may be obtaining 3D data with a higher frame rate than 10 Hz.

The extended USAW SPH methods could be better validated. A stronger

validation would include moving boundaries, a free surface, and non-Newtonian

fluid, with a size and fluid velocity comparable to that of oropharyngeal

swallowing. This type of experiment would be useful not only for validat-

ing the extended USAW SPH method, but for measuring improvements to

it, and also to validate other simulation methods as they become available.

A significant issue with our extension is that the non-Newtonian solver is

explicit. For shear-thinning boluses, this puts a severe time step size restric-

tion on the solver, limiting the resolution of the particles and increasing the

simulation time.

Oropharyngeal swallowing is an extremely complex phenomenon. Our

treatment of it was limited to the consideration of fluids. Additionally, only

three healthy subjects with six swallows between them were studied. An

expanded study with perhaps a dozen healthy subjects swallowing different

materials would result in stronger clinical impact of the findings.

The inconsistent results of the thin bolus simulations were troubling.

For the thickened boluses, a number of assumptions were made. The first is

that the air in the airway does not contribute significantly to the flow of the
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bolus. In terms of shearing, this is most likely a good assumption. However,

without considering air explicitly, SPH can not predict the trapping of air

bubbles and their effect on the flow.

The temperature of the bolus was assumed to be constant at 10◦C. This

is the temperature at which the rheology was measured. For all fluids, and

particularly for non-Newtonian fluids, the viscosity can be a strong function

of temperature. observation of the thickened boluses indicates that they are

sensitive to temperature, but the sensitivity was not quantified.

The presence of amylase in saliva could also have a large effect on the

bolus viscosity. In a study of starch-thickened boluses, a 1 ml volume of

saliva was introduced to 10 ml of starch-thickened bolus, the viscosity of

the bolus was reduced by 90% after only 10 s of mixing [44]. However, this

finding seems to be sensitive to mixing. If the subject mixed saliva with

the bolus vigorously before swallowing, it would likely have a large effect

on the viscosity. In the ADCT study, this effect is hopefully small if the

subject holds the bolus stationary in their mouth before swallowing. It is

also possible that mixing with saliva occurs during the swallow, and that

the bolus viscosity is decreasing during the oropharyngeal swallow. Our

simulations do not account for this factor.

The resolution of the particles is another potential source of error in

the swallowing simulation. Each particle has a diameter of 1 mm, and each

millilitre of bolus is represented by 1000 particles. The 4 ml nectar bolus was

re-run with twice the number of particles, each having a diameter of 0.8 mm,

without any significant change in the bolus timing measures. However it

remains a possibility that further increasing the number of particles could
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have an effect on the results. For example, the upper esophageal sphincter

is normally closed. This closure is represented in the model by opposing

surfaces overlapping. We observed that as the particles shrink in size, more

demand is placed on the airway model because smaller particles may slip

through the closure if the regions do not overlap adequately. In addition, the

squeezing of the stripping wave is similarly modelled by the two opposing

surfaces (representing the tongue and the pharynx) pushing together. If the

squeezing does not proceed in the proper peristaltic direction, instability

could occur as fluid is trapped with nowhere to go. Therefore, increasing

the resolution of the simulation significantly might require a faster solver,

increased temporal resolution to properly resolve the stripping wave, and

improved techniques for representing closure.

5.2 Future work

Looking forward, a number of future directions present themselves in the

fields of fluid simulation, biomechanics, dysphagia research, and image pro-

cessing. One of the most time consuming parts of this work was extracting

moving boundaries from ADCT data. Finding new automated techniques

that could speed up this process would significantly reduce the time it takes

to study the CT data. Further improvements in the temporal resolution of

ADCT data could possibly make it easier for automated methods to work,

as this might decrease the severity of motion artifacts.

In our extension of USAW SPH, shear-thinning boluses integrated ex-

plicitly require very small time steps and increases the computation time
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greatly. This could be alleviated by performing an implicit time integration

for the viscous term, however existing implicit viscosity solvers would need

to be extended to the USAW SPH formulation.

The current oropharyngeal swallowing study only included two healthy

subjects swallowing liquids. More subjects of different ages and patholo-

gies should be included in order to have a more complete picture of saliva

in swallowing. Another approach forward is to gather 3D scans of sub-

jects swallowing semi-solid and solid boluses. A large gap in knowledge

exists here because of the complexity in the physics behind mastication,

food breakdown, and swallowing of solid foods.

Moving away from the bolus, existing biomechanics models of the human

head and neck region can now leverage the dynamic 3D ADCT scans. The

imaging data provides a detailed look at the 3D motion in the oropharynx

and can potentially be used to study the biomechanics of the head and neck

during swallowing. A biomechanics simulation coupled to a fluid simulation

of the bolus has the capability of predicting swallowing outcomes that could

result from surgical or neurological changes to the body. The work presented

in [116] illustrates a possible approach to achieving this coupling by using a

unified skinning technique.

In dysphagia research, the observations of the simulation should be fur-

ther corroborated with clinical studies. These could be done by re-analyzing

older data, or by designing new studies that complement the simulation data.

Saliva is a complex fluid and so far, most dysphagia research has focused on

quantity of saliva. Studying the molecular changes in saliva due to medica-

tions and radiotherapy, and its effect on swallowing, may be a fruitful area
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of research.
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Appendix A

Estimate of effect of saliva on

a gravity driven bolus

To estimate the influence of a thin layer of lubrication on a gravity driven

flow, we assume a geometry of a flat wall, perpendicular to the ground. Two

layers of fluid exist between the wall and the air: a higher viscosity fluid that

is closer to the air, and a lower viscosity lubricating layer that is between

the first fluid and the wall (see Figure A.1).

The lubricating layer has a viscosity µs, and thickness Ls, while the

thicker fluid viscosity µb and thickness Lb. Gravity drives the flow down-

wards in the negative y direction. The density of the two fluids is assumed

to be equal, ρ = ρs = ρb.

For a fluid element as shown in Figure A.2, τw is the stress from the

wall, and τ(x) is the stress at distance x from the wall. Setting up the force

balance equation, ∑
Fy = 0, (A.1)

HDτw −HDτ(x) = Mg = ρgHDx, (A.2)
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y

x

g

saliva

Ls

bolus

Lb

air

Figure A.1: Simplified geometry of a gravity driven bolus with lubricating
saliva layer. Wall is on the left, gray arrows represent the velocity of the
bolus. The g arrow shows the direction of gravity. Ls and Lb are the widths
of the saliva and bolus, resp.

x

τw τ(x)

Mg

H

Figure A.2: Fluid element (dashed box) under consideration with height H
depth D into the page. τw is the shear stress at the wall, and τ(x) is the
shear stress at position x. Mg is the force of gravity on the element.
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Appendix A. Estimate of effect of saliva on a gravity driven bolus

with boundary conditions

HDτw = ρgHD(Ls + Lb), (A.3)

where τ(Ls + Lb) = 0 because the shear stress due to air is negligible.

Therefore

ρgHD(Ls + Lb)−HDτ(x) = ρgHDx, (A.4)

τ(x) = ρg(Ls + Lb − x). (A.5)

Inside the saliva, for a velocity V (x),

τ(x) = µs
dV

dx
, (A.6)

dV

dx
=
ρg

µs
(Ls + Lb − x), (A.7)

V (x) =
ρg

µs

(
(Ls + Lb)x−

x2

2

)
+ C1, (A.8)

But V (0) = 0 due to the no-slip condition, therefore C1 = 0

V (x) =
ρg

µs

(
(Ls + Lb)x−

x2

2

)
, x ≤ Ls, (A.9)
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and

V (Ls) =
ρg

µs

(
L2
s

2
+ LsLb

)
. (A.10)

In the bolus,

dV

dx
=
ρg

µb
(Ls + Lb − x), (A.11)

V (x) =
ρg

µb

(
(Ls + Lb)x−

x2

2

)
+ C2, (A.12)

and using the condition that the velocity at Ls is continuous,

C2 = (
ρg

µs
− ρg

µb
)

(
L2
s

2
+ LsLb

)
=

ρg

µsµb
(µb − µs)

(
L2
s

2
+ LsLb

)
. (A.13)

The volumetric flow rate Q is the amount of fluid flowing through a fixed

plane, and is defined for the bolus as

Q =

ˆ Ls+Lb

Ls

V (x) ·Ddx. (A.14)

Combining equations A.12−A.14,

Q = D

ˆ Ls+Lb

Ls

ρg

µb

[
(Ls + Lb)x−

x2

2

]
+

ρg

µsµb
(µb − µs)

(
L2
s

2
+ LsLb

)
dx,

(A.15)

Q =
ρgD

µb

[
(Ls + Lb)

x2

2
− x3

6

]Ls+Lb

Ls

+
ρgD(µb − µs)Lb

µsµb

(
L2
s

2
+ LsLb

)
,

(A.16)
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Q =
ρgD

6µb
(3L2

sLb+6LsL
2
b +2L3

b)+
ρgD(µb − µs)Lb

µsµb

(
L2
s

2
+ LsLb

)
. (A.17)

Notice that the first term for Q in equation A.17 is independent of the

viscosity of saliva, while the second term does depend on it. Taking the

ratio of the second term to the first term and then simplifying gives us an

estimate, which we call Rs, of how much saliva contributes to the overall

bolus flow rate, assuming steady state.

Rs =
3(µb − µs)

µs

L2
s + 2LsLb

3L2
s + 6LsLb + 2L2

b

. (A.18)

Using equation A.18 and assuming the viscosity µb = 200µs, for Rs to

have a value less than 0.1 (a 10% increase in bolus flow rate due to saliva),

Lb ≈ 6000 Ls.
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Appendix B

Using full-slip to

approximate a lubricative

saliva layer

In this appendix, we show that a full-slip boundary condition can be used to

approximate viscous bolus flow with a lubricative saliva layer. Depending

on the choices of saliva viscosity and thickness, a full-slip condition gives a

reasonable approximation for time durations similar to those encountered in

swallowing.

Oropharyngeal swallowing occurs in less than one second, and the time

required for the bolus to leave the oral cavity is much shorter. A time-

dependent finite volume (FV) solution of the velocity and flow-rates for

a two material, gravity driven flow in a pipe (Figure B.1) is described and

analyzed. The solver is verified by comparison with the theoretical transient

and steady-state solutions, and shown to have second-order convergence in

space.

The geometry is axisymmetric with two Newtonian materials represent-

ing the bolus and the saliva. An air core can be included in the model and
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z

r

g

saliva

Rs

bolus

Rb

air

Ra

Figure B.1: Simplified geometry of a gravity driven bolus with lubricating
saliva layer. Wall is on the right, gray arrows represent the fluid velocity.
The g arrow shows the direction of gravity. Ra, Rb and Rs are the widths
of the air core, bolus, and saliva, resp. Axial symmetry is assumed, with
the centre of the air core at r = 0. The geometry has a total radius of
R = Ra +Rb +Rs.
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does not exert shear forces on the bolus. All fluids are assumed to be ini-

tially stationary and driven by gravity. A transient analysis shows that for

the time durations associated with swallowing, and for realistic choices of

saliva radius and viscosity, the full-slip boundary condition gives a reason-

able approximation to the expected flow rate.

B.1 Problem description and assumptions

A layer of saliva is sandwiched between a solid stationary wall and a layer

of bolus. The saliva and bolus are assumed to have Newtonian viscosities µs

and µb, with radii Rs and Rb. They are assumed to have equal density, ρ.

An air core is at the centre of the pipe, with radius Ra, and does not exert

any shear forces on the bolus. The total pipe radius is R = Ra+Rb+Rs. A

constant pressure gradient drives the flow with acceleration g. At time zero

the velocity is zero everywhere.

We assume the flow is axisymmetric and infinite in the z direction. These

assumptions simplify the Navier-Stokes equations in fluid m (where m could

be bolus or saliva) to

∂uy
∂t

=
µm
ρm

1

r

∂

∂r

(
r
∂uy
∂r

)
+ g. (B.1)

The velocity between saliva and wall is no-slip.

uy(R) = 0. (B.2)
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The air exerts no shear stress on the fluid

∂uy
∂r

(Ra) = 0. (B.3)

The velocity of the saliva and bolus are equal at the saliva-bolus interface,

uy(Ra +Rb)
− = uy(Ra +Rb)

+, (B.4)

as are their stresses:

τs(Ra +Rb) = τb(Ra +Rb) (B.5)

µs
∂uy
∂r

(Ra +Rb)
− = µb

∂uy
∂r

(Ra +Rb)
+ (B.6)

The + and − superscripts indicate a small distance to the left and right of

Rx, resp.

B.1.1 Steady-state solution

The theoretical steady-state solution can be derived as follows,

∂uy
∂t

=
µm
ρm

1

r

∂

∂r

(
r
∂uy
∂r

)
+ g. (B.7)

and at steady state,

0 =
µm
ρm

1

r

∂

∂r

(
r
∂uy
∂r

)
+ g. (B.8)
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At this point we drop the subscript y from the velocity. Inside the saliva,

Ra +Rb ≤ r ≤ Ra +Rb +Rs,

∂u

∂r
= −ρsg

µs

r

2
+

1

r
C0, (B.9)

u(r) = −ρsg
2µs

r2

4
+ C0ln|r|+ C1. (B.10)

In the bolus Ra ≤ r ≤ Ra +Rb,

∂u

∂r
= −ρbg

µb

r

2
+

1

r
C2, (B.11)

u(r) = −ρbg
2µb

r2

4
+ C2ln|r|+ C3. (B.12)

The integration constants Ci can be found by applying the boundary con-

ditions, leading to the following equations for velocity at steady state,

u(r) = − gρ

4µb

(
r2 − 2R2

aln|r|
)

+ C1 Ra ≤ r ≤ Ra +Rb, (B.13)

u(r) = − gρ

4µs
r2C2ln|r|+ C3 Ra +Rb ≤ r ≤ R, (B.14)

C1 = −gρ
4

(
1

µb
− 1

µs

)
(Ra+Rb)

2 +

(
C2 −

gρ

2µb
R2
a

)
ln|Ra+Rb|+C3 (B.15)
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C2 =
gρ

2µs
R2
a, (B.16)

C3 =
gρ

4µs

(
R2 − 2R2

aln|R|
)
. (B.17)

B.1.2 Finite-Volume time-dependent solution

A finite-volume (FV) scheme can give us the time-dependent solution if

solved numerically. We use a second-order space discretization, and a second-

order implicit Crank-Nicholson time-stepping method. Special care is re-

quired for correct treatment at the saliva-bolus interface.

We discretize the one-dimensional problem into two sections, saliva and

bolus. There are Ns and Nb saliva and bolus elements, respectively, and N

elements total (N = Ns + Nb). Each cell, i, has a width ∆ri and a height

∆z. Velocities ui are computed at cell centres.

For an element i, the FV formulation is derived by integrating equa-

tion B.1 over each control volume,

ˆ
dV
ρi
∂ui
∂t

dV =

ˆ
dV
µi

1

r

∂

∂r

(
r
∂ui
∂r

)
dV + g. (B.18)

Integrating and applying the divergence theorem,

ρi
∂ui
∂t

∆V =

˛
∂V
µi
∂ui
∂r

∆S + g. (B.19)

∂ui
∂t

=
µi

ρiri∆ri

(
∂ui+ 1

2

∂r
ri+ 1

2
−
∂ui− 1

2

∂r
ri− 1

2

)
+ g, (B.20)
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where ri+ 1
2

= ri + ∆ri
2 and ri− 1

2
= ri − ∆ri

2 .

Within either fluid, the gradients can be discretized using a second-order

centred scheme,
∂ui+ 1

2

∂r
=
ui+1 − ui

∆ri+ 1
2

, (B.21)

where

∆ri+ 1
2

=
∆ri + ∆ri+1

2
, (B.22)

so that variable spacing can be handled correctly.

Discrete boundary conditions

For the wall boundary condition at r = R, i = (Nb + Ns) − 1
2 = N − 1

2 , we

use u(R) = 0,
∂uN− 1

2

∂r
=

2uN−1

∆rN−1
. (B.23)

For the boundary condition at r = Ra, i = −1
2 ,

∂u− 1
2

∂r
= 0. (B.24)

At the saliva-bolus interface, x = Ra+Rb, i = Nb− 1
2 , we can not assume

the left and right gradients are equal. The velocity gradient can be defined

on either side to be a function of uNb− 1
2
.

µb

∂u−
Nb− 1

2

∂r
= µs

∂u+
Nb− 1

2

∂r
, (B.25)
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µb
uNb− 1

2
− uNb−1

1
2∆rNb−1

= µs
uNb
− uNb− 1

2

1
2∆rNb

, (B.26)

leading to the following equation for uNb− 1
2
,

uNb− 1
2

=
1

1 + a
uNb

+
a

1 + a
uNb−1, (B.27)

where

a =
µb
µs

∆rNb

∆rNb−1
. (B.28)

This gives us the discrete forms of the velocity gradient adjacent to the

saliva-bolus boundary for both sides,

∂u−
Nb− 1

2

∂r
=

2

(1 + a)∆rNb−1
(uNb

− uNb−1), (B.29)

∂u+
Nb− 1

2

∂r
=

2a

(1 + a)∆rNb−1
(uNb

− uNb−1). (B.30)

Time integration

The time integral can be discretized using the second-order implicit Crank-

Nicholson method,

∂ui
∂t

=
un+1
i − uni

∆t
=

1

2

(
Fn+1
i− 1

2

+ Fn
i− 1

2

)
+

1

2

(
Fn+1
i+ 1

2

+ Fn
i+ 1

2

)
+ g, (B.31)
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where the left and right fluxes for a cell i at time n are given by

Fn
i− 1

2

=
µiri− 1

2

ρiri∆ri

(
∂ui− 1

2

∂r

)n
, (B.32)

Fn
i+ 1

2

=
µiri+ 1

2

ρiri∆ri

(
∂ui+ 1

2

∂r

)n
. (B.33)

Performing some basic algebra results in a tri-diagonal system of equations

that is closed by the boundary conditions given previously.

B.1.3 Code verification

The numerical solver is implemented in Java. We assume the density in both

the saliva and bolus are constant ρ = 1000. An acceleration of g = 9.81 is

used to drive the flow. The velocity is initialized to zero everywhere and the

system is evolved in time until the following convergence criteria is met,

|un+1
0 − un0 | < 10−13. (B.34)

At steady state, for a variety of choices of µb, µs, Rs, Rb, Ra, we are

able to demonstrate second order convergence in space by comparing to the

theoretical steady-state solution of Section B.1.1.

For a single material, µb = µs, and Ra = 0, the flow is the Newtonian

Hagen-Poiseuille flow. A theoretical time-dependent solution can be cal-

culated from an infinite series of Bessel functions [70]. In these cases, the

solver shows good agreement with the theoretical results.
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Figure B.2: Theoretical startup flow solution vs. FV solver for Newtonian
flow in a pipe. Ra = 0, Rb = Rs = 0.02, Ns = Nb = 5, µb = µs = 1,
ρ = 1000, g = 9.81.
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Mesh size
(Nb +Ns) L2 Error Order

10 0.00290976 -
20 7.27920675E-4 1.99904924
40 1.82010841E-4 1.99975686
80 4.55046340E-5 1.99993900

160 1.13762741E-5 1.99998534

Table B.1: L2 error convergence w.r.t. mesh size. Ra = Rs = Rb = 0.01,
Ns = Nb, µb = mus = 1.0.

Mesh size
(Nb +Ns) L2 Error Order

10 0.00485712 -
20 0.00121428 1.99999981
40 3.03569988E-4 2.00000012
80 7.58924447E-5 2.00000099

160 1.89730527E-5 2.00000445

Table B.2: L2 error convergence w.r.t. mesh size. Ra = 1., Rs = 0.001,
Rb = 0.01, Ns = Nb, µb = 1, µs = 0.01.

B.2 Time dependent flows

The time-dependent startup velocity profile for a full-slip condition is:

u(t) = gt, (B.35)

where g is acceleration due to gravity and t is the elapsed time. Consider a

short-duration two-material startup flow where the bolus viscosity is much

greater than the saliva viscosity. This section shows that the full-slip solution

given above is a reasonable approximation for the bolus velocity profile for

certain choices of saliva viscosity, µs, and the thickness, Rs. These choices of

µs and Rs fall within the range of values that have been published in the lit-
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Figure B.3: Time dependent solutions of a two-material start-up pipe flow
at various times. Low viscosity saliva lubricates a high-viscosity bolus in
the centre of the pipe. For this plot, the parameters were N = 20, Ra = 0,
Rb = 10−2, Rs = 10−3, µb = 1, µs = 2e− 3. For high viscosity boluses, the
no-slip should give a much better approximation to the bolus flow than a
no-slip condition.

erature, as long as the time duration is low enough. For example, Figure B.3

shows the velocity profiles at 0.1s intervals up to 0.5s. The bolus has µb = 1,

Rb = 0.01, while the saliva has µs = 0.002 and thickness Rs = 0.001. For

short time durations, the full-slip velocity gives a good approximation to the

simulated bolus velocity profile. As the simulation progresses, the full-slip

approximation begins to overshoot the simulated bolus velocity, however it

still gives a much better approximation than an unlubricated (no-slip) ve-

locity profile, also shown in Figure B.3. The unlubricated velocity profile at

0.5s was obtained by setting µs = µb = 1.

The quality of the full-slip approximation is most sensitive to three fac-

tors, µs, Rs, and the time duration. For a specific time, for example 0.25s

after the start of the flow, we can plot the bolus flow rate, Q as a function
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Figure B.4: Contour plot of flow rates, as percentage of the full-slip flow
rate, at 0.25s, as a function of both µs and Rs.

of µs and Rs. Figure B.4 shows a contour plot where the lines correspond

to the flow rate Q as a percentage of the theoretical full-slip flow-rate. On

this plot, a no-slip (non-lubricated) flow can be found at the bottom edge

of the plot, where Rs approaches zero. At 0.25s, the full-slip approximation

may be reasonable for many choices of Rs and µs.

We can plot the constant contour line representing Q = 85% of the full-

slip flow rate as a function of Rs and µs. Four such contour lines are shown

in Figure B.5, representing the 85% cutoff line for times of 0.1s, 0.25s, 0.5s,

and 1.0s. Areas to the left of the contour lines show the possible choices of

Rs and µs that would be well approximated by a full-slip condition. These
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Figure B.5: Regions to the left of each contour represent choices of width,
Rs, and viscosity, µS , for which a full-slip condition gives an approximation
of flow rate within 85% of the actual flow rate.

experiments used a fixed time step ∆t = 10−3s, and bolus viscosity of µb = 1.

Decreasing the time step to 10−4 did not change the results significantly. The

results were not sensitive to changes in bolus viscosity.

B.2.1 Measured values of saliva thickness and viscosity

Rantonen and Meurman [104] measured the mean viscosity of saliva at 90s−1

and 37◦C of stimulated saliva to have a viscosity around 2–3 cP. The mean

viscosity of unstimulated saliva was measured at around 4–8 cP. The thick-

ness (Rs) of salivary film in the oral cavity has been estimated [20] to have
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an average thickness of 50–100 microns, however this was for unstimulated

saliva. This might underestimate the thickness of saliva during swallowing,

since for example, the flow rate of stimulated saliva was measured to be

about 5 times greater than for unstimulated saliva [104]. However it is not

clear how this could be extrapolated to thickness of saliva during swallowing.
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