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Abstract

This research contributes to developing a time domain and a frequency domain for-

mulations to solve electromagnetic transients in power system with multiconductor

overhead transmission lines.

The time domain solution introduces a frequency dependent transmission line

model “FDLM”. For the development of the FDLM a fundamental constraint is

added to the classical line equations to maintain the symmetry between electric and

magnetic fields. As a result, voltage waves and current waves travel together and

the characteristic impedance remains uniform along the line. With this premise, a

constant real transformation matrix can be obtained to diagonalize the line func-

tions with high accuracy. This feature can greatly facilitate the line modelling as

opposed to the existing line models which require complex frequency dependent

transformation matrices for their diagonalization. The use of a single constant real

transformation matrix for the voltage and current waves which is exact over the fre-

quency range enables FDLM to provide higher accuracy and numerical efficiency

than the existing line models while it complies with the physical system.

The accuracy of the FDLM is assessed through comparisons with a newly de-

veloped Discrete Time Fourier Series frequency domain solution. This methodol-

ogy is based on the correct specification of the time window and frequency window

widths. Guidelines are provided for this set up which avoids the typical Gibbs and

aliasing errors related to the classical frequency domain solutions. The proposed

frequency domain solution is simpler to implement than the most commonly used

numerical Laplace transform solution while it does not require further considera-

tions to use damping factors or windowing functions.
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R. Martı́ for his continuous support, patience, great inspiration, immense knowl-

edge and insights, and enthusiasm that he provided me throughout my studies. I

appreciate all his contribution of time and ideas to make my doctoral experience

productive and stimulating. I am also grateful to him for the knowledge that I ac-

quired from his “Network Analysis and Simulation” course, and for the wonderful

teaching experience that I gained while assisting him for the “Power System Anal-

ysis 1 and 2” courses. The financial support for this research was made possible by

the Natural Science and Engineering Research Council (NSERC) of Canada under
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Chapter 1

Introduction

1.1 Motivation
Overhead transmission lines and underground cables transfer electric power over

many kilometers from the generation sector to the customers at the distribution

levels. These links are usually affected by over-voltages and over-currents caused

by wide variety of transients such as switching operations, short circuits, lightning

discharges, and faulty insulation. If these stresses imposed to the transmission lines

are beyond a sustainable limit, these links can be severely damaged. To restrain the

amplitude and duration of these undesirable phenomena, protective devices such

as surge arresters and fault detection relays should be employed, and their location

and setting should be tactfully determined. The success of the protective strategies

to disconnect the lines during the transients depends on the accurate prediction of

the system. This can be done through simulations when accurate transmission line

models are available.

Two main approaches can be used to solve electric transients in frequency-

dependent transmission lines: Time domain and frequency domain solutions.

The frequency domain solution describes the transmission line one frequency

at the time over a frequency range, and transforms the frequency response into a

time response using time-frequency transformations such as the Fourier Transform.

These models can analytically describe the frequency dependence of the circuit

parameters, and unlike the time domain solutions they make no approximations
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when bridging the time response to the frequency response. Therefore, frequency

domain solutions are valuable tools to assess the accuracy of the corresponding

time-domain models. However, frequency domain solutions have difficulty to rep-

resent directly the opening and closing of circuit breakers at specific times and

model nonlinear elements. Simulation of switching operations in frequency do-

main solutions requires going back and forth between frequency and time domains

for each change of switch position, thus, making the process quite long and dif-

ficult. In terms of the computational costs, frequency domain solutions are more

expensive than the time domain solutions as they require a one-to-one correspon-

dence between frequency and time domains. This restricts their applications to be

used as general purpose solvers.

Time domain methods are more flexible for circuits with switching operations,

non-linear and time-varying elements, and to perform real-time analysis. Among

the time-domain methods, the Electro-Magnetic Transients Program (EMTP) [29]

[30] [28] is the most widely used tool. In direct time domain simulations, every

element of an electrical network is described by a set of differential equations.

In order to obtain the time-domain models of these elements, the corresponding

differential equations are solved (integrated) between discrete time intervals (e.g.

trapezoidal rule in the EMTP. The main handicap of time-domain methods is mod-

elling frequency dependent components. Nonetheless, very good frequency de-

pendent transmission line and underground cable models exist in the EMTP, as for

example, Frequency-Dependent Line (FDLINE) [69], fqLine [71], and Universal

Line Model (ULM) [74]. These models approximate the frequency dependence of

the line or cable wave functions with rational function approximations (using, for

example, Bode’s Asymptotic Fitting (BAF) [1] and Vector-Fitting (VF) [55]). The

fitted functions can then be transferred into the time domain to incorporate these

models into the time domain solution. This conversion has to be done numerically,

as a result, selection of the time step and numerical stability can affect the accuracy

of the modelling [68]. Besides other factors such as consideration of the transfor-

mation matrices to diagonalize the line functions, the accuracy of the curve-fitting

algorithms can also determine the accuracy of these line models.

The problem of frequency dependent transmission line modelling has been the

subject of many researches for many years. Despite the significant progress made
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in this area, there is still room to further advance the modelling by taking into

account physical assumptions.

In this section, the advances in the calculation of line parameters used in the

classical Multiconductor Transmission Line (MTL) equations are briefly reviewed.

The history of the most well-known frequency domain solutions and time domain

line models are presented along with their pros and cons in preparation of propos-

ing the Revised Multiconductor Transmission Line (RMTL) equations as the main

objective of this research.

1.2 History of Line Parameters Calculation
Traditional Approach

The MTL equations belong to the class of formulations where the skin effect is

only considered in the series impedance; while the shunt admittance is calculated

assuming electrostatic position for the charges.

Sommerfeld in 1909 proposed a pioneering solution to the problem of “elec-

tromagnetic wave propagation along current-carrying conductors above a finitely

conducting plane” [112]. In 1926, Carson proposed Quasi-Transverse Electric

Magnetic (TEM) fields approximations of the Maxwell equations to solve this prob-

lem for an overhead transmission line [13]; whereas Pollaczek developed similar

formulas applicable not only to overhead transmission lines but also to the un-

derground cables and to combinations of both [98] [97]. Although Carsons ap-

proximations are relatively simple, they are valid for limited range of frequencies

only that the capacitive displacement currents in the ground can be neglected. To

validate Carsons equations for high frequencies, Semlyen presented an analytical

continuation to the Carson’s integral [106], and Hofmann derived an asymptotic

series expansion for the calculation of the self and mutual line impedances [58].

There have been several attempts to approximate Carsons integral aiming to

lessen the computational time of the simulation. First, Dubanton in 1969 sug-

gested a simple and sufficiently accurate expressions for line impedances for the

whole range of frequencies with intuitive insight [31]. Dubanton’s formula was

analytically proven by Gary in 1976 [41] and Deri in 1981 [26] introduced as the

“complex ground return plane approach” with further improvement in [105] [110]
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[4]. Other authors presented approximations to Carson’s formula in a form of

double logarithmic [96] with further enhancement to obtain a simpler and more

accurate closed-form formula in [87], and a more recent formulation based on the

variable changes integral in [61]. Numerical evaluation of the Carson’s integral

were presented in [100] [86] [64] to assess the accuracy of approximation formu-

las.

Stratified Earth
Carson’s formula was developed for the homogeneous infinite earth. In prac-

tice, however, the earth is not homogeneous, and its resistivity varies along the

depth of the earth layer. Even if considered as an equivalent homogeneous earth,

the resultant earth resistivity may be frequency dependent.

In 1949, Sunde [113] formulated the series impedance to include a two-layer

earth only for overhead lines or cables above the earth. In his solution, however,

the boundary conditions are not sufficiently general, and the propagation of current

along a line is neglected [83]. The idea of Carson’s integral extension for a two-

layer earth was followed in [59] [78]. In 1973, Nakagawa proposed a more rigorous

solution for a three layers earth case [83], with a sensitivity analysis for arbitrary

earth resistivities, pemeabilities and permittivities [6], and with further extension

to a general multi-layer case with continuously variable (exponential or linear)

earth resistivity [82]. Nakagawa found out that the homogeneity assumption is

only permissible at very high frequencies. Indeed, at low frequencies, a stratified

earth causes significant differences in the earth impedances and the resultant wave

deformations from the homogeneous case. He also concluded that the displacement

currents mostly affect the earth-return impedances at frequencies beyond 1 MHz

and under the conditions that the earth resistivity is high and the height of the

conductors above the ground is low [83].

Further studies in the modelling of the stratified earth include a direct numerical

integration using Finite Element Method (FEM) [91] and closed-form formulas for

a two layers earth [8] [119] with further generalization for a multi-layer earth [121]

[120].

Correction on Admittance
As discussed, the MTL equations are based on the TEM assumption under which

the ground return correction is only applied to the series impedance; while the shunt
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admittance is considered only of the physical geometry. Under this condition, it is

assumed that the conductor and the earth surface have the same potential [40].

As a result, only at high frequencies where the correction term of the impedance

becomes negligible, the admittance agrees with the impedance and the propagation

constant becomes purely imaginary and waves propagates with no loss above lossy

ground [80]. However, when the ground is not perfectly conductive (non-ideal

ground), the potential at the surface of the ground should not be considered as

zero. Therefore, ground return corrections have to also be considered for shunt

admittances of transmission lines [81].

In 1930’s, Wise extended Carson’s approach for relative permeability and per-

mittivity of the earth greater than the unity [139] [137], and added the effects of

transversal currents displacement for a single-conductor above an imperfect earth

[138]. He referred to restricting assumptions of Carson’s approach such as neglect-

ing the polarization currents at low frequencies, and propagation of the wave with

the velocity of the light and without attenuation. Kikuchi is the first author who

proved the exact theory to Wise’s solution by calculating the admittance correction

term by means of a series expansion and pointing out the surface wave propagation

at high frequencies [62]. Kikuchi’s formula agrees with Wise’s under the condition

that the permeabilities of both medias are equal.

Sunde [113] and Arisumunandar [9] proposed similar image approximation

[26] for the longitudinal effects of a transmission line. Hedman performed modal

analysis on the admittance correction terms of Wise for high frequencies [56]. He

concluded that the effects of the high relative dielectric constant of the earth are

significant only for frequencies higher than 0.5 MHz, and when both earth resis-

tivity and dielectric constant are high. Wedepohl further extended Wise correction

term for a semi-infinite non-homogeneous earth [133] in terms of an infinite inte-

gral with no restriction on the permeabilities, permittivities, and resistivities. His

numerical results showed that the integral becomes equivalent to that derived by

Carson and Wise for the case of a semi-infinite homogeneous earth. However, con-

siderable differences have been shown to occur in the stratified cases, when the

earth-layer resistivities differ by a factor of 10. Moreover, the capacitive nature of

the earth was shown to be significant at very high frequencies due to displacement

currents.
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In 1969, Wait proposed an exact solution of an implicit modal equation based

on the full-wave approach of Sommerfeld integrals and Bessel functions in order

to leave out of the Carson approximation for a thin, infinitely long wire parallel

to an interface [125]. The formulation is rather general but very difficult to han-

dle from a computational point of view. D’Amore presented an approximation to

the exact solution of Wait for a single [21] and multi-conductor [22] transmission

lines with further development to obtain simpler formulation [20]. Wedepohl and

Efthymiadis developed a more general numerical technique to evaluate propaga-

tion constants for a single, lossless, infinitely long conductor above a lossy ground

[129] [33]. This approach combines the vector potential as the sum of comple-

mentary transverse magnetic and transverse electric wave components for low and

high frequencies showing similar results to Kikuchi’s technique. The most obvious

new feature of the results is the increase in the propagation loss due to a change

in the reactive nature of the ground when high ground resistivities were involved.

They realized that introducing a negative conductance term which is normally neg-

ligible, leads to a lossless propagation wave. This work was further enhanced by

Nakagawa for a single [81] and multi-conductor [80] cases resulting in an approach

with much smaller computation time than the solution of Efthymiadis. Nakagawa

realized that in the case of ordinary lossy ground, admittance correction term does

not have a significant impact in analyzing wave propagation at frequencies of in-

terest to power engineers; whereas it produces remarkable changes in attenuation

constants at high frequencies and for very lossy medium.

Pettersson generalized Sunde’s image representation approach for the trans-

verse effects, and achieved simple closed-form expressions for the axial propaga-

tion constant and characteristic impedance [94]. He further extended his formula-

tion to include the vertical electric field between ground and wire [95]. Recently,

Papadopoulos generalized Sunde’s admittance correction approximation for over-

head conductors above a two-layer earth [90].

1.3 History of Frequency Domain Solutions
As mentioned earlier, frequency domain solutions are used to assess the accuracy

of the time domain line models since they do not approximate the frequency de-
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pendence of the line functions.

Pioneering work on power system transients simulation using numerical Fourier

transforms was performed in 1965 [23]. This work addressed the Gibbs oscillations

due to truncation of the integration range with infinite frequency of a continuous-

time function. The authors introduced the use of the Lanczos’ window to reduce

Gibbs errors. They also referred to the aliasing errors in the time domain due to

the discretization of the continuous variable in frequency. To reduce time aliasing,

they proposed the Modified Fourier Transform (MFT) in which they smoothened

the frequency response by adding a damping factor [24]. Wedepohl applied modal

analysis to the MFT in the calculation of transients on multiconductor transmis-

sion lines [132] and later for underground and submarine cables [134]. The results

obtained by Wedepohl at that time could not be attained with the available time do-

main methods and were used as benchmarks to enhance time domain line and cable

models [101]. The computational efficiency of the MFT was enhanced by introduc-

ing the application of Fast Fourier Transform (FFT) [5] and by using non-uniform

sampling [7] [60] [18] [45].

In 1978, Wilcox formulated the MFT methods in terms of the Laplace trans-

form theory and introduced the term Numerical Laplace Transform (NLT) [136].

He also provided a criterion to calculate the associated damping factor. In 1982,

Wedepohl further enhanced the numerical accuracy of the NLT by calculating the

damping factor based on the number of samples [127]. The use of different win-

dow functions and the choice of damping factors for the NLT were studied in [75].

This reference also verified that the damping factor proposed by Wedepohl gives

more accurate results than the one proposed by Wilcox, at the cost of amplifying

the Gibbs oscillations and numerical errors in the tails of the waveforms.

Advances to include switching maneuvers, nonlinear and time-varying ele-

ments in the frequency domain solutions can be found in [131] [130] [79] [77]

[122] [104] [76] [44] [109] [43] [42] [89] [17].

1.4 History of Time Domain Line Models
Time domain transmission line models are also referred to as “traveling-wave mod-

els” in which the voltages and currents at the two line ends are decomposed into
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incident and reflected waves. The behaviour of the line is described by the char-

acteristic impedance which relates current waves to voltage waves and the propa-

gation function which defines the delay and distortion of a wave traveling between

the two line ends. Traveling-wave line models can be also classified into three

types: Constant Parameters Line (CP-Line) model, modal domain models, and

phase domain models. The CP-Line model was initially introduced by Bergeron

in 1961 [10], and was the first model incorporated in the EMTP. The CP-Line is a

simple, single-line constant-frequency model. Here, the line is treated as lossless

with a pure time delay and a real characteristic impedance in the form of a dual

Thevenin equivalent circuits. However, its distributed series resistance is added in

lump form. The lumped resistances can be inserted throughout the line by dividing

its total length into several sections. The main disadvantage of the CP-Line is that

the relatively strong frequency dependence of the line parameters is not taken into

account. Therefore, the CP-Line cannot adequately simulate the response of the

line over the wide range of frequencies that are present in the signals during most

transient conditions.

The theory of modal decomposition was introduced by Wedepohl in 1963 [128]

and Hedman in 1965 [56] (independently from each other). This theory is based

on the use of eigenvectors transformation matrices to decouple the physical system

of an N-phase multiconductor transmission line into N-mathematically-equivalent

decoupled single-phase circuits. Based on the modal decomposition theory and the

CP-Line model, one of the first frequency dependent multiconductor line models

was proposed by Budner in 1970 [12]. He introduced the concept of weighting

functions to model the frequency dependence of the line characteristic admittance

and wave propagation functions. The weighting functions in this model are; how-

ever, highly oscillatory and difficult to evaluate with accuracy [68]. In an effort to

improve Budner’s model, in 1972 Snelson [111] introduced an analogous variable

change to relate currents and voltages in the time domain. This idea was further

developed by Meyer and Dommel [73] in 1974 and resulted in obtaining forward

and backward travelling function from the weighted past history of the currents

and voltages at both line ends using the convolution integral. This formulation rep-

resented a considerable improvement over other weighting function methods, and

gave reliable results in many cases of transient studies [68]. On the other hand, the
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relatively time consuming process required to evaluate the convolution integrals

at each time step of the solution and the less accurate response at low frequen-

cies, including the nominal 60 Hz steady state, were the main drawbacks of this

technique [68]. As a solution, in 1975 Semlyen and Dabuleanu [107] introduced

an efficient formulation to synthesize the line functions with a low-order rational

function approximation using complex exponentials. However, by allowing com-

plex poles and zeros in the fitting functions, numerical oscillations were introduced

in the response of line model.

J. Martı́ in 1981 [68] [69] introduced the FDLINE model that simplified fre-

quency dependence modelling by fitting the amplitude of line functions with high

order BAF rational approximations using negative poles and zeroes. This choice

resulted in a minimum-phase realization (i.e., phase function is uniquely deter-

mined from the magnitude function) and, therefore, guarantees causality (i.e., the

transfer function is equal to zero for t < 0) and absolute numerical stability. In

FDLINE, eigenvector transformation matrices are used to transform the original

coupled phase coordinates into decoupled modal coordinates. FDLINE approxi-

mates the complex frequency dependent transformation matrices obtained with the

classical MTL equations at one frequency (e.g., 1 kHz), and only takes the real part

of the matrices. The original version of FDLINE was implemented in 1981-1983

in the Bonneville Power Administration (BPA) EMTP. This version was improved

in the DCG/EPRI version developed in 1984-1986 [1]. Some of the specific im-

provements included: higher dynamics in the very low frequency region that solved

encountered problems for very short lines, improved BAF algorithms that enhanced

the overall accuracy of the fitting, and automatic error checking for short/open cir-

cuit conditions to optimize the single-frequency diagonalizing matrices used in this

model. FDLINE is a simple, efficient, and reliable model that has been incorporated

in most versions of the EMTP (e.g., ATP, Microtran, PSCAD, EMTP-RV, and Opal-

RT) and in real-time versions of the EMTP [32]. Even though FDLINE has been

widely used, there has been a belief that because it uses a single real transforma-

tion matrix to convert between modal and phase quantities, the model may not be

accurate enough for strongly asymmetrical line configurations [36] [38]. However,

reference [70] showed that for switching surge studies in untransposed overhead

lines, real constant transformation matrices can still give acceptable results within
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certain frequency limits. A number of line models have been proposed to remove

the limitation of FDLINE of using a real constant transformation matrix as they will

be briefly introduced next.

L. Martı́ in 1988 [71] proposed the fqLine model which synthesized the trans-

formation matrices with BAF rational function approximations with real negative

poles. This approach worked well in the case of underground cable where the con-

ductors are very close to each other and to ground and the transformation matri-

ces become strongly frequency dependent [72]. Fitting the transformation matrices

with minimum-phase rational functions proved a difficult task. Here, the numerical

difficulties of relaxing the constant transformation matrix condition for the over-

head transmission lines began to emerge. Some of the terms that had to be fitted

with rational functions could not be satisfactorily approximated using only nega-

tive poles and there was also the problem of modes switching along the frequency

range [37].

In 1999, Tavares used a transformation matrix based on line geometry and

Clarke transformation matrix to diagonalize frequency dependent multiphase trans-

mission lines in the modal domain [114]. This model provides exact solution for

ideally transposed lines and single-circuit three-phase horizontal lines and provides

good approximation for non-transposed lines with vertical symmetry plane.

Recently, Gustavsen showed that the accuracy of FDLINE in two parallel over-

head lines can be improved by modeling each line by an FDLINE and then adding

the mutual coupling between the independent FDLINEs using rational functions

[49]. However, this reference concluded that the proposed model seems to be com-

putationally expensive particularly if the upper bandwidth passes 100 kHz.

The difficulties involved in the modal domain line models led to the develop-

ment of alternative line models that do not use transformation matrices by working

directly in phase coordinates. Examples of these models are the zLine [15], zCable

[141], ARMA [88], [85], and other models based on the method of characteristics

[84][102] [35].

Other phase domain models are based on the idempotent theory which was in-

troduced by Cullen in 1990 [19] as “spectral decomposition”. Wedepohl in 1993

[126] used this concept to synthesize the propagation function of transmission lines

in phase coordinates. The idempotents are slightly better behaved functions than
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the eigenvectors of the modal transformation matrices; however, they are still fre-

quency dependent. They also have the unique property to be scale-free, which is a

key factor in solving the problem of normalization of the transformation matrices

in fqLine model. Idempotent-based line models for the EMTP were first introduced

by Castellanos and J. Martı́ in 1995 [14]. They were further developed by Marcano

and J. Martı́ [65] [66]. In these models accuracy was sacrificed in order to use

only minimum-phase functions for asymmetrical line configurations. Gustavsen

and Semlyen in 1998 relaxed the requirement of minimum-phase in the synthesis

of the idempotent coefficients to gain accuracy [52] [51] [54]. This work evolved

in the ULM [74] in 1999 which is widely used in the EMTP community when fre-

quency dependence of the transformation matrices is a concern. In developing the

ULM, Gustavsen and Semlyen in 1999 introduced the VF rational approximation

approach [55] with the improvement in [46] [50]. By allowing unstable poles and

zeros in the VF, unlike BAF in FDLINE, ULM requires both the real and imaginary

parts of the line functions to be fitted. Because of the higher burden of simulat-

ing the frequency dependence of the transformation matrices, ULM is considerably

more expensive than FDLINE which is an important consideration in real time sim-

ulators. VF requires post-processing to achieve passivity [53] [16] [48] [27] [25]

[108] and prevent numerical instability problems [63] [47]. Since physical systems

with no sources have to be passive, a mathematical model without intrinsic passiv-

ity is not a good representation of reality and can lead to unexpected problems.

1.5 Research Objectives and Anticipated Impacts
The main objectives of this research are the followings:

1. Validation of FDLINE under asymmetrical line configurations

2. Development of an accurate frequency domain solution

3. Revisions to the classical MTL equations and development of a frequency

dependent EMTP line model based on the revised equations
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1.5.1 Validation of FDLINE Under Asymmetrical Line Configurations

The FDLINE model has given reliable results in the EMTP community for many

years. Even though FDLINE is simple, does not require passivity considerations,

and has been implemented in real time simulators, the concern has remained of

whether the model is accurate enough under asymmetrical line configurations.

Many of the arguments for this conclusion have been based on using a single trans-

formation matrix versus fitting the transformation matrix functions.

In Chapter 2, the accuracy of the FDLINE is compared with the ULM and NLT

frequency domain solution for a variety of asymmetrical line configurations. By

validating the accuracy of FDLINE in this chapter, this model will be used in Chap-

ter 4 in the development of a line model based on the RMTL equations.

1.5.2 Development of an Accurate Frequency Domain Solution

In Chapter 3, derivation of the Discrete Time Fourier Series (DTFS) methodology

is presented to solve electromagnetic transients in power systems with multicon-

ductor lines. The proposed methodology is based on the correct specification of

the time window and frequency window. Guidelines are provided for this set up.

DTFS is a simpler solution than the most commonly used NLT due to not requiring

to choose a damping factor and a windowing function to reduce aliasing and Gibbs

errors typical of the frequency domain solutions; while it provides very accurate

results.

1.5.3 Revisions to the Classical MTL Equations and Development of a
Frequency Dependent EMTP Line Model Based on the Revised
Equations

Chapter 4 addresses a physical inconsistency in the classical MTL equations that

is the voltage waves and current waves do not travel together along the line. As a

result, the characteristic impedance becomes a function of distance which contra-

dictions Bergeron’s theory.

To maintain the symmetry of propagation between the voltage waves and the

current waves, a physical constraint is imposed on the MTL equations. Based on

this condition the RMTL equations are proposed. As opposed to the MTL equations

that require complex frequency dependent transformation matrices for their diag-
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onalization, the RMTL equations can be diagonalized using a single real constant

transformation matrix.

A Frequency-Dependent Line Model (FDLM) is proposed based on the RMTL

equations. The accuracy of FDLM is compared to FDLINE, ULM, and DTFS fre-

quency domain solution.
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Chapter 2

Accuracy of FDLINE Under
Asymmetrical Line
Configurations

This chapter first reviews the classical MTL equations for an N-conductor over-

head transmission line with ground return on which the existing line models are

based. This includes calculation of per unit length impedance and admittance ma-

trices as well as derivation of the transformation matrices to diagonalize the wave

functions. Next, well-known time domain and frequency domain solutions to the

MTL equations are briefly discussed. Finally, the simulation results obtained with

FDLINE and ULM line models in the EMTP are presented for a variety of asymmet-

rical line configurations, including single-circuit, double-circuit and parallel lines.

The results are compared with a conventional NLT reference solution. The com-

parisons include open and short circuit conditions during the transient and steady

state periods.

The MTL equations will be used in Chapter 3 in the development of the DTFS

algorithm, and in Chapter 4 to propose the RMTL equations and develop the FDLM

model.
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2.1 Classical MTL Equations

2.1.1 Per Unit Length Z and Y Calculation

In Fig. 2.1, a segment ∆x of a long uniform transmission line in a uniform medium

is shown. In general, the equations are derived for N parallel conductors above a

common ground return. The equations relating voltages and currents in this line

can be derived in the frequency domain in terms of series impedance and shunt

admittance matrices.

Iy

x
Rc

Vy

x∆

Lloop

Gins Cext

x y

Z

Ix Iy

Vx Y

gx gyRe

Figure 2.1: Transmission line segment ∆x (only one conductor with respect
to ground is shown).

The series impedance and shunt admittance matrices in Fig. 2.1 are symmet-

rical and their elements are complex numbers. Preserving this symmetry is one

of the physical constraints imposed in this research. Voltages are measured from

conductors to a single common ground. Currents in the conductors flow forward

in the x direction and return through the common ground path. The voltage and

current drops along the line conductors are given by,

Vx−Vy = ZI , Ix− Iy = YV (2.1)

The real part of the impedances in Z consists of the internal resistance of the

conductors Rc plus the resistance of the ground return path Re. The imaginary part

of Z consists of the inductances of the loops Lloop formed by the conductors and

ground. In the normal EMTP formulation, the real part of the admittances matrix

Y consists of the losses along the insulator strings Gins, and the imaginary part

15



consists of the external conductor capacitances Cext . The series impedance and

shunt admittance matrices are then given by

Z = (Rc +Re)+ jωLloop (2.2)

Y = Gins + jωCext

In general, all elements of the matrices in (2.2) can be frequency dependent.

In normal EMTP transmission line modelling, however, Gins and Cext are assumed

constant.

In (2.2), Rc and Gins are diagonal matrices. Rc is calculated using Bessel func-

tions to account for the skin effect. In the EMTP simulation tools (e.g., Microtran,

PSCAD, and EMTP-RV), Rc is calculated knowing the outer diameter, thickness

ratio, and DC resistance of an Aluminum Conductor Steel Reinforced (ACSR) con-

ductor. The value of the Gins is in the order of the (10−9)’s S/km [39] which is

normally small compared to the other system parameters. However, ignoring this

parameter causes a relative asymmetrical property between the Z and Y matrices,

even though negligible.

Re, Lloop, and Cext are full matrices which are calculated using the concept of

complex penetration depth [26].

The diagram in Fig. 2.2 illustrates Lord Kelvin’s method of images where

for ideal ground each line conductor at height hi has a corresponding image in

the ground at depth hi, and the actual ground can be replaced by the conductors’

images.

In an approximate solution, that illustrates the nature of the problem, the com-

plex penetration depth method of [26] can be used to adjust the height of the con-

ductors and the depth of their images (Fig. 2.2) to take into account non-ideal

ground. The adjusting complex penetration depth value p is given by

p =

√
ρ

jωµ
(2.3)

In (2.3), ρ is the earth resistivity, ω is 2π f where f is the frequency and µ is

the permeability of the ground. For the air and the ground µ = µ0 = 4π×10−7 in

H/m. The radii of conductors is taken as rieq to correct for the internal skin effect.
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D12'

r1eq

Figure 2.2: Conductors above non-ideal ground using the method of images
and complex penetration depth.

In Fig. 2.2 we show two conductors and their ground return images. In gen-

eral we will have N physical conductors with N images. The classical MTL line

equations, however, are derived for N conductors above a single ground return.

Mapping the system of conductors and images in Fig. 2.2 to the system of con-

ductors with a common ground return, there is a loss of dimensionality of N− 1.

This loss of information leads to the inconsistencies in the calculated values for Re

which will be further discussed in Section 4.3.

To calculate the values of Re using the method of images, we can define a com-

plex loop inductance L′loop that takes into account the inductance and the resistance

of the path formed by the conductor and the earth return. The self element L′loop11

in Fig. 2.2 is calculated in

L′loop11 =
µ

2π
ln

2(h1 + p)
r1eq

(2.4)

The real part of the L′loop11 defines the self inductance of the loop, while the

imaginary part corresponds to the self earth resistance given by
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Lloop11 = ℜ
(
L′loop11

)
(2.5)

Re11 = jω
(

jℑ
(
L′loop11

))
=−ωℑ

(
L′loop11

)
(2.6)

The mutual element L′loop12 in Fig 2.2 is calculated in

L′loop12 =
µ

2π
ln

D12′

d12
(2.7)

In (2.7), D12′ is the distance from conductor 1 to the image of conductor 2, d12

is the physical distance from conductor 1 to conductor 2.

The mutual elements for inductance loop and earth resistance are given by

Lloop12 = ℜ
(
L′loop12

)
(2.8)

Re12 = jω
(

jℑ
(
L′loop12

))
=−ωℑ

(
L′loop12

)
(2.9)

For the Y matrix of (2.2), the matrix of capacitances Cext is obtained from the

matrix of potential coefficients Pext as

Cext = P−1
ext (2.10)

Following the TEM condition in the classical MTL equations, the capacitance

is assumed to be equal to its electrostatic value (with the charges on the outside

of the conductor and on the surface of the earth). Since no transversal losses are

considered, the values of Pext and Cext are real. The diagram of Fig. 2.2, with p =

0, can be used to represent this electrostatic condition and calculate the potential

coefficients. The self and mutual elements of real matrix Pext in the example of Fig

2.2 are calculated in

Pext11 =
1

2πε
ln

2h1

r1ext
, Pext12 =

1
2πε

ln
D12

d12
(2.11)

In (2.11), r1ext is the external radius of conductor 1 in Fig. 2.2 and D12 is the

distance from conductor 1 to the image of conductor 2 when the ground penetration

depth is zero. For the air and the ground ε = ε0 = 8.85×10−12 in F/m.
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2.1.2 Diagonalization of the MTL Equations

Analogous formulas can be written for the voltage drops in the series impedances

between sections x and y and current drops across the shunt admittances, for con-

ductors 1 and 2 in Fig. 2.1. Assuming Z is in Ω/m and Y is in S/m, and making the

length of the line segment ∆x go to zero, we obtain first order differential equations

for the voltage and current drops as a function of the distance x down the line,

− ∂V
∂x

= ZI , −∂ I
∂x

= YV (2.12)

The negative signs in (2.12) are due to the assumed positive direction for the

x in Fig. 2.1. Combining voltages and currents in (2.12), we obtain second order

differential equations for the propagation of voltage and current as a function of

the distance x down the line,

∂ 2V
∂x2 = (ZY)V ,

∂ 2I
∂x2 = (YZ)I (2.13)

Due to the duality of electric and magnetic field in the propagation process,

symmetry conditions need to be preserved in the solution of the propagation equa-

tions. Since the quantities in (2.13) are matrices, we need, in general, to preserve

the order of the multiplications. It is then assumed in the classical MTL solution

(e.g., [126][93]) that

ZY 6= YZ (2.14)

As we will show in Chapter 4, this assumption will lead to a physical con-

tradiction in the symmetry of the solution. The solution of (2.13) can be written

as

V(x) = V f (x)+Vb(x) = V f ke−γVx +Vbke+γVx (2.15)

I(x) = I f (x)+ Ib(x) = I f ke−γIx + Ibke+γIx (2.16)

The wave propagation constants γV and γI are found from the solutions of

(2.13),

γV =
√

ZY =
√(

Rc +Re + jωLloop
)
(Gins + jωCext) (2.17)
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γI =
√

YZ =
√

(Gins + jωCext)
(
Rc +Re + jωLloop

)
(2.18)

Without any further restrictions in the MTL equations, and except for the case of

a balanced line or a single-phase line, γV and γI in (2.17) and (2.18) are in general

different.

The voltage and current waves in (2.15) and (2.16) have two components: the

forward waves “ f ” that travel from left to right in the diagram of Fig. 2.1, and the

backward waves “b” that travel from right to left in this diagram.

Assuming a semi-infinite line, where only forward voltage and current waves

exist in (2.15) and (2.16), the voltage waves and the current waves are related by the

characteristic impedance (2.19)-left. Similarly, the backward voltage and current

waves are related as shown in (2.19)-right (the minus sign here indicates that the

backward currents flow from right to left),

V f (x) = ZcI f (x) , Vb(x) =−ZcIb(x) (2.19)

The characteristic impedance matrix Zc can be found by replacing (2.19) in

(2.12) giving

Zc = Y−1
√

YZ (2.20)

where Z and Y are defined in (2.2).

For single-phase lines, Z and Y are scalar numbers and their product is commu-

tative. In this case, γV and γI are the same. This is also the case for fully transposed

(“balanced”) multiconductor lines that can be diagonalized by symmetrical com-

ponents and other akin transformations. However, for untransposed multi-phase

lines, γV and γI are different. This is the currently held assumption in the MTL

equations.

When modal analysis is used to transfer the line equations from phase to modal

coordinates (Wedepohl, 1963 [128] and Hedman 1965 [56]), two transformation

matrices TV and TI are defined, one for the voltages and one for the currents.

Using subscript ph for the original coupled phase quantities and subscript m for

the decoupled modal quantities,
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Vph = TV Vm , Iph = TIIm (2.21)

Matrix TV diagonalizes the product ZY while matrix TI diagonalizes the re-

verse product YZ,

ZYm = T−1
V

(
ZphYph

)
TV , YZm = T−1

I

(
YphZph

)
TI (2.22)

In the modal domain, the voltage propagation ZYm is equal to the current prop-

agation YZm.

Since the transformation matrices contain complex numbers, they are prone to

mode switching that has to be corrected. A well-known solution to this problem

was proposed by Wedepohl with the application of Newton-Raphson algorithm

[135].

The decoupled modal series impedances and shunt admittances are calculated

from

Zm = T−1
V ZphTI , Ym = T−1

I YphTV (2.23)

It will be argued in Chapter 4 that the constraint of collocation of voltage waves

and current waves will require γV and γI to be equal in the phase domain, regard-

less of the asymmetry of the system of conductors (vertical, horizontal, double

circuit, etc.). It will also be shown that this condition can be achieved with a single

real transformation matrix T which is basically constant over the entire frequency

range.

2.2 Time Domain and Frequency Domain Solutions to
the MTL Equations

2.2.1 FDLINE Solution to the MTL Equations

In the FDLINE model, modal transformation matrices are used to decouple the N-

coupled transmission lines to N-decoupled circuits. Each circuit is represented

by a modal characteristic impedance Zcm and a modal propagation function γm

calculated the at each frequency from

Zcm =

√
Zm

Ym
, γm =

√
ZmYm (2.24)
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At each decoupled circuit, the voltage and current waves are calculated in

V (x) =Vf ke−γmx +Vbke+γmx (2.25)

I(x) = I f ke−γmx + Ibke+γmx (2.26)

The voltage and current waves are related by the characteristic impedance in

V (x) =Vf ke−γmx +Vbke+γmx = Zcm
(
I f ke−γmx + Ibke+γmx) (2.27)

Combining (2.25) (2.26) as in [69], we obtain the forward perturbation wave

V (x)+ZcmI(x) = (Vk +ZcmIk)e−γmx (2.28)

Note that in FDLINE [69], (2.28) can only be written in terms of modal de-

coupled modes. Figure 2.3 illustrates FDLINE equivalent circuit at each mode. In

(2.28), with x = 0 for the sending-end k of the line of Fig. 2.3, and x = ` for

the receiving end n, one obtains the voltage and current relationship for the line

equivalent circuit at node n,

Vn +ZcmIn = (Vk +ZcmIk)e−γm` (2.29)

The circuit of Fig. 2.3-right results from (2.29) after reversing the direction of

the current. A similar analysis can be followed to obtain the equivalent circuit for

the line as seen from node k (Fig. 2.3-left).

Ik (t) In (t)

Ekh (t) Enh (t)

k n

Zcm Zcm

Vk (t) Vn (t)+_ +_

+

_

+

_

Figure 2.3: FDLINE modal equivalent circuit.

The history sources in Fig. 2.3 are given by

Enh = (Vk +ZcmIk)e−γm` , Ekh = (Vn +ZcmIn)e−γm` (2.30)
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In FDLINE model, modal frequency dependent Zcm and e−γm` in the circuit of

Fig. 2.3 are synthesized by means of BAF rational function approximation using

negative poles and zeros to guarantee a passive realization.

The BAF algorithm is based on an adaptation of the simple concept of asymp-

totic fitting of the magnitude function, first introduced by Bode. The magnitude is

plotted as a function of the logarithm of the frequency. The basic principle of the

procedure is to trace the approximated curve by straight-line segments. These seg-

ments may be either horizontal or have a slope that is a multiple of 20 dB/dec. The

points of change of slope (corners or breaking points) define the poles and zeros of

the rational approximating function [68].

A major advantage of BAF over the other curve fitting algorithms which use

complex poles (e.g., VF) is the process used to determine the time delay associated

with the propagation modes [1] [69]. Because BAF uses only negative poles and

zeroes, the resulting rational approximation is minimum phase-shift [92]. This

means that the real and imaginary parts are locked in a single function and the phase

is uniquely defined by the fit of the magnitude. For the propagation functions, the

rational fit has the same magnitude as the data function and the phase has a shift

of ωτ due to the time delay τ of the propagating mode. In FDLINE of [1] [69], this

time delay is determined by shifting the fitted function a for best correlation with

the original function. Since the original function is physical, it has to be minimum-

phase-shift with a time delay and the BAF procedure assures the physical properties

of the fit. This correlation procedure maintaining the physical constraints is not

possible when the fitting is not restricted to minimum-phase functions, like in the

case of VF [55].

After approximating Zc by some poles and zeros, then it is simulated by a se-

ries of RC parallel circuits. Using the trapezoidal integration rule, the RC networks

are expressed in the form an equivalent resistance in series with a history voltage

source. Synthesis of the e−γ` results in two uncoupled parallel history voltage

source derived from the Inverse Laplace Transform of the partial fraction expres-

sion of the approximated polynomials. The model can then be easily incorporated

into a time domain solution simply in the form of a constant resistance in parallel

with a current source evaluated at each time step of the solution.

Finally, the voltage and current of interest will be transferred from the modal
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domain back to the phase domain using (2.21). As addressed in the literature,

FDLINE approximates the transformation matrices in one frequency (e.g., 1 kHz)

and takes only the real part of the matrices.

The total operations count for FDLINE to simulate an N conductor system with

PZc number of poles for fitting Zc and PAp number of poles for fitting e−γ` is given

by

N f dline =

(
N2 +

N

∑
1

PZc

)
+

(
N2 +

N

∑
1

PAp

)
(2.31)

2.2.2 ULM Solution to the MTL Equations

The ULM is a direct phase domain frequency dependent line model which is fun-

damentally based on the idempotent decomposition (introduced as “column-wise”

technique in [74]).

Idempotent coefficients are matrices derived from the column-row multipli-

cation of the modal transformation matrix and its inverse. For a function A, the

relationship between the phase domain and modal domain are defined in

Am = T−1AphT (2.32)

Aph = TAmT−1 (2.33)

Equation (2.33) can be rewritten in terms of the constituent columns for T and

constituent rows for T−1 for an N-phase multiconductor transmission lines in

Aph =
[
C1 C2 · · · CN

]


a11 0 · · · 0

0 a22 · · · 0
...

...
. . .

...

0 0 · · · aNN




R1

R2
...

RN

=
N

∑
i=1

aii (CiRi) (2.34)

The ULM uses VF algorithm to synthesize the modal line functions Yc and e−γ`

and the idempotent coefficients matrices. VF method is a robust reformulation

of the Sanathanan–Koerner iteration [103] using rational basis functions (partial

fractions) instead of polynomials and pole relocation instead of weighting [57]. VF
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is based on iteratively relocating an initial pole set to better locations [46]. Unlike

the BAF, VF requires both the magnitude and phase angle of the mode to be known

before the fitting can be done. Thus, the time constant for back-winding must be

pre-calculated.

In this model, VF was initially used to fit Yc column-wise using an identical

set of poles. Since Yc has no time delay, instead of fitting the sum of modes in

phase domain using suitable sets of poles, fitting is done on the sum of the diag-

onal elements of Yc. By taking the modal traveling time delays into account, the

propagation matrix is fitted in the phase domain. The resulting poles and time de-

lays are then used for fitting e−γ` in the phase domain, under the assumption that all

poles contribute to all elements of e−γ`. The unknown residues are then calculated

by solving an over-determined system of linear equation as a least squares prob-

lem. As all elements in e−γ` get identical poles, a column-wise realization [88]

can be used which gives increased computational efficiency for the time domain

simulation.

The total operations count for ULM to simulate an N conductor system with PYc

number of common poles for fitting Yc and PAp number of poles for fitting e−γ` for

N idempotents is given by

NULM =
(
N2×PYc

)
+

(
N2×

N

∑
1

PAp

)
(2.35)

2.2.3 NLT Solution to the MTL Equations

The NLT implemented in this chapter follows the formulations in [75]. The NLT

method solves the system directly in the frequency domain using nodal analysis.

The current sources are converted from time to frequency, the admittance matrix

is sampled in frequency, the system is solved, and finally the network voltages are

transferred from frequency to time. To relate the time and frequency domains, NLT

requires to define a time window of width Tc and a frequency window of width fc

with discrete samples. The time step size and the frequency step size are given by

∆t =
1
fc

, ∆ f =
1
Tc

(2.36)

The number of sample points (solution points) Ns is determined by
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Ns =
Tc

∆t
=

fc

∆ f
(2.37)

Two sampling scheme are introduced in [75] to discretize the parameters in the

frequency domain : regular sampling and odd sampling,

∆ω = 2πk∆ f (regular) , ∆ω = π (2k+1)∆ f (odd) (2.38)

where, k = 0,1,2, . . . ,Ns−1.

In addition to the discrete frequency, the Laplace variable s in the NLT includes

a constant damping factor σ given in,

s = σ + j∆ω (2.39)

The factor σ is chosen to provide artificial damping to the time signal. By

dampening the time signal, the signal will fit into the time window Tc and the time

aliasing problem due to the discretization of the admittance matrix Y(s) is reduced.

There are three commonly used criteria for the calculation of the damping factor:

Wilcox criteria σ1 [136], Wedepohl criteria σ2 [127], and error criteria σ3 [43]:

σ1 = 2∆ω , σ2 =
lnN2

s

Tc
, σ3 =−

logε

Tc
(2.40)

where ε is the error tolerance.

After identifying a time window and a frequency window, the input current

sources are transferred from time to frequency using the continuous Laplace trans-

form.

I(s) =
∞∫

0

i(t)e−stdt
∣∣
s=σ+ j∆ω

(2.41)

Then, the system is solved using nodal analysis one frequency at a time in

V(s) = Y−1(s)I(s) (2.42)

In (2.42), V is the calculated vector of output node voltages, Y is the matrix of

admittances evaluated at each frequency, and I is the injected current sources in the

Laplace domain. To transfer the output network voltages from frequency to time,
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NLT requires to use a boosting factor Cn and a weighting or windowing function

(filter) W with the Inverse Fast Fourier Transform (IFFT) as shown in

v(t) = ℜ(CnIFFT{V (s)W (s)}) (2.43)

In (2.43), the real part of the signal is taken to eliminate the noise. The boosting

factor Cn is used to reverse the effect of the original artificial damping. Cn for the

regular sampling and odd sampling is calculated in

Cn =
1
∆t

eσn∆t (regular) , Cn =
2
∆t

e(σ∆t+ j π

Ns )n (odd) (2.44)

where, n = 0,1,2, . . . ,Ns−1.

In (2.43), windowing function W is usually applied to the NLT to attenuate the

Gibbs oscillations produced by the truncation of the frequency range. Lanczos and

Hanning are examples of such windowing functions [43].

To incorporate multiconductor transmission lines in the NLT solution, a coupled

exact-π model are used as shown in Fig. 2.4.

Y’ph

2

Z’ph

Y’ph

2

Figure 2.4: Coupled exact-π model. Frequency domain equivalent-circuit for
multiconductor transmission line.

To form this model, the series impedances Z′m and shunt admittances Y ′m of

the decoupled exact-π circuits are calculated in (2.45) by correcting the modal per

unit length impedances and admittances (2.23) for the length ` and frequency. The

correction is performed by multiplying Zm and Ym by factors kz and ky in
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Z′m = kzZm` , Y ′m = kyYm` (2.45)

kz =
sinh(γm`)

γm`
, ky =

tanh
(

γm`
2

)
γm`
2

where γm is the modal propagation function calculated in (2.24).

The coupled exact-π model is obtained by transferring Z′m and Y ′m from modal

domain to phase domain in

Z′ph = TV Z′mT−1
I , Y′ph = TIY′mT−1

V (2.46)

It is important to note that the frequency variable to calculate the line parame-

ters in the Laplace domain is s = σ + j∆ω .

2.3 Case Studies and Simulation Conditions
In this section, six line configurations are introduced to compare the solutions given

by FDLINE, ULM, and NLT:

Test 1: Single-phase line.

Test 2: Three-phase single-circuit horizontal line [66].

Test 3: Three-phase single-circuit vertical line [34].

Test 4: Three-phase single-circuit delta line [34].

Test 5: Three-phase double-circuit one-tower delta line [66].

Test 6: Three-phase double-circuit two-tower horizontal line [49].

Single-circuit lines are considered untransposed to test FDLINE under asym-

metrical line configurations and double circuit lines are chosen from the references

that previously criticized FDLINE for inaccuracy [66] [49]. In the test cases, only

one conductor per bundle is considered in order to leave out the effect of the various

bundle modelling approaches used in different software packages.

In Figs. 2.5 to 2.10 the line geometries and the terminal conditions of the

conductors (open or shorted) are shown. The line length are selected based on the

source voltage level. As expected, the transients last longer in short lines due to the

higher perturbations caused by forward and backward waves travelling along the
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short length.

12 m

1

isc

voc

1 Phase wires:

d = 2.5 (cm),

Rdc = 0.0576 (Ω/km),

Ratio = 0.5,

Source:

Vs = 93.89cos(2π60t) (kV),

Rs = 0.5 (Ω), Ls = 0.03 (H),

Ground:

ρ = 100 (Ω.m),

µ = 1,

Length: 150 (km),

∆t = 5 µs.

Figure 2.5: Single-phase transmission line (open and shorted).

9.75 m

17 m

15.8 m

1 2 3

Phase wires: Bluebird

d = 4.475 (cm),

Rdc = 0.0263 (Ω/km),

Ratio = 0.364,

Ground wires: 7No8 Awld

d = 0.978 (cm),

Rdc = 1.463 (Ω/km),

Source: (@ each phase)

Vs = 187.79cos(2π60t) (kV),

Rs = 0.7 (Ω), Ls = 0.08 (H),

Ground:

ρ = 100 (Ω.m),

µ = 1,

Length: 240 (km),

∆t = 40 µs.

10 m

i1

v3

Figure 2.6: Three-phase single-circuit horizontal transmission line.
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18 m

1 m

7 m

1

2

3

7 m

9 m Phase wires: Rail

d = 2.9591 (cm),

Rdc = 0.0590 (Ω/km),

Ratio = 0.375,

Ground wires: 7No8 Awld

d = 0.978 (cm),

Rdc = 1.463(Ω/km),

Source: (@ each phase)

Vs = 281.69cos(2π60t) (kV),

Rs = 1.2 (Ω), Ls = 0.13 (H),

Ground:

ρ = 100 (Ω.m),

µ = 1,

Length: 300 (km),

∆t = 50 µs.
i3

v2

Figure 2.7: Three-phase single-circuit vertical transmission line.

23.3 m

3.8 m

Phase wires: Lapwing

d = 3.82 (cm),

Rdc = 0.03542 (Ω/km),

Ratio = 0.375,

Ground wires: 19No9 Awld

d = 1.45 (cm),

Rdc = 0.6821(Ω/km),

Source: (@ each phase)

Vs = 408.25cos(2π60t) (kV),

Rs = 1.5 (Ω), Ls = 0.2 (H),

Ground:

ρ = 100 (Ω.m),

µ = 1,

Length: 480 (km),

∆t = 80 µs.

3.8 m

5.7 m

6 m

1

2

5.2 m

5.2 m

35.5 m

i3

v1

Figure 2.8: Three-phase single-circuit delta transmission line.
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12.34 m

7.01 m

Phase wires: Grackle

d = 3.4 (cm),

Rdc = 0.0472 (Ω/km),

Ratio = 0.33,

Ground wires: 7No5 Awld

d = 1.39 (cm),

Rdc = 0.7426 (Ω/km),

Source: (@ each phase)

Vs = 93.89cos(2π60t) (kV)

Rs = 0.8 (Ω), Ls = 0.11 (H),

Ground:

ρ = 100 (Ω.m),

µ = 1,

Length: 100 (km),

∆t = 16 µs.

7.02 m

8.17 m

3.05 m

8.23 m

1

2

4

5

14.33 m

3 6

8.23 m

i6

v1

Figure 2.9: Three-phase double-circuit one-tower delta transmission line.

7.6 m

15 m

50 m

9.0 m

12 m

1

3.6 m

8.5 m

2 3

4 5 6

Phase wires:

d = 3.2 (cm), Rdc = 0.05 (Ω/km),

Ground wires:

d = 1.0 (cm), Rdc = 0.5 (Ω/km),

Ground: ρ = 100 (Ω.m), µ = 1,

Length: 120 (km), ∆t = 20 µs.

i1

v2

Vs = 93.89cos(2π60t) (kV),

Rs = 0.5 (Ω), Ls = 0.03 (H),

Vs = 187.79cos(2π60t) (kV),

Rs = 0.7 (Ω), Ls = 0.08 (H),

Figure 2.10: Three-phase double-circuit two-tower horizontal transmission
line.

In the test cases, the transmission lines are connected to a balanced three-phase

cosine source (Fig. 2.11) and the peak value of phase-a is applied at t = 0. The

equivalent source impedance corresponds to the impedance of the generator plus

its step-up transformer. The conductors at the receiving-end of the line are either

shorted or open (connected to the ground with a resistance of 10−6Ω or 106Ω,
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respectively). The simulations were run with the following conditions:

4
5
6

Coupled

Double-Circuit

Transmission 

Line

Vs

Vs

t = 0

1
2
3

Rs Ls

Rs Ls

Terminals
Single-Circuit

Transmission Line

Vs

t = 0 1
2
3

Rs Ls

Terminals

(a) (b)

Figure 2.11: One-line diagram of the equivalent circuit for the tests. a)
Single-circuit, b) Double-circuit.

Simulation tools: Microtran v3.25 for FDLINE, PSCAD v4.5.2 for ULM, and

MATLAB for NLT. Even though particular software packages were used to run

these tests, the cases are described with enough detail so that they can be run using

other EMTP software implementations.

All methods: Shunt insulator losses Gins was taken as 3× 10−8 (S/km) [2].

The simulations were run at the time steps ∆t’s indicated in the line configuration,

Figs. 2.5 to 2.10. To guarantee the accuracy of the simulations, time steps are taken

to be 20 times smaller than the travelling time τ of the line with the length ` at the

speed of light υc = 3×108m/s
(

∆t = 1
20 τ = `

20υc

)
.

Line models: For the curve-fitting, maximum number of poles was set to 35

over a frequency range from 10−2 to 107 Hz. The large frequency range is chosen

to increase the accuracy of fitting by allowing the asymptotic function to extend

asymptotically beyond the range at which it will be used, which for switching tran-

sients is about a few hundred kHz (for the calculation of line parameters, maximum

frequency is chosen at 1 MHz). For FDLINE, TV and TI were calculated at 1 kHz.

NLT: Odd sampling, Error criterion (σ3) with ε taken as 10−3, and Hanning

window. Frequency window fc is 1/∆t of the corresponding time steps. Number

of samples equals 220.
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2.4 Comparison of Simulation Results
The simulation results of the line energization tests, obtained with the NLT, FDLINE,

and ULM solutions are shown in Figs. 2.12 to 2.17. Due to the closeness of the re-

sults presented in each plot, the differences are best viewed using the glass magni-

fier in a pdf viewer. The simulations are shown for a transient period t = 0 to t = 50

ms. Steady-state errors are demonstrated in Table 2.1. Due to space limitations,

only the phases with higher errors are shown.

2.4.1 Single-Phase Line

The results for the single-phase line of Fig. 2.5 are shown in Fig. 2.12. These

results show that, in the absence of transformation matrices needed in the multi-

phase cases, the BAF and VF curve-fitting algorithms used in FDLINE and ULM,

respectively, can approximate the frequency dependence of the line functions quite

accurately since the time domain solutions given by these line models perfectly

match with the NLT solution which does not use these approximations.

0 5 10 15 20 25 30 35 40 45 50
-320

-160

0

160

320

v oc
 (

kV
)

(a)

NLT FDLINE ULM

0 5 10 15 20 25 30 35 40 45 50
Time (ms)

-1.4

-0.7

0

0.7

1.4

i sc
 (

kA
)

(b)

Figure 2.12: Simulation results for the single-phase line of Fig. 2.5.
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2.4.2 Three-Phase Single-Circuit Lines

The results for the single-circuit line tests are shown in Figs. 2.13 to 2.17. For the

horizontal line of Fig. 2.6, the open-circuit voltages at the receiving-end of the line

are shown in Fig. 2.13a. These results show that the solutions given by FDLINE

and ULM are perfectly matched, and they follow the NLT solution very well (except

in the jagged points of the curves in which the NLT deviates slightly). Also for the

short-circuit currents, Fig. 2.13b shows that the results of FDLINE and ULM for the

horizontal line are quite in agreement with the NLT solution.

0 5 10 15 20 25 30 35 40 45 50

-400

-200

0

200

400

v 3 (
kV

)

(a)

NLT FDLINE ULM

0 5 10 15 20 25 30 35 40 45 50
Time (ms)

-1.2

-0.6

0

0.6

1.2

i 1 (
kA

)

(b)

Figure 2.13: Simulation results for the horizontal line of Fig. 2.6.

For the vertical line of Fig. 2.7, the open-circuit voltages at the receiving-end

of the line are shown in Fig. 2.14a. These results show that FDLINE follows the

NLT solution closer than ULM. The deviation of the open-circuit voltages at the

peak points and the slight phase shift drift of ULM can be more clearly observed.

This phase shift is due to the lack of accuracy in ULM to determine the time delay

which is caused by allowing non-minimum-phase shift fitting. For the short-circuit
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currents, Fig. 2.14b shows that ULM is closer to the NLT solution than FDLINE. The

peak value of short-circuit current of FDLINE is about 5% below the peak value of

the NLT and ULM solutions. The reason for this difference might be due to taking

the transformation matrices at 1 kHz in FDLINE which for this simulation is not a

good choice. This issue will be analyzed in Section 3.8.

0 5 10 15 20 25 30 35 40 45 50
-600

-300

0

300
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v 2 (
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0 5 10 15 20 25 30 35 40 45 50
Time (ms)
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-1

0

1

i 3 (
kA

)

(b)

Figure 2.14: Simulation results for the vertical line of Fig. 2.7.

For the delta line of Fig. 2.8, the open-circuit voltages at the receiving-end

of the line are shown in Fig. 2.15a. These results show that FDLINE and ULM

follow the NLT solution well. However, there is no perfect match between the three

solutions at the peak values of the few initial cycles. For the short-circuit currents,

Fig. 2.15b shows that the short circuit currents of FDLINE and ULM match NLT

solution very well.

2.4.3 Three-Phase Double-Circuit Line in the Same Tower

The FDLINE and ULM models performed very accurately for the single-phase line

and the three-phase single-circuit lines. As expected, however, larger differences
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Figure 2.15: Simulation results for the delta line of Fig. 2.8.

between time-domain (FDLINE and ULM) and NLT simulations were observed for

the double circuit lines. The reason is due to more coupling between the conductors

in double circuit lines than the single circuit lines where the problem of frequency

dependence of the transformation matrices for the line models and reaching the

optimal setting for the NLT solution become more challenging. The results of these

tests are shown in Figs. 2.16 to 2.17.

For the double circuit delta lines of Fig. 2.9, the open-circuit voltages at the

receiving-end of the line are shown in Fig. 2.16a. As observed, the FDLINE and

ULM solutions are very close to each other and follow the NLT solution quite well

in the initial few cycles. However, the NLT solution deviates from the line models

in the time span between 20 to 50 ms. For the short-circuit currents, Fig. 2.16b

shows that both FDLINE and ULM solutions match the NLT solution perfectly.
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Figure 2.16: Simulation results for the double circuit delta line of Fig. 2.9.

2.4.4 Three-Phase Double-Circuit Line in Separate Towers

Figure 2.17 presents the results obtained for the two parallel horizontal lines of

Fig. 2.10 mounted in two separate towers. For the open-circuit voltages, Fig. 2.17a

shows that the solutions given by FDLINE and ULM are closer to the NLT solution

than they were for the double circuit in the same tower case. This fact signifies

that the choice of damping factor and window function for the NLT method were

suitable for this test. As observed, FDLINE is slightly closer to the NLT solution

than ULM, particularly at the peak points. For the short-circuit currents, Fig. 2.17b

shows that the results are very similar for both FDLINE and ULM. However, the

NLT solution presents a slight vertical shift with respect to the results obtained with

line models. As opposed to the open-circuit voltage, for the calculation of short-

circuit current in two parallel horizontal lines, the NLT requires to use a different

damping factor and/or windowing function so that it can match the result with the

line models.
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Figure 2.17: Simulation results for the two parallel horizontal line of Fig.
2.10.

2.4.5 Steady-state Solutions

Table 2.1 shows the steady state solutions obtained with NLT, FDLINE, and ULM in

the different test cases after the initial transient settles.

In this table, the maximum error for the steady state voltages was 1.16% for

FDLINE and 1.25% for ULM. The maximum error for the steady state currents was

1.96% for FDLINE and 2.59% for ULM. Considering the complexity of frequency

dependent line modelling, these are very good results for both FDLINE and ULM.

2.5 General Observations
Overall, simulation results showed that the FDLINE model gave similar results to

the ULM. These results indicated that, contrary to traditional belief, a constant

transformation matrix model like FDLINE is capable of representing multi-circuit

asymmetrical line configurations.
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Table 2.1: Comparison of steady state values of different solutions.

Test kV/kA NLT FDLINE ULM

1
voc 167.81 167.9 0.05% 167.9 0.05%

isc 1.155 1.159 0.36% 1.163 0.69%

2
v3 247.7 246.9 0.32% 248.0 0.12%

i1 0.912 0.916 0.44% 0.919 0.77%

3
v2 397.5 396.9 0.15% 399.4 0.48%

i3 0.970 0.951 1.95% 0.976 0.62%

4
v1 631.5 638.8 1.16% 633.6 0.33%

i3 1.078 1.071 0.65% 1.072 0.56%

5
v1 100.6 101.1 0.50% 100.5 0.10%

i6 0.809 0.803 0.74% 0.820 1.36%

6
v2 200.4 202.2 0.90% 197.9 1.25%

i1 1.738 1.772 1.96% 1.783 2.59%

The discrepancy between the time domain and frequency domain solutions

emerged in the simulation of double circuit lines where the solutions given by

FDLINE and ULM were very close. The reason for the deviation of NLT from the

line models might be due to inappropriate choice of error criterion for the damping

factor and Hanning for the windowing function used for the NLT method. How-

ever, this setting worked quite well for the single-phase line and three-phase single-

circuit lines.

Since the optimal set up for the NLT method is not easy to reach for non-expert

users, as a result, in the next chapter we will investigate a simpler methodology in

the frequency domain solutions which does not require the complicated set up as

required for the NLT; while it provides very accurate results.
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Chapter 3

Discrete Time Fourier Series
Algorithm

This chapter derives a Discrete Time Fourier Series (DTFS) formulation for fre-

quency domain solutions of fast electromagnetic transients in power systems. The

DTFS establishes a one-to-one mapping between Ns samples in a finite time win-

dow and Ns samples in a finite frequency window. The system response can be

evaluated using nodal analysis to obtain Ns/2 solutions in the frequency domain

and this response is mapped back into Ns solution points the time domain. The

proposed methodology is based on the correct specification of the time window

and frequency window widths. The DTFS is simpler to implement than classical

NLT, which has been traditionally used for frequency domain solutions of power

system transients. The DTFS can achieve similar levels of accuracy as the NLT

without requiring user intervention to specify the value of the damping factor and

filtering windows required in the NLT.

This chapter is organized as follows. First, the relationship between the dis-

crete time domain and the discrete frequency domain is reviewed, then the steps

to correctly set up a DTFS circuit solution are presented. Next, guidelines are pro-

vided to calculate a suitable time window and frequency window widths for the

application of the DTFS. Simulation examples consisting of lumped R, L, C pa-

rameters and frequency dependent transmission lines are introduced in preparation

to compare the proposed DTFS with the conventional NLT and a reference EMTP
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solution. Finally, the proposed DTFS is used to assess the accuracy of the FDLINE

and ULM line models under asymmetrical line energizations and fault conditions

for a double circuit vertical line.

3.1 Relationship Between Discrete Time Domain and
Discrete Frequency Domain

The relationship between discrete time domain and discrete frequency domain in-

troduced in this section follows the point of view of [67] where a mapping is estab-

lished between time and frequency points. For a time window of Ns points there is

a corresponding frequency window of exactly Ns points.

Figure 3.1 illustrates a number of points in a time window of width Tc and

its corresponding frequency window of width fc. As will be discussed in Section

3.2.1, the width of the time window will be chosen based on the time constants of

the circuit ([123],[140]). The width of the frequency window will be chosen based

on the maximum frequency that we want to simulate in the transient [28]. Once

Tc and fc have been chosen, the number of sample points (solution points) Ns is

determined by

Ns = Tc fc (3.1)

The time step size and the frequency step size are given by

∆t =
1
fc

, ∆ f =
1
Tc

(3.2)

Equations (3.1) and (3.2) indicate that to simulate a larger time window for a

time step ∆t we will need more solution points. This is exactly the same as in the

traditional EMTP criteria where one chooses the ∆t for a given maximum frequency

and then solves the system at Ns points (Ns = tmax/∆t) until tmax is reached.

It should be noted that because the Fourier series to represent a real signal needs

to be complex conjugates (Fig. 3.1), the maximum frequency that can be captured

in the solution is fNy (Nyquist frequency) which is one half of the sampling fre-

quency,

fNy =
1

2∆t
=

fc

2
(3.3)
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Figure 3.1: Correspondence of time domain and frequency domain for a dis-
crete signal. a) Ns = even. b) Ns = odd.

This means that there will be only Ns/2 distinct frequencies in the interval from

zero to + fNy. The rest of the frequency components from− fNy to zero are complex

conjugate of the corresponding positive interval.

When simulating a physical system response, response samples are being pro-

duced as the source applies input samples at t = n∆t, for n = 0,1,2, . . . ,Ns− 1.

After the response to all these samples has been produced, the simulation time

window will contain a snapshot that is mapped into a frequency window with fre-

quencies in increments f = k∆ f , for k =−(Ns−1)/2, . . . ,−1,0,1, . . . ,(Ns−1)/2.

Notice in Fig. 3.1a, for Ns=even that (Ns− 1)/2 is not an integer, then the

closest next integer is used. In Fig. 3.1b, for Ns=odd, the frequency component at

fNy is split into two equal parts, one half on the negative side and the other half on

the positive side. Even though the frequency window of Fig. 3.1a shows 11 points,

there are only 10 distinct frequencies since the − fNy and + fNy points are 1/2 of

the same point and the coefficient at fNy is real (similarly, the coefficient at f = 0

is also real). The frequency snapshot will provide frequency complex exponentials

that can synthesize the values in the time snapshot. This synthesis is indicated in

(3.4).

The width of the time window Tc is determined by the desired simulation time
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and how long the system response lasts. Similarly to the case of the frequency win-

dow where only half of the window contains information, not all the time window

contains information related to the solution of the transient. This is a crucial point

in the solution proposed in this research.

The mapping between time and frequency in the DTFS is established as follows.

A discrete-time signal x[n], having an arbitrary shape and a finite number of equally

spaced samples Ns, can be expressed as a sum of complex frequency components

such that when evaluated at t = n∆t we get the original x[n] values,

x[n] =
dNs−1

2 e
∑

k=b−Ns−1
2 c

Ake jk 2π

Ns
n = IDTFS{Ak} (3.4)

Equation (3.4) is the Inverse Discrete Time Fourier Transform (IDTFS) of the

coefficients of the Fourier series. These coefficients are the spectral coefficients

and are obtained from

Ak =
1
Ns

Ns−1

∑
n=0

x[n]e− jk 2π

Ns
n = DTFS{x[n]} (3.5)

Since the complex exponentials in the Fourier series are periodical functions,

the synthesis of the time series is valid only for the original time span Tc.

3.2 Power System Transient Solution Using the DTFS

The impulse response of the system h[n], which is the response of the system when

a discrete-time impulse (a sample of value one) i[0] = 1 is applied, is illustrated in

Fig. 3.2a. If the sample of value one is applied at n = 1 instead of n = 0 (delayed

impulse), the shape of the response will be the same but shifted by one, i.e., h[n−1].

For the next unit sample we will get h[n−2], etc. All these subsequent responses

will have the same shape as Fig. 3.2a but shifted to the right according to when the

pulse is applied.

If the magnitude of the input samples is i[n] instead of one, then the corre-

sponding responses will be i[0]h[n], i[1]h[n−1], i[2]h[n−2], etc. The total output

by the time we reach point Ns will be the sum of all responses to previous inputs

plus the response to the current input,
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rent source i[n] (Dashed line: unit step with discontinuity, Solid line:
unit step with the averaging of points at the discontinuity).

v[n] = i[n]∗h[n] =
Ns

∑
n=0

i[n]h[Ns−n] (3.6)

Equation (3.6) corresponds to the operation of convolution of the input function

i[n] and the system response h[n] evaluated at Ns. This procedure will allow us to

find the output v[n] knowing the input i[n] and the system response h[n].

Suppose now that instead of obtaining the system response h[n] in the time do-

main, our system is defined by a matrix of admittances Y [k] that has different values

at different frequencies f = k∆ f . In this case, if we express the input source i[n] in

terms of its frequency components using (3.5) I[k] = DTFS{i[n]}, we can calculate

V [k] by multiplying Y−1[k] by I[k] using the property that convolution in time (3.6)

is equivalent to multiplication in frequency. Once V [k] has been calculated for each

k, we can map the V [k] sequence to its corresponding v[n] sequence using (3.4).

For the process described to work, we need a time window of adequate width

and a frequency window of adequate width so that the mapping between time do-

main and frequency domain can be unique and can include all time dynamics and

all frequency components in the simulated system.
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3.2.1 Defining the Time Window Width (Tc)

Suppose we want to calculate the output v[n] to some input i[n] from n = 0 to

n = N2− 1. Assume the system response h[n] (Fig. 3.2a) lasts for N1 samples.

Then the time window Tc must be able to accommodate all the points of the source

(N2) plus the length of the response h[n] (N1) to the last sample applied at N2−1.

This gives us a length of N1+N2 which must fit in the time window Tc. Calling the

length of the source tsim and the length of the system impulse response tset , we will

have that Tc = tsim + tset . This is the minimum width for the response modes of the

impulse response to die out within the time window. In Section 3.3.1, guidelines

are provided to calculate the correct tset .

When transferring sequences between time window and frequency window, all

time sequences must have the same number of points in order to map the simulation

Ns-point time window into the simulation Ns-point frequency window. Since the

source sequence is only of length N2 we need to complete this sequence with zeros

(“zero completion”) for the rest of the Tc window so that the system response can

settle without further source inputs. Since we stop the source at tsim, the simulation

will only be valid up to tsim. Tc can be made larger than the minimum required for

the purpose of increasing the frequency resolution (decreasing the spacing between

frequencies) without changing fc and at the expense of calculating more simulation

points Ns. Adding extra zeros to increase the frequency resolution is called “zero

padding”. This is not to be confused with completing the source function with

zeros to allow the system response to settle (“zero completion”).

3.2.2 Defining the Frequency Window Width ( fc)

For a given Tc we can increase the time resolution by decreasing the size of ∆t at

the expense of increasing the number of samples Ns = Tc/∆t. Decreasing ∆t will

increase the Nyquist frequency fNy and therefore higher frequency components

will be simulated. As opposed to the criticality of the correct choice of the time

window Tc, to incorporate all the transient and obtain correct results, the choice of

∆t is determined by the maximum frequency we want to simulate in the transient.

In discrete-time discrete-frequency analysis, if a transient contains frequencies up

to 10 kHz and we choose a ∆t for fNy = 5 kHz, the system will be solved at discrete
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frequencies up to 5 kHz. If the actual transient were to have higher frequencies,

our solution will be only an approximation of the correct solution.

In the case of using a continuous Laplace or Fourier transformation on a contin-

uous source signal, higher source frequencies are captured. However, when solving

the system for only a finite range of frequencies (of necessity because we can only

solve for a finite number of points Ns), the time solution will present Gibbs oscil-

lations due to the missing frequencies that we leave out of the solution.

Guidelines for the calculation of fNy will be presented in Section 3.3.2.

3.2.3 System Solution Using the DTFS

After identifying a suitable time window where the transient solution will be lo-

cated, and a suitable frequency window for the frequencies of interest, we can

transfer the source sequence from time to frequency using (3.5) and use nodal anal-

ysis to solve the system one frequency at a time ( f = k∆ f ) for k = 0,1,2, . . . ,Ns/2,

V[k] = Y−1[k]I[k] = H[k]I[k] (3.7)

In (3.7), V is the calculated vector of output node voltages, Y is the matrix of

admittances evaluated at each frequency (H is the inverse of Y), and I is component

k of the DTFS of the injected current sources in the window Tc. It is important to

note that the DTFS is obtained for each individual current source of the matrix i[n].
To avoid division by zero when taking the inverse of Y, the DC frequency is taken

as 10−4 Hz.

After solving (3.7), the complementary part of the frequency spectrum of V [k]

(from − fNy to 0) is constructed by taking the complex conjugate of the positive

half. For the NLT solution, this property only exists when regular sampling is

considered (it does not apply to odd sampling). Finally, the time domain voltage at

any node of interest is obtained by the synthesis of the time domain function from

its frequency components using the IDTFS of (3.4). After evaluating the IDTFS to

obtain v[n] in the time window Tc, only the part of v[n] from zero to tsim represents

the output results. The rest of the time window corresponds to the de-energization

response and are “auxiliary points” that should be discarded.

A source of errors when discretizing the input sources is related to disconti-
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nuities in these sources. Consider, for example, a unit step function applied to a

system (Fig. 3.2b, dashed line). Because the coefficients in the spectral synthesis

of the DTFS are continuous periodical functions, they cannot match discontinuities

well. In addition, the DTFS formula uses a rectangular (forward Euler) approxima-

tion of the “area” under the discrete time points, which results in a less accurate

synthesis than using, for example, a trapezoidal approximation to this area. Fig.

3.16 in Section 3.5.2 illustrates the consequences of these problems. A consider-

able improvement to this situation is to use the average of the values at the discon-

tinuities, as indicated in Fig. 3.2b (solid line). This makes the calculated area equal

to using the trapezoidal rule for the area under the discrete time points.

3.3 Guidelines to Specify Tc and fc

In this section, guidelines are provided to calculate tset and fNy which are needed

to calculate the width of the time and frequency windows, Tc and fc. The first step

is to extract the poles from the system’s transfer function. The n poles for a stable

system of order n are:

pi = αi± jβi , i = 1,2, . . . ,n (3.8)

where, α and β correspond to the real part and the imaginary part of the system

pole in this chapter.

3.3.1 Calculation of the Time Window Width (Tc)

As discussed earlier, the natural system responses must fit within the time window,

and for this to happen Tc minimum should be tsim+tset . tsim is the simulation time of

interest specified by user and tset is the time interval needed by the system response

to decay to zero. To ensure that the transient is completely damped within tset , we

recommend to take this time as seven times the time constant of the slowest mode

of the system τm (tset = 7τm). This choice will be more justified by performing

a sensitivity analysis in Section 3.6. The negative of the real part of the poles is

the inverse of the time constants. The largest time constant of the system τm is

calculated as

τm =
1

min(−αi)
(3.9)
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An approach to calculate τm for a system that includes frequency dependent

transmission lines will be presented in Section 3.4.1.

3.3.2 Calculation of the Frequency Window Width ( fc)

For an accurate representation of the system, the width of the frequency window

fc must be such that the system resonances fall within fNy = fc/2. As a guideline,

fNy should be at least as large as the maximum of the following bandwidths:

Br: bandwidth of the real part of the system poles,

Bi: bandwidth of the imaginary part of the system poles,

B`: bandwidth of the transmission line,

Bs: bandwidth of the source,

Bw: bandwidth of the switching for power electronic devices,

Be: bandwidth of the estimation algorithm.

The real part of the system poles corresponds to decaying exponentials in the

time domain. The decay of the exponentials was taken into account for the width

of the time window in (3.9). However, it also provides an index for the frequency

bandwidth,

Br = max(−αi)PPC (3.10)

In (3.10), Br is augmented by a factor Points Per Cycle (PPC) to provide a

suitable resolution. We recommend a PPC of 10.

For some systems, the real part amplitude of some of the poles (α) might be

much larger than that of other poles. Very large α means that the associated tran-

sient decays very fast and for the time span of the simulation their contribution may

be negligible and ignoring them will prevent unnecessarily high values of fc. It is

recommended that values of α larger than 5×104 do not be taken into account to

limit the frequency window to 1 MHz and the corresponding ∆t to 1µs.

The bandwidth corresponding to the imaginary part of the system poles are

given by

Bi =
max(|βi|)

2π
PPC (3.11)
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For a system that includes transmission line, Br and Bi are calculated excluding

the line from the circuit. The bandwidth for a transmission line of length `, using

the speed of light υc = 3×108m/s is calculated as

B` =
υc

`
PPC (3.12)

Common sources in power systems are: sinusoidal, decaying exponential, and

step. For a sinusoidal source with frequency f0, Bs is calculated as

Bs = f0PPC (3.13)

The bandwidth for the decaying exponential source is calculated using (3.10).

The bandwidth for a step function of duration tsim that contains 99% of the energy

is calculated from Parseval’s theorem [99],

Bs =
11
tsim

(3.14)

For a system with power electronic devices such as inverters, Bw corresponds

to the frequency of switching of power electronic switches.

The estimation algorithms are usually used for power quality studies to extract

the amplitude and phase angle of different harmonics of a single [115] [117] [3].

The bandwidth associated with these algorithms are taken as the highest order of

signal’s harmonics.

Since the DTFS provides a one-to-one mapping between the chosen time and

frequency windows, frequencies outside the specified frequency width do not exist.

As a result, no frequency filtering windows are needed when using the DTFS, while

they are normally needed when using the NLT to “chop” frequencies outside this

window. Also since the entire transient response of the system fits inside the chosen

time window, the proposed DTFS method does not require, like the NLT, the use of

a damping factor σ in the system solution.

3.4 Case Studies
The test cases in this chapter include single-phase circuits and MTL-circuits.
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3.4.1 Single-phase Circuits

A 300 km single-phase transmission line is considered as a test case, as shown in

Fig. 3.3. A source is applied to the sending-end while the receiving-end is shorted

through a resistance of 1 Ω. The conductor type is Rail and is placed 18 meters

above lossy ground with the resistivity of 100 Ω.m [116].

18 m

Phase wires: Rail

d = 2.9591 (cm)

Rdc = 0.059 (Ω/km)

Ratio = 0.375

Ground: ρ = 100 (Ω.m), µ = 1

0=t

-
+

Rs Ls

Vs

isc

Rsc

km 300=l

Figure 3.3: Example single-phase overhead transmission line.

Fig. 3.4 shows three line models that can be used to represent the transmission

line of Fig. 3.3 in the frequency domain. The test circuits will consist of a voltage

source, a source impedance (Rs and Ls), one of the line models of Fig. 3.4, and a

terminating short circuit resistance (Rsc). These circuits will be called: a) exact-π

circuit, b) nominal-π circuit, and c) RL circuit.

(a) (b) (c)

Rc Lc Rc Lc

C

2

C

2

Y’

2

Y’

2

Z’

Figure 3.4: Single-phase line models. a) exact-π , b) nominal-π , c) RL.

The purpose for introducing the circuits with lumped elements (Figs. 3.4b and

3.4c) is for preliminary validation of the DTFS method with the reference analytical

formulas derived for these circuits.

The line is energized at t = 0 via two types of voltage sources: a) a step voltage

with Vm = 1 kV for all three cases, and b) a cosine waveform with Vrms = 200 kV

and 60 Hz for the exact-π circuit. The equivalent source resistance and inductance
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include the generator and step-up transformer and are taken as 1.2 Ω and 0.13 H,

respectively.

The exact-π model of Fig. 3.4a is calculated at discrete frequencies (k∆ f for

k = 0,1,2, . . . ,Ns/2) based on the procedure given in Section 2.2.3. The series

impedance and shunt admittances of the exact-π circuit are obtained using the tra-

ditional calculation for the per unit length line parameters presented in Section

2.2.1. The shunt admittance Gins is considered as 2×10−9 S/km [39].

Nominal-π model (Fig. 3.4b) is a simplified version of the exact-π model for

short lines and low frequencies. Under these conditions Gins is neglected, kz and ky

are assumed to be one, and Z and Y are calculated at the power frequency. For the

example of Fig. 3.3, the lumped Rc, Lc, and C are calculated at 60 Hz as 35.4 Ω,

0.68 H, 2.14 µF, respectively.

The use of the nominal-π model is introduced in the criteria to calculate the

slowest time constant of the exact-π model. The time constants of the exact-π

model are mainly associated with the inductances and capacitances. Since induc-

tances decrease with frequency and capacitances are assumed constant under TEM

assumption, and the correction factors at very low frequencies are one, the slowest

time constant of the exact-π model can be given by the nominal-π model at very

low frequencies.

The nominal-π model can be further simplified into the RL model of Fig. 3.4c

for short lines by removing the shunt capacitances.

The outputs are the short circuit current isc for all the three cases and the branch

voltage vL across the Lc in Fig. 3.4c. For comparisons, analytical formulas are

derived for the output of the RL circuit and the nominal-π circuit as shown in

Table 3.1.

3.4.2 MTL-Circuits

The test case considered in this section is a double circuit vertical line with the

geometrical positions shown in Fig. 3.5 [34], which corresponds to the structure

that resulted in higher errors in [116].

Modal lumped elements (Rc, Lc, C) of the corresponding nominal-π model of

transmission line of Fig. 3.5 are given in Table 3.2. These parameters are calculated
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Table 3.1: Analytical formulas for the RL and nominal-π circuits.

RL circuit

isc(t) =
Vm

Req

(
1− ept) , vL(t) =

VmLc

Leq
ept

Req = Rs +Rc +Rsc , Leq = Ls +Lc , p =
−Req

Leq
=−46.42

Nominal-π circuit

isc(t) =−Vm

4

∑
i=1

ki

pi

(
1− epit

)
ki pi

−1.2105×10−5 −9.3458×105

+1.2345 −46.421

−0.61723− j0.0061354 −8.1695+ j2926.3

−0.61723+ j0.0061354 −8.1695− j2926.3

at 0.01 Hz which are further used to calculate the slowest time constant of the

coupled exact-π model.

Table 3.2: Modal lumped elements of the nominal-π circuit for the double
circuit vertical line of Fig. 3.5 calculated at 10−4 Hz.

Modes 1 2 3 4 5 6

Rc (Ω) 17.7 17.7 17.7 17.7 17.7 17.7

Lc (H) 4.3784 0.4925 0.4465 0.3631 0.3893 0.3882

C (µF) 2.0747 4.5431 4.6674 5.7464 5.3475 5.5479

The double circuit vertical line of Fig. 3.5 is energized at t = 0 for the following

tests: unbalanced faults, induced voltage, and step response. Because of space

considerations, outputs are considered as the voltages and currents with highest

errors. The simulations for the short circuit currents gave much smaller errors than
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Figure 3.5: Double circuit vertical transmission line.

for the voltages.

Unbalanced faults test:
The equivalent circuit for this test is shown in Fig. 3.6. At the sending-end,

each circuit is connected to a balanced three-phase cosine source and the peak value

of phase-a is applied at t = 0. The conductors 1, 3, 4, and 5 at the receiving-end

of the line are open (connected to the ground with a resistance of 106 Ω), whereas

conductors 2 and 6 are shorted with a resistance of 1 Ω. The outputs are the voltage

at open conductor 3 and current at the shorted conductor 6.

Induced voltage test:
Figure 3.7 illustrates the system diagram for the induced voltage test. This

test can be performed for the maintenance of individual three-phase circuits. In

this example, the bottom circuit is grounded at both sending-end and receiving-end

with 10 Ω resistances. The top circuit is energized with a three-phase balanced

cosine voltage at sending-end with open conductors 1 and 3 and shorted conductor

2 with a 1 Ω resistance at the receiving-end. The outputs are the current at shorted

conductor 2 and the voltage at the terminal of conductor 6.
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Figure 3.6: System diagram for the unbalanced faults test.
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Figure 3.7: System diagram for the induced voltage test.

Step response test:
The equivalent circuit for this experiment is shown in Fig. 3.8. In this test,

conductor 1 is energized with a step voltage with the amplitude of 1 kV at sending-

end, and is kept open at the receiving-end. The rest of the conductors are shorted

with a 10 Ω resistance at both sending-end and receiving-end. The voltage at open

conductor 1 and the voltage at the shorted conductor 4 are considered as outputs in

this test.

For simplicity, the test systems of Figs. 3.6 to 3.8 are called “MTL-circuits”.

3.5 Simulation Results
In this section, the simulation results of the proposed DTFS method are compared

with the NLT method, a reference EMTP solution run at a very small ∆t = 1 µs,
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Figure 3.8: System diagram for the step response test.

and the analytical formulas for the nominal-π and the RL circuits. The analytical

formula is used to assess the accuracy of the DTFS and NLT in a form of an absolute

error. For the exact-π circuit and MTL-circuits, the solutions given by the DTFS

and NLT are benchmarked with two EMTP line models: the FDLINE model using

Microtran v3.25 and the ULM using PSCAD v4.5.2. In the curve-fitting process of

FDLINE and ULM, the maximum number of poles is set to 35, the frequency range

considered is from 10−2 to 107 Hz (as discussed in Section 2.3, the maximum range

for frequency is chosen at 100 MHz to increase the accuracy of the curve-fitting).

For FDLINE, the transformation matrices are taken at 1 kHz (for MTL-circuits). The

NLT method used for these comparisons follows the regular sampling formulation

given in [75]. For benchmarking purposes, the same time and frequency windows

proposed in Section 3.3 for the DTFS are also used for the NLT. The damping

factors used for the NLT are: Wilcox criteria σ1, Wedepohl criteria σ2, and error

criteria σ3 with ε taken as 10−6. The windowing functions for the NLT solution are

considered as Lanczos, Hanning, and Tukey with 2Q/N = 0.3 [11].

The poles of the nominal-π circuit at very low frequencies (10−4 Hz) are used

to calculate the largest time constant of the exact-π circuit. These poles are:

−4.6729× 105,−16.446,−5.0496± j2006.8. To calculate the largest time con-

stant of the MTL-circuits, modal lumped elements indicated in Table 3.2 are used

to form six decoupled circuits for each line energization tests. Using the eigen anal-

ysis, the smallest amplitude real part pole for MTL-circuits is calculated as 2.58202

for mode 1-circuit for all of the three test systems.
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Table 3.3: Time-frequency parameters for the DTFS.

Parameters RL circuit Nominal-π circuit Exact-π circuit MTL-circuit

τm (s) 0.021543 0.122406 0.198035 0.387294

Tc (s) 0.200801 0.906842 1.436245 2.761058

∆ f (Hz) 4.980055 1.102728 0.696260 0.362180

Br (kHz) 0.464198 0.464210 0.169231 0.169231

Bi (kHz) - 4.657351 - -

B` (kHz) - - 10 10

Bs (kHz) 0.22 0.22
0.22 (step) 0.22 (step)

0.6 (cosine) 0.6 (cosine)

fc (kHz) 0.928396 9.314702 20 20

Ns 187 8447 28725 55222

∆t (µs) 1073.80 107.36 50 50

Table 3.3 shows the step by step implementation of the guidelines of Section

3.3 to calculate the Tc and fc windows for the DTFS method.

For all methods, the simulation time of interest is considered as 50 ms (un-

less otherwise stated). τm is calculated from the knowledge of the system poles

(poles of the RL and nominal-π circuits are shown in Table 3.1). The time window

determined for the DTFS is tsim + 7τm. The corresponding frequency resolution is

∆ f = 1/Tc. For the frequency window, Br and Bi are calculated from the knowl-

edge of the system poles, B` is determined by the length of the transmission line,

and Bs depends on the shape of the waveform. For the nominal-π circuit, we calcu-

late Br by taking the second largest amplitude of the real part of the pole. (We skip

the largest real part amplitude pole based on the threshold introduced in Section

3.3 to limit the smallest time step to 1µs.) The Nyquist frequency fNy is chosen

as the largest of the above bandwidths. This gives fc = 2 fNy. The total number of

samples in the time domain and frequency domain is Ns = Tc fc. The corresponding

time step size is ∆t = 1/ fc.

For DTFS and NLT with regular sampling the system is solved from 0 to fNy

(k = 0 to Ns/2). The negative frequencies half of the spectrum is built by taking the
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complex conjugate of the positive frequencies half. As discussed, the simulation

results are valid from t = 0 to t = tsim for the DTFS and, for comparisons purposes,

only this interval will also be considered for the NLT. The results for a number of

case studies are presented next.

3.5.1 RL Circuit Simulation

Figure 3.9 shows the short circuit current isc calculated with all methods for the

step voltage source for a time window Tc = 50 ms.
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Figure 3.9: isc for the RL circuit energized with a step voltage.

As observed in Fig. 3.9, the DTFS solution matches very well the NLT, EMTP,

and analytical formula. For the simulation time of interest tsim = 50 ms, the solution

given by the NLT did not present any numerical oscillations at the tail of the signal,

as a result, the NLT does not require to use windowing function for this simulation.

Maximum absolute error for the DTFS is 0.26 A and for the NLT (for the three

choices of damping factor presented here) is 0.13 A. This error occurs in the first

sample for both solutions which is due to the use of forward Euler integration

method in the conventional IDTFS. Ignoring the first few samples of the simulation,

the average absolute error for the DTFS is 0.006 A and for the NLT is 0.001 A. This

fact signifies that the NLT solution can be very accurate when the optimal choice of

damping factor is considered, but only as long as the correct time window width is
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also taken into consideration.

This simulation was run for tsim = 0.5 s. Figure 3.10 shows the close up of

the comparison of DTFS with NLT and EMTP at the tail of the signal. It can be

observed that the NLT solution contains oscillations for tsim = 0.5 s, while for the

same simulation time the solution given by the DTFS follows the analytical formula

and the EMTP solution very well. Therefore, NLT (unlike the DTFS) requires to use

the windowing function to reduce the errors.
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Figure 3.10: Close up of isc for the RL circuit energized with the step voltage
for tsim = 0.5 s.

Figure 3.11 shows the effect of different windowing functions to reduce the

errors of NLT solution in Fig. 3.10. The plot shows the result for NLT with σ3

(similar results were observed when σ1 and σ2 were selected).

It can be observed that Lanczos’ window caused minor attenuation to the os-

cillations since they still show up after the filtering. The filtering effect of Hanning

window is stronger than the Lanczos’ window, however, it leaves a DC offset after

this process which impairs the accuracy of the NLT solution. Tukey window has a

better filtering impact with minor superimposed oscillations around the reference

analytical formula. However, the DTFS provides a more accurate solution than the

NLT without the need to use any windowing functions for this simulation.

Figure 3.12, shows the results for the branch voltage vL in the RL circuit for a

step voltage source for t from zero to tsim = 50 ms with the same set up considered
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Figure 3.11: Effect of different windowing functions to reduce the oscilla-
tions of the NLT solution in Fig. 3.10.

in Fig. 3.11.

 

 

v
L
(k
V
)

Figure 3.12: vL for the RL circuit energized with the step voltage.

It can be observed that when no filter is applied to the NLT, the solution presents

some superimposed Gibbs oscillations, more noticeably, in the beginning and tail

portions of the simulation (magnified), while the results for the DTFS, EMTP, and

analytical formula are perfectly matched with each other and do not present these

oscillations. The cause of error in the NLT is the chopping of frequencies that
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results in Gibbs phenomena. These results illustrate the need for a windowing

function in the NLT, while, the proposed DTFS formulation does not require this

filtering. The maximum absolute errors for the NLT solution with the application

of different windowing functions are: 38 V for Tukey, 42 V for Lanczos, and 83

V for Hanning, while the maximum absolute error for the DTFS is 0.7 V which

is significantly smaller than those for the NLT. Applying Hanning’s window to

the NLT in this case resulted in an absolute error larger than when no windowing

function was used (81 V). This shows the sensitivity of NLT to the windowing

function used.

Ignoring the first few samples, the average absolute error for the NLT is 0.3 V

for Tukey, 0.66 V for Lanczos, and 0.98 V for Hanning, while this value for DTFS

is 0.2 V. The error analysis performed for the simulation shows that for the NLT to

gain higher accuracy, we need to search for other choice of damping factors and

windowing functions than the conventional ones used in this study.

The scenario of Fig. 3.12 was also used to illustrate the effect of odd sampling

in the transient response of NLT. Figure 3.13 compares NLT with odd sampling

with DTFS, EMTP, and analytical formula for tsim = 0.5 s.

 

 

 

v
L
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)

Figure 3.13: Test of NLT with odd sampling in the simulation of vL for the
RL circuit

As opposed to DTFS and NLT with regular sampling which solved the system

up to Ns/2, using the odd sampling for the NLT requires to solve the system for
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the total number of samples Ns. This happens, as discussed in Section 3.1, due to

losing the complex conjugate property in the frequency domain when odd sampling

is considered. Therefore, the number of operations is doubled when NLT uses odd

sampling.

As observed in Fig. 3.13, the NLT solutions deviate from the EMTP and ana-

lytical formula at some point of the simulation while the DTFS perfectly coincides

with the reference solutions until tsim is reached. Similar to the Gibbs oscillations,

these deviations for the NLT depend on the value of the damping factor. In this

simulation, σ1 by causing less error offers a better setting for the NLT. Figure 3.13

also shows that NLT underestimates the transient peak by 42 V for all the damping

factors.

Figure 3.14 illustrates the impact of different windowing functions to eliminate

the deviation of NLT method in Fig. 3.13.
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Figure 3.14: The effect of filtering on the accuracy of NLT with odd sampling.
Simulation of vL for the RL circuit.

This effect shows up as an overestimation, unlike the results of Fig. 3.13, of

the transient peak by 34 V for Tukey, 5.6 V for Hanning, and 4.2 V for Lanczos,

while the maximum error of DTFS is 0.7 V.
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3.5.2 Nominal-π Circuit Simulation

Figure 3.15 shows the simulation results for isc for the nominal-π circuit energiza-

tion with a step voltage source and tsim = 50 ms. The results show that the solutions

given by all methods are basically identical to each other. The maximum absolute

errors are: 4 mA for DTFS, 1 mA for NLT with σ1, and 0.1 mA for NLT with σ2 or

σ3, which are all negligible. The NLT did not require to use windowing function

for this simulation.
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Figure 3.15: isc for the nominal-π circuit energized with the step voltage.

The scenario of Fig. 3.15 was also used to test the DTFS algorithm for the step

function input with discontinuities (dashed line in Fig. 3.2b). The solution given

by the DTFS without the proposed averaging method is denoted as “DTFS0”. Fig.

3.16 is the magnification of Fig. 3.15 for the simulation span between 40 to 45 ms

in which DTFS0 is compared to the rest of solutions. As observed in Fig. 3.16,

DTFS0 drifts slightly from the rest of the solutions.

3.5.3 Exact-π Circuit Simulation

Figures 3.17 and 3.18 show isc for the exact-π circuit calculated with the DTFS,

NLT, FDLINE, and ULM for the simulation time of 50 ms. Figure 3.17 shows isc

for a step voltage source, whereas Fig. 3.18 shows the result for a cosine source

energization. The results of Figs. 3.17 and 3.18 confirm that the DTFS and NLT
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Figure 3.16: Details of Fig. 3.15 illustrating the effect of the first-last point
correction.

coincide well with the FDLINE and ULM time domain models in the EMTP.
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Figure 3.17: isc for the exact-π circuit energized with the step voltage.

An incorrect selection of the time window can lead to aliasing problems in the

NLT and to accuracy problems for the proposed DTFS method. Even though the

issue of aliasing does not apply to the DTFS because it is a one-to-one mapping

between frequency and time, if the system response does not have time to die

out within the time window, the DTFS will not include the response to the last

63



0 5 10 15 20 25 30 35 40 45 50
Time (ms)

-1.5

-1

-0.5

0

0.5

1

1.5
i sc

 (
kA

)

DTFS NLT FDLINE ULM

Figure 3.18: isc for the exact-π circuit energized with the cosine voltage.

samples of the source. The example of the exact-π circuit energization by a step

voltage source with an incorrectly chosen time window can be used to illustrate this

problem. Suppose the RL circuit is used to calculate the time constant for the exact-

π circuit at very low frequencies instead of the proposed nominal-π circuit. The RL

circuit gives a time constant τRL = 0.06 s, which is smaller than the time constant

obtained with the nominal-π circuit (τNπ = 0.198 s). Based on the proposed criteria

for the calculation of Tc in Section 3.3.1, choosing smaller time constant results in

reducing the width of the time window.

Figure 3.19 shows a magnification of Fig. 3.17 in which the solution given by

the DTFS-τRL (DTFS with incorrect Tc) is compared to the DTFS-τNπ (DTFS with

correct Tc), NLT, FDLINE and ULM. Choosing an incorrect time window results in

an inaccurate results for the DTFS-τRL, while the results for DTFS-τNπ is perfectly

matched with the rest of solutions.

3.5.4 MTL-Circuits Simulation

For the simulation of MTL-circuits, difficulties were experienced to set the time

window Tc, damping factor, and sampling scheme for the NLT method.

As mentioned earlier, for benchmarking purposes, the same Tc for the DTFS was

considered for the NLT solution. The Tc consists of tsim = 0.05 s and tset = 7τ = 2.71
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Figure 3.19: Error in the DTFS due to incorrect selection of the time window.

s which results in 2.76 s for MTL-circuits. For the same size of Tc, the NLT solution

could match with the DTFS, FDLINE, and ULM solutions only when σ1 for both

regular/odd sampling or σ3 for odd sampling were selected. Since the operation

of regular sampling with the use of complex conjugate property is faster than the

odd sampling (89.2 s compared to 171.3 s for the simulation of Fig. 3.6), σ1 with

regular sampling was considered as the set up for NLT. For other settings to work,

the NLT method required to consider a larger time window, as for example: 3.2 s

for σ2 and 2.79 s for σ3 for regular sampling and 3.12 s for σ2 for odd sampling.

Windowing functions had minor impact to enhance the result of the NLT for its

optimum setting with σ1 or to reduce the size of the typical time windows for other

settings.

These observations indicate that obtaining accurate results with the NLT re-

quires experience to choose a correct damping factor. While DTFS is much simpler

to implement and does not require this setting.

Figure 3.20 shows the voltage at open conductor 3 of the double circuit vertical

line in the unbalanced faults test of Fig. 3.6. In this simulation, the results obtained

with the DTFS is compared with NLT, FDLINE, and ULM for tsim = 50 ms. As can be

observed in Fig. 3.20, the solutions given by DTFS and NLT with σ1 are perfectly

superimposed, and these solutions are closely followed by the FDLINE and ULM
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Figure 3.20: v3 in the unbalanced faults test of Fig. 3.6.

line models. However, the solution given by NLT with σ2 does not agree with the

rest of the matched results. This conflict shows the sensitivity of the NLT to the

size of the time window and the choice of the damping factor. For the rest of the

simulations, σ1 and regular sampling will be considered as the set up for the NLT

method.

In Fig. 3.21, short circuit current i6 for the double circuit vertical line in the

unbalanced faults test of Fig. 3.6 is shown. These results indicate that the solutions

given by FDLINE and ULM line models are suitably in agreement with the DTFS

and NLT frequency domain solutions.

Figure 3.22 shows the simulations for v6 and i2 in the induced voltage test of

Fig. 3.7 for tsim = 50 ms. As can be observed, for both v6 and i2 the DTFS is

perfectly matched with the NLT, and both solutions are closely followed by the

FDLINE and ULM line models.
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Figure 3.21: i6 in the unbalanced faults test of Fig. 3.6.
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Figure 3.22: v6 and i2 in the induced voltage test of Fig. 3.7.
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Figure 3.23 shows the solutions obtained with DTFS, NLT, FDLINE, and ULM

for the open conductor 1 for the double circuit vertical line in the step response test

of Fig. 3.8. In this figure, the results of the DTFS and NLT are suitably superim-

posed. However, time domain models have minor differences with respect to the

frequency domain solutions at the peaks. The maximum error for FDLINE is 17 V

and for ULM is 47 V.
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Figure 3.23: v1 in the step response test of Fig. 3.8.

Simulation of the step response test of Fig. 3.8 is also used to illustrate the

consequence of not correcting the transformation matrices for the modal switching.

Figure 3.24a shows the real part of TI(ω) for the double circuit vertical line of

Fig. 3.5 which contains the modal switching for some elements at 400 Hz and 2.5

kHz. In Fig. 3.24b, TI(ω) was corrected for the modal switchings with the use of

Newton-Raphson algorithm [135].

The DTFS was used as an example in this section to address the modal switch-

ing problem. However, this is not a typical problem of the DTFS and can also occur

for other time and frequency domain solutions. The DTFS solution which is not

corrected for the modal switching is denoted as “DTFS-MS”.

Figure 3.25 shows the simulations for the voltage at shorted conductor 4 of

double circuit vertical line in the step response test of Fig. 3.8. Results are obtained

with DTFS-MS (contains modal switching), DTFS (corrected for modal switching),

NLT, FDLINE, and ULM.
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Figure 3.24: The real part of TI(ω) for the double circuit vertical line of Fig.
3.5. a) with modal switching. b) corrected for modal switching.
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Figure 3.25: v4 in the step response test of Fig. 3.8 illustrating the effect of
modal switching problem.
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As observed in Fig. 3.25, modal switching appears as high frequency oscil-

lations in the time domain result, more noticeably at the beginning of the signal.

Similar to the previous results, the DTFS and NLT solutions are best coincided.

FDLINE follows the frequency domain solutions closer than ULM in this simula-

tion. The maximum absolute error for FDLINE is 1.0154 kV and for ULM is 1.0841

kV compared to the DTFS as a reference.

Overall, by agreeing with the DTFS and NLT solutions, these tests also show

that the frequency dependent line models FDLINE and ULM make a very good job in

fitting the frequency dependent wave functions in developing their corresponding

time domain models.

3.6 Sensitivity of the DTFS to the Width of the tset

In this section, a sensitivity analysis is performed to show the accuracy and com-

putational cost of the DTFS method based on the guidelines presented in Section

3.3.1. Figure 3.26a illustrates a relative error of the DTFS method with respect to

the reference solution for the width of tset ranging between 0.1 to 10 s. In Fig.

3.26b, the computational efficiency of different simulations are illustrated. The

test cases were selected from the examples in Section 3.4 which resulted in higher

errors:

– isc in the RL circuit,

– isc in the nominal-π circuit,

– isc in the exact-π circuit energized with the step voltage,

– v3 in the double circuit vertical line in the unbalanced faults test.

The reference solutions for the error analysis are the analytical formulas for the

RL and nominal-π circuits and the solution given by the EMTP line models within

the first travelling time (which is zero as shown in Fig. 3.19). The errors are then

normalized by the steady state values of the analytical formulas for circuits with

lumped elements and EMTP line models for the frequency dependent lines. In Fig.

3.26a, arrows indicate the width tset = 7τm as proposed in Section 3.3.1.

As can be observed in Fig. 3.26a, DTFS has large error when tset is close to

0.1 s. With the proposed set up for tset , the errors are as follows: 0.7% for the RL

circuit, 0.003% for the nominal-π circuit, 0.006% for the the exact-π circuit, and
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3.5× 10−6% for the double circuit line. Taking tset = 2τm for the double circuit

line test results in 1.7×10−5% error.

By comparing Figs. 3.26a to 3.26b we can conclude that increasing the width of

tset from the proposed criterion will increase the computational cost at the expense

of no significant gain in the accuracy.
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Figure 3.26: Sensitivity of the DTFS method to the width of the tset for differ-
ent tests. a) Relative error, b) Computational time.

As discussed in Section 1.1, frequency domain solutions are not as efficient

as time domain solutions in terms of the computational cost. Their application is

limited to verify the accuracy of the corresponding time domain models.
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3.7 General Observations
In this chapter, we proposed a simple methodology to implement a frequency do-

main solution based on the DTFS for power system transient analysis. The proposed

algorithm specifies the time window width based on the slowest time constant of

the system and the frequency window width based on the maximum frequency of

interest in the transient.

The accuracy of the proposed DTFS was verified by comparing the simulation

results with the analytical formulas obtained for circuits with lumped elements.

The DTFS solution coincided well with the FDLINE and ULM in the simulation of

a double circuit vertical line under asymmetrical line energization and terminal

conditions.

Simulation results showed the sensitivity of the NLT solution to the selection

of damping factor, windowing function, and time window width. For some sim-

ulations in this chapter, similar to the simulation results in Chapter 2, we could

not obtain good results with the NLT that compare well with the DTFS and EMTP

solutions due to the difficulty to adjust the NLT parameters. While, the DTFS uses

a simpler implementation than the NLT which facilitates its usage for non-expert

users. Sensitivity analysis performed in Section 3.6 verified the accuracy and com-

putational efficiency of the proposed guidelines for the application of DTFS.

Simulation results for the double circuit vertical line in Section 3.5.4 repeated

the conclusion in Chapter 2 that FDLINE, by approximating the transformation ma-

trices at one frequency, is very accurate for the simulation of asymmetrical line

configurations. In the next section, we further investigate the effect of calculating

the transformation matrices at different frequencies on the accuracy of the FDLINE.

3.8 Sensitivity of FDLINE to the Frequency of
Approximation for the Transformation Matrices

The suggested frequency for the calculation of the transformation matrices for

FDLINE is 1 kHz [2]. In this section, we perform a sensitivity analysis to find

the effect of this frequency on the accuracy of FDLINE.

The double circuit vertical line of Fig. 3.5 in the unbalanced faults test of Fig.

3.6 is chosen as an example for this test. FDLINE is simulated with transformation
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matrices calculated for a frequency range from 10−2 Hz to 106 Hz with 10 points

per decade.

The accuracy of the FDLINE is evaluated by calculating a relative error with

respect to the DTFS solution for the transient period and steady state condition.

The transient error is calculated as the average of absolute error of FDLINE and

DTFS over a period of 0.1 s where most transient happens. The transient error is

normalized by the steady state value of DTFS solution, and it is then scaled by a

factor 100. The steady state error is calculated as a relative error of FDLINE and

DTFS at tsim = 0.6 s where the transient is almost settled. The transient and steady

state errors of ULM are also calculated for comparison purposes. Since ULM does

not approximate the transformation matrices, these errors are constant over the

frequency range of study. Figure 3.27 shows the transient and steady state errors

for FDLINE and ULM with respect to the DTFS.

As observed in Fig. 3.27, FDLINE has the highest errors for frequencies smaller

than 1 Hz. For the frequency range of 10 Hz to 10 kHz (including 1 kHz as the

traditional setting) FDLINE can be more accurate than ULM for all the simulations,

except for i6 that ULM is slightly better (0.88% error for ULM versus 1.22% error

for FDLINE).

From the results of Fig. 3.27, one can conclude that choosing the frequency at

about 60 Hz can result in minimum transient and steady state errors for FDLINE.

For simplicity, we refer to the solution obtained with the traditional setting at 1

kHz as “FDLINE” and for the new setting at 60 Hz as “FDLINE*”.

In Fig. 3.27, the maximum transient error for the open voltages are 3.72% for

ULM, 3.00% for FDLINE, 2.69% for FDLINE*, and for short circuits are 2.13% for

FDLINE, 0.94% for ULM, 1.22% for FDLINE*. The maximum steady state errors

for both open voltages and short circuit currents are 1.31% for ULM, 0.81% for

FDLINE, and 0.71% for FDLINE*. These results indicate that FDLINE can be more

accurate when the frequency of approximation for the transformation matrices are

calculated at 60 Hz than the traditional setting at 1 kHz. These results were also

observed for a variety of other line configurations.
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Figure 3.27: Sensitivity of FDLINE to the frequency of approximation

Simulation results of Figs. 3.20–3.23 are magnified in Figs. 3.28–3.30 to illus-

trate the improvement of FDLINE with the new setting.
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Figure 3.28 shows the close up for v3 and i6 for the unbalanced faults test of

Fig. 3.6. Results clearly show that FDLINE* follows the DTFS solution closer than

FDLINE and ULM for both open voltage v3 and short circuit i6.
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Figure 3.28: Close up of v3 and i6 in the unbalanced faults test of Fig. 3.6.
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Details of i2 and v6 for the induced voltage test of Fig. 3.7 are illustrated in

Fig. 3.29. As observed in this figure, FDLINE* is slightly closer than FDLINE, and

both models are closer than ULM when compared to the DTFS solution.
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Figure 3.29: Close up of i2 and v6 in the induced voltage test of Fig. 3.7.
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Figure 3.30 shows the transient solutions for v1 in the step response test of Fig.

3.8 for two periods: a) 0 < t < 20 ms and b) 0.1 < t < 0.15 s. As can be observed,

for the simulation time of interest up to 20 ms, the solutions obtained with FDLINE

and ULM are basically matched with the DTFS solution. In this period, FDLINE is

not sensitive to the frequency of approximation. However, as simulation advances,

FDLINE* continues to follow the DTFS with minimum errors in the peaks, while

ULM and FDLINE solutions include a noticeable phase shift drift with larger errors

at the peaks. The deviation of the ULM is larger than FDLINE which is mainly due

to sacrificing the minimum-phase shift condition in the fitting functions.
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Figure 3.30: v1 in the step response test of Fig. 3.8.
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Chapter 4

Revised Multiconductor
Transmission Line Equations,
Proposed Frequency-Dependent
Line Model

This chapter proposes additional physical constraints on the classical MTL equa-

tions. The main conceptual premise is that the voltage wave and the current wave

should be collocated and travel with the same propagation function along the line.

This leads to the analysis of the way the resistances of the ground return path are

included in the series impedances. A set of revised equations is proposed RMTL

that has the same propagation function for currents and voltages. As opposed to

the MTL equations that require complex frequency dependent transformation ma-

trices for their diagonalization, the RMTL equations can be diagonalized using a

single real constant transformation matrix. Based on the RMTL equations, a new

“frequency dependence simulation” line model “FDLM” is proposed that is much

simpler than ULM, while still being fully frequency dependent. The validity of

FDLM is verified with comparisons with FDLINE, ULM, and a recently developed

DTFS frequency domain solution.
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4.1 Inconsistencies in the Classical MTL Equations
As discussed in Chapter 2, the per unit length series impedance and shunt admit-

tance matrices are traditionally calculated in

Z = (Rc +Re)+ jωLloop (4.1)

Y = Gins + jωCext

The wave propagation constants γV and γI are calculated from the series impedance

and shunt admittance of (4.1),

γV =
√

ZY =
√(

Rc +Re + jωLloop
)
(Gins + jωCext) (4.2)

γI =
√

YZ =
√

(Gins + jωCext)
(
Rc +Re + jωLloop

)
(4.3)

In general, the product of two matrices is not commutative, and it is assumed

in the classical MTL solution (e.g., [126][93]) that

ZY 6= YZ (4.4)

If (4.4) were to be true, then

γV 6= γI (4.5)

In a conceptual experiment, let us assume that we apply an excitation to a

multiconductor uniform semi-infinite transmission line. For this line, there will

be no return waves and the voltage and current propagation equations (2.15) and

(2.16) will only have forward components,

V f (x) = V f ke−γVx , I f (x) = I f ke−γIx (4.6)

where V f (x) and I f (x) are related as in (4.7).

V f (x) = ZcI f (x) (4.7)

A fundamental assumption of TEM propagation, on which the MTL equations

are based, is that in a long uniform transmission line, there are no waves propagat-
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ing perpendicular to the line and the longitudinal propagation equations (4.8) are

sufficient to describe the line.

∂ 2V
∂x2 = (ZY)V ,

∂ 2I
∂x2 = (YZ)I (4.8)

This assumption (e.g., [93]), requires that skin effect in the capacitances be

ignored and that C remains constant at its electrostatic value Cext . This is the

assumption made in the existing EMTP line models.

The ratio, in a matrix sense, between the voltage wave and the current wave is

the characteristic impedance matrix Zc of (4.9).

Zc = Y−1
√

YZ (4.9)

Since the line is assumed to be uniform and infinite, the Zc that relates the

voltage and current waves at any point x of the line should be the same. However,

this is not enforced in the classical MTL equations. Relating in (4.6), V f (x) and

I f (x), with the assumption that γV 6= γI , it follows that

V f (x) =
[
Zce−(γV−γI)x

]
I f (x) (4.10)

In this case then the relationship between the forward voltage wave and the

forward current wave becomes a function of the position x, which contradicts the

physical assumption of a semi-infinite uniform line, where we should be able to

apply a given voltage at any point x and get the same current. Propagation accord-

ing to (4.10) makes the voltage and current waves separate from each other as the

wave advances, that is, to lose “collocation”. The problem of enforcing, at least

the property of symmetry in the product of the characteristic admittance and the

propagation function is studied in [108]. In this study, however, we go beyond

symmetry, and require that the characteristic impedance does not change anywhere

in the semi-infinite line and, therefore, that γV − γI in (4.10) be zero.

4.2 Collocation of Current and Voltage Waves
To resolve the physical inconsistency of (4.10), we postulate that for a uniform

semi-infinite transmission line in an isotropic medium, (4.2) and (4.3) must be
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equal to each other, regardless of the mathematical argument that the product of

two matrices is in general (but not necessarily) non-commutative. If we impose the

condition γV = γI , we obtain, for the forward wave in (4.10), and with a symmetri-

cal argument for the corresponding backward wave,

V f (x) = ZcI f (x) , Vb(x) =−ZcIb(x) (4.11)

In (4.11) current and voltage are always related by the same Zc, independently

of where the waves are in the line. We refer to (4.11) as the wave collocation

condition. For this condition to be true, it is required that the matrix product of

(4.4) be commutative, that is,

ZY = YZ (4.12)

Next, we will look into factors that can be used to enforce the condition (4.12)

in the MTL equations.

4.3 Effect of the Earth Return in the Matrix of
Impedances

As discussed in Chapter 2 and with reference to Fig. 2.2, self and mutual elements

of the complex loop inductance L′loop are calculated in

L′loop11 =
µ

2π
ln

2(h1 + p)
r1eq

, L′loop12 =
µ

2π
ln

D12′

d12
(4.13)

The imaginary part of the complex loop inductances of (4.13) are used to cal-

culate the ground return resistances,

Re11 = jω
(

jℑ
(
L′loop11

))
=−ωℑ

(
L′loop11

)
(4.14)

Re12 = jω
(

jℑ
(
L′loop12

))
=−ωℑ

(
L′loop12

)
If the height of conductor 2 in Fig. 2.2 is different from the height of conductor

1, the values for self and mutual loop inductances would be different in (4.13). As

a result

Re11 6= Re12 (4.15)
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Other methods (e.g., [13], [118]) can be used to calculate the values of the Re’s,

however, the values obtained are also different for the selves and the mutuals.

Notice that Re11 and Re12 in (4.14) have to be physically the same, even though

the formulas will give slightly different results.

To illustrate this conflict, we consider the test circuit of Fig. 4.1 for the line of

Fig. 2.1 which shows two conductors 1 and 2 and ground return (it is assumed that

the other conductors are open). Assume ∆x = 1 m to determine elements Z11 and

Z12 in Ω/m for the series impedance matrix.

I1

x∆

x y

E

V1x

gx gyRe

Rc Lloop11I1

Rc Lloop120

1

2V2x

V1y

V2y
+_

Figure 4.1: Test circuit to determine the self and mutual impedances in the
series impedance matrix Z.

Assume that at position y both conductors are shorted to ground and that at

position x, a source E is connected to conductor 1, while conductor 2 is open, In

this test circuit, current I1 flows in conductor 1 and returns through ground. With

respect to the voltage drop equations (2.1), we will have

V1x−V1y = E = Z11I1 , V2x−V2y =V2x = Z12I1 (4.16)

and from the circuit solution,

Z11 = (Rc +Re)+ jωLloop11 (4.17)

Z12 = Re + jωLloop12 (4.18)

Since in Fig. 4.1, conductor 2 is not carrying any current, the only resistance

contributing to Z12 is the resistance of the earth circuit Re encountered by I1. No-
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tice also that in this experiment, Re in (4.18) is the same Re in (4.17) because the

corresponding voltage drop is due to the same current I1 flowing in the same earth

path.

We can repeat the tests in Fig. 4.1 for the other elements of the impedance

matrix. Assume, for example, that we swap the terminal conditions in conduc-

tors 1 and 2, and we inject a current into conductor 2 and measure the voltage in

conductor 1. In this experiment, we will get Z22 and Z21.

If we now require, as in the first experiment, that the Re for the mutual Z12 be

the same as for Z22, this will make Z12 different from the value Z21 obtained in

the first experiment. This will contradict the condition of symmetry in an isotropic

medium, that is, Z12 = Z21.

Here, to be consistent with the description on N conductors with a common

ground return in the MTL equations, we will make all values of Re equal to the

average of all contributions to Z at each frequency Re and still use the slightly

non-physical approximations of (4.13) for the calculations.

Figure 4.2 shows elements of the earth resistance matrix Re for the double

circuit vertical line of Fig. 3.5 for a frequency range 10−2 Hz to 106 Hz. In Fig.

4.2, Re given by (4.14) for the MTL equations are illustrated with green curves,

while the black curve is the average of the green curves to be used by the RMTL

equations. The maximum difference between the elements of Re in MTL model are

used to calculate an error which is shown with the red curve in Fig. 4.2. This error

is normalized by the average value of all contribution of Re and further expressed

in percentage. As can observed in Fig. 4.2, for the normal range of transients in

power systems 1 to 10 kHz, these differences are within 10-25%.

By factoring out the identical frequency dependent Re from the matrix of ground

resistance, the remaining matrix can be represented as “all-ones” matrix for an N-

conductor system [1]N×N . With this description, matrix of impedance Z in the

RMTL model can be expressed as

Z = Rc +Re[1]+ jωLloop (4.19)

where Rc is a diagonal matrix, [1] is an N×N matrix of ones, and Lloop is a

full matrix.
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Figure 4.2: Comparison of Re in MTL and RMTL models for the double cir-
cuit vertical line of Fig. 3.5.

4.4 Validity of the Collocation Condition ZY = YZ
The plots in Fig. 4.3 show the validity of the wave collocation condition for the

double circuit line of Fig. 3.5 that

ZY(YZ)−1 = I (4.20)

where, I refers to the identity matrix in this chapter. Ideally, the diagonals

should be one and the off-diagonals should be zero.

The curves in Fig. 4.3 are obtained using the conventional Z and Y parameters

for the MTL equations and also with the ground resistances Re taken as equal for

all entries in the Z matrix for the RMTL equations.

Both sets of curves are very close, except that enforcing the collocation con-

dition improves (reduces) the imaginary part of all elements of the matrix (Fig.

4.3-bottom). As it can be seen in the plots, the maximum errors in the diagonals

are about 2% and in the off-diagonals about 5%.

These results suggest that it is the nature of the system to satisfy the collocation

property, and that there might be some physical inconsistencies in the equations or

in the determination of the parameters of these equations that prevent the collo-

cation condition to be exact. The new RMTL equations proposed in this chapter
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Figure 4.3: Validity of the collocation condition. If ZY = YZ, the prod-
uct ZY(YZ)−1 should be one for the diagonals and zero for the off-
diagonals.

enforce the collocation condition as exact and incorporate some corrections to the

modelling.

4.5 Diagonalization of the RMTL Equations
As indicated in (2.22), to diagonalize the MTL equations, it is necessary to find

the matrix of eigenvectors TV that diagonalizes the product ZY, and the matrix of

eigenvectors TI that diagonalize the product YZ. In general, since it is assumed

that the products ZY and YZ and are different and complex, TV and TI will also

be complex and different from each other. Also, due to the frequency dependence

of the elements of Z, TV and TI will be frequency dependent. From the theory in
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[56] [128], the TV and TI matrices that diagonalize ZY and YZ will also diago-

nalize the individual Z and Y matrices, Zm = T−1
V ZTI and Ym = T−1

I YTV , where

subscript m denotes the modal diagonalized quantities. The proposed RMTL equa-

tions are based on satisfying the collocation condition (4.12) ZY = YZ. To achieve

this, while minimizing the effect of the inconsistencies of the MTL description, we

propose that instead of first diagonalizing the matrix products ZY and YZ, as nor-

mally done, we first diagonalize the individual Z and Y matrices. We will start by

finding a transformation matrix T that diagonalizes Z, and then we will use T to

diagonalize Y with a very good approximation. The accuracy of this approxima-

tion will be assessed in Section 4.6 and Section 4.7. This way the products ZY and

YZ will be diagonalized by the same matrix, that is

ZphYph = TZmT−1TYmT−1 (4.21)

= TZmYmT−1 = TYmZmT−1 = YphZph

Because T will diagonalize the matrix of impedances, we will additionally re-

quire that T preserves the nature of the real and imaginary parts of Z, that is, the

losses and time constants should be the same in the original phase system and in the

modal system. The same applies to T diagonalizing Y. This leads to the argument

that there must be a solution for T that is real. This argument is consistent with

the property in matrix algebra that the eigenvectors that diagonalize a symmetri-

cal positive definite real matrix have a real solution (in addition to other possible

complex solutions).

4.6 Transformation Matrix T to Diagonalize Z and Y
Since Z is subjected to skin effect, while Y is formulated based on the constant

Gins and Cext , it is a more restricted problem to diagonalize Z than to diagonalize

Y. We will then first try to find a transformation matrix that diagonalizes Z, with a

good degree of accuracy and with certain desired properties, while keeping in mind

that this matrix must also diagonalize Y.

Now, suppose in (4.19) that instead of diagonalizing the full Z directly, we first

diagonalize its dominant component Lloop. Since Lloop is a symmetrical positive

definite real matrix, there is a real solution for its diagonalizing matrix T. This

solution is shown in Fig. 4.4 for the line of Fig. 3.5.
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Figure 4.4: RMTL formulation. T matrix to diagonalize Lloop for the line of
Fig. 3.5. The same matrix T diagonalizes ZY and YZ.

In Fig. 4.4, we can see that T is basically constant up to about 1 kHz, with

some variations after this frequency. The maximum variance is about 2× 10−5

for the frequency range between 10−2 Hz and 104 Hz, and slightly larger at 10−4

for the range from 104 to 106 Hz. This is in contrast with the strong frequency

dependence of the complex TV and TI matrices of the current MTL formulation.

For reference, these matrices are shown in Fig. 4.5 calculated using MATLAB and

using the method of [135] to avoid modes switching.

To proceed with the diagonalization of (4.19), we will take a single value of T
real. Here we use the value at 100 Hz which is asymptotic in the low frequencies

region. Any other frequency in this region gives basically the same results.

We now apply T−1(.)T to each term on the right hand side of (4.19). Since Rc

is already diagonal, we will get the same diagonal Rc. Next, we apply T−1(.)T to

the matrix of all ones [1]. Notice that a matrix of all ones is a special case of a
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Figure 4.5: MTL formulation. Real and imaginary part of complex TV and TI

matrices to diagonalize ZY and YZ for the line of Fig. 3.5.

symmetrical matrix where all the self and mutual elements are one. Using sym-

metrical components or other akin transformation gives, for exact diagonalization,

Zsel f +(N− 1)Zmutual = N for the zero sequence, mode 1, and Zsel f −Zmutual = 0

for the line modes, modes 2 to N. Next, the diagonalizing matrix T is applied to

the Y matrix in (4.1). Since Gins is already diagonal, the concern is to diagonalize

the matrix of capacitances Cext . Table 4.1 shows the errors in the diagonalization

of the matrix of ones [1] and Cext , for the double-circuit vertical line of Fig. 3.5.

Notice that since T is constant, and the matrix of ones and Cext are also con-

stant, the errors in Table 4.1 are the same for all frequencies. As seen in this table,

the diagonalization is practically exact for modes 3, 4, and 6. For the matrix of

ones, the errors are 0.04% for mode 1, 0.0011% for mode 2, and 0.23% for mode

5. For Cext , the errors are 0.9% for mode 1, 0.3% for mode 2, and 0.09% for mode

5. This accuracy has been verified for other line configurations with similar results.
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Table 4.1: Errors in the diagonalization of the matrix of ones [1] and Cext for
T calculated at 100 Hz.

modes 1 2 3 4 5 6

[1]
Exact 6 0 0 0 0 0

Approx. 5.9978 1.1×10−5 0 0 0.0023 0

Cext (pF/m)
Exact 3.4574 7.5722 7.7790 8.9125 9.2466 9.5774

Approx. 3.4890 7.5491 7.7792 8.9123 9.2380 9.5773

The results shown in Table 4.1 justify the validity of diagonalizing Z and Y sepa-

rately with the same matrix T. Next we look at the capability of T to diagonalize

the products ZY and YZ.

4.7 Transformation Matrix T to Diagonalize ZY and YZ
The premise in obtaining a single real constant T was that this matrix would be

able to diagonalize both ZY for the propagation of the voltages and YZ for the

propagation of the currents, and thus satisfy the collocation condition (4.12).

In the plots of Fig. 4.6 we show the magnitude of the off-diagonal elements

after diagonalization. Ideally, these elements should be zero. To show the relative

errors, the values were divided by the geometrical average of the corresponding

diagonal elements at each frequency. The largest errors occur between 10 and 100

Hz for the off-diagonal elements (5,6) and (2,6). However, since in the line model

the off-diagonals are made exactly zero, these errors are not significant as long as

the values of the diagonals are accurate.

In 4.2 and 4.3, we assess the accuracy of the diagonal elements resulting from

the diagonalization of ZY using the proposed T matrix versus the traditional TV

matrix. For each frequency, the first row corresponds to T and the second row

to TV . The accuracy is similar for the diagonalization of the propagation of the

currents (not shown). The numbers in these tables have been divided by the speed

of light. Even though all numbers are negative, they are shown as positive in the

tables to save space.

Notice that the real parts (4.2) are one to two orders of magnitudes larger than

the imaginary parts (4.3). The errors in the real parts are less than 0.1% for all
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Figure 4.6: Diagonalization of T−1ZYT and T−1YZT. The plots show the
absolute value of the off-diagonal elements.

modes, except at very low frequencies where the magnitudes are very small. The

errors for the imaginary parts remain less than 1.5% for all modes for frequen-

cies below 100 kHz (which is the normal range for switching transients in power

systems), while they grow up to 4% for the ground mode, and higher for some of

the line modes, for higher frequencies. For frequencies above 1 MHz, the basic

assumptions of TEM propagation become questionable [124].
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Table 4.2: Real part of the eigenvalues of ZY calculated using the proposed
single T versus exact diagonalization (all values are negative).

f Mode 1 Mode 2 Mode 3 Mode 4 Mode 5 Mode 6

1 Hz
3.418e−7 1.026e−7 1.017e−7 1.016e−7 1.022e−7 1.019e−7
3.370e−7 1.067e−7 1.017e−7 1.019e−7 1.016e−7 1.038e−7

100 Hz
2.685e−3 1.378e−3 1.369e−3 1.367e−3 1.372e−3 1.370e−3
2.699e−3 1.367e−3 1.369e−3 1.370e−3 1.367e−3 1.368e−3

1 kHz
2.155e−1 1.354e−1 1.345e−1 1.339e−1 1.342e−1 1.340e−1
2.168e−1 1.343e−1 1.346e−1 1.340e−1 1.339e−1 1.339e−1

10 Hz
1.725e+1 1.338e+1 1.331e+1 1.324e+1 1.325e+1 1.324e+1
1.736e+1 1.328e+1 1.332e+1 1.324e+1 1.323e+1 1.323e+1

100 Hz
1.471e+3 1.327e+3 1.323e+3 1.319e+3 1.319e+3 1.319e+3
1.477e+3 1.321e+3 1.324e+3 1.318e+3 1.318e+3 1.318e+3

1 MHz
1.367e+5 1.320e+5 1.319e+5 1.317e+5 1.317e+5 1.317e+5
1.369e+5 1.328e+5 1.319e+5 1.317e+5 1.317e+5 1.317e+5

Table 4.3: Imaginary part of the eigenvalues of ZY calculated using the pro-
posed single T versus exact diagonalization (all values are negative).

f Mode 1 Mode 2 Mode 3 Mode 4 Mode 5 Mode 6

1 Hz
4.615e−7 8.454e−7 8.708e−7 9.961e−7 1.032e−6 1.070e−6
4.607e−7 8.458e−7 8.707e−7 9.961e−7 1.070e−6 1.033e−6

100 Hz
4.110e−4 9.195e−5 9.468e−5 1.083e−4 1.130e−4 1.163e−4
4.131e−4 9.169e−5 9.528e−5 1.079e−4 1.162e−4 1.117e−4

1 kHz
3.331e−2 2.174e−3 2.235e−3 2.560e−3 2.720e−3 2.750e−3
3.348e−2 2.260e−3 2.325e−3 2.522e−3 2.730e−3 2.632e−3

10 Hz
2.341e0 6.377e−2 6.540e−2 7.491e−2 8.245e−2 8.050e−2
2.377e0 7.760e−2 8.113e−2 7.443e−2 8.007e−2 7.713e−2

100 Hz
1.191e+2 1.974e0 2.019e0 2.313e0 2.643e0 2.485e0
1.231e+2 3.626e0 4.586e0 2.339e0 2.472e0 2.386e0

1 MHz
4.590e+3 0.621e+2 0.634e+2 7.258e+1 8.471e+1 7.800e+1
4.806e+3 1.571e+2 2.304e+2 7.592e+1 7.772e+1 7.513e+1

4.8 Proposed Frequency-Dependent Line Model
The wave collocation conditions (4.11) (4.12) result in simpler RMTL wave propa-

gation equations. For convenience, we repeat (4.12) here,
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ZY = YZ (4.22)

With this condition, (2.15) (2.16) become

V(x) = V f ke−γx +Vbke+γx (4.23)

I(x) = I f ke−γx + Ibke+γx (4.24)

where the same propagation constant applies to both, voltages and currents,

γ =
√

ZY =
√

YZ (4.25)

The voltage and current waves are related by

V(x) = V f ke−γx +Vbke+γx = Zc
(
I f ke−γx + Ibke+γx) (4.26)

where the characteristic impedance is given by (4.9) and repeated here,

Zc = Y−1
√

YZ (4.27)

Equations (4.22) to (4.27) constitute the RMTL and will be used to formulate

the proposed FDLM model.

Combining (4.23) (4.24) as in [69], we obtain the forward perturbation wave

V(x)+ZcI(x) = (Vk +ZcIk)e−γx (4.28)

Note that in the existing FDLINE model of [69], (4.28) can only be written in

terms of individual decoupled modes (scalar quantities), while in FDLM, because

of having a single γ , (4.28) applies also to the full phase-coordinates matrices.

Equation (4.28) leads to the equivalent circuit of Fig. 4.7. With x = 0 for the

sending end k of the line, and x = ` for the receiving end n, one can write,

Vn +ZcIn = (Vk +ZcIk)e−γ` (4.29)

The circuit of Fig. 4.7-right results from (4.29) reversing the direction of the

current. A similar analysis can be followed to obtain the circuit of Fig. 4.7-left for
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Figure 4.7: FDLM equivalent circuit in the frequency domain. Quantities can
be matrices in the phase domain or scalar quantities in the modal do-
main.

the line as seen from node k. The history sources in Fig. 4.7 are given by

Enh = (Vk +ZcIk)e−γ` , Ekh = (Vn +ZcIn)e−γ` (4.30)

For multiconductor lines in phase coordinates, the quantities in Fig. 4.7 are

matrices. For decoupled modal coordinates, the quantities are scalars for each

propagation mode.

The modal (diagonal) series impedance and shunt admittance matrices are

given by
Zm = T−1ZphT , Ym = T−1YphT (4.31)

where now in FDLM we have a single real frequency-independent transforma-

tion matrix T in (4.31) instead of two complex frequency dependent transformation

matrices TV and TI in (2.23).

The modal characteristic impedance Zcm and the modal propagation function

γm are calculated at each frequency from

Zcm =

√
Zm

Ym
, γm =

√
ZmYm (4.32)

In FDLM, like in FDLINE, the modal frequency dependent characteristic impedance

and propagation functions are synthesized using negative poles and zeroes for a

passive realization. The improved BAF of [1] is used for the synthesis. For the line

of Fig. 3.5, the maximum errors with BAF were less than 0.1% for the propagation

functions and less than 0.5% for the characteristic impedance functions over the

entire frequency range.
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4.9 Numerical Results: Transient Simulations
This section compares transient simulation results obtained with the proposed FDLM

line model and the traditional EMTP FDLINE and ULM formulations. In previous

work in [116], we showed that FDLINE and ULM gave very similar accuracy for

asymmetrical overhead line configurations.

The analysis in the present section further makes the case for the validity of

using a single transformation matrix. Here, the proposed FDLM model is compared

to FDLINE and ULM for the double circuit vertical line of Fig. 3.5 [34], which

corresponds to the structure that resulted in higher errors in [116].

To validate the representation of the transformation matrices, a very accurate

DTFS solution was implemented as proposed in Chapter 3.

Simulation tools: PSCAD v4.5.2 for ULM, Microtran v3.25 for FDLINE, and

MATLAB for FDLM and DTFS.

All methods: simulation time of interest = 50 ms, time step ∆t = 50µs.

DTFS: sampling frequency fc = 20 kHz, time window width Tc = 3 s.

Line models: The number of poles for the fitting of the line functions was set

to a maximum of 35 for FDLINE, ULM, and FDLM. An average of about 10 poles

per function was used by the models. The frequency range was from 10−2 to 107

Hz. For FDLINE, TV and TI were calculated at 1 kHz. For FDLM, T was calculated

at 100 Hz.

Figures 4.8 and 4.9 show the results for the open circuit voltage v3 and the short

circuit current i6 for the test of Fig. 3.6 using FDLM, FDLINE, and ULM for the time

domain solutions and DTFS for the frequency domain solutions. FDLINE and ULM

use the MTL equations while FDLM uses the RMTL equations. Two solutions are

calculated with DTFS: a) For the MTL equations, calculating TV and TI at each

frequency, and b) For the RMTL equations, calculating T at each frequency.

Figure 4.10 shows the instantaneous errors over the time line of the simulation

until steady state is reached. In general the errors for the currents were smaller than

the errors for the voltages.

In Fig. 4.9 and Fig. 4.10 for v3, we can observe that all curves are basically

superimposed around the first (negative) peak. On the second (positive) peak, ULM
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Figure 4.8: Comparison of MTL (FDLINE, ULM) and RMTL (FDLM) line mod-
els for the unbalanced fault test of Fig. 3.6.

is slightly closer to the reference solution than FDLINE, but the errors for ULM

increase in the subsequent cycles. This is shown more clearly in Fig. 4.10. This

is probably related to the less accurate determination by ULM of the propagation

delays.

The errors for FDLM remain relatively low over the entire simulation time win-

dow. It can be seen in Fig. 4.8 that there is a slight phase shift between the MTL and

the RMTL solutions that increases as time advances. This shift might be related to

the waves collocation issues discussed in this chapter. All simulations simulations

converge when steady state is reached.

Table 4.4 shows the maximum instantaneous errors for all voltages and cur-

rents. The maximum relative errors for FDLINE and FDLM remained relatively
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Figure 4.9: Details of the first four peaks of v3 in Fig. 4.8a.

even, while the maximum errors were larger for ULM for v1 and v4. The results for

FDLINE and ULM were consistent with the previous results of [116].

Table 4.4: Maximum errors for voltages and currents for FDLINE, ULM, and
FDLM with respect to their reference DTFS solution.

f FDLINE ULM FDLM

v1 4.26% 10.50% 5.07%

v3 7.18% 8.56% 6.67%

v4 5.53% 10.48% 5.03%

v5 8.19% 12.15% 5.42%

i2 2.30% 2.33% 2.07%

i6 3.10% 2.13% 2.04%
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Figure 4.10: Errors for the voltage v3 for FDLINE and ULM versus DTFS for
the MTL equations and for FDLM versus DTFS for the RMTL equations.

Computational efficiency of FDLINE, ULM, and FDLM are compared in Table

4.5 in the simulation of unbalanced faults test of Fig. 3.6. For this comparison,

operations count per time step is calculated for FDLINE and FDLM using (2.31) and

for ULM using (2.35). The fitting information were extracted from Microtran for

FDLINE, PSCAD for ULM, and BAF algorithm of [1] for FDLM.

Table 4.5: Comparison of operations count for FDLINE, ULM, and FDLM line
models in the simulation of unbalanced faults test of Fig. 3.6.

Models Zc or Yc e−γ` total

FDLINE 6×6+142 6×6+182 396

FDLM 6×6+87 6×6+231 390

ULM 6×6×11 6×6×41 1872

As indicated in Table 4.5, ULM is about 4.7 times more expensive than FDLINE

and FDLM in terms of computational cost. Even though, ULM requires fewer poles

for fitting compared to FDLINE and FDLM, the main computational burden is due to

fitting the frequency dependence of the transformation matrices. Since FDLINE and

FDLM use the same fitting routine, their computational cost are relatively similar.
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Figure 4.11 show the results for the open circuit voltage v1 for the test of Fig.

3.8 obtained with FDLM with T calculated at 1 Hz, 100 Hz, and 1 kHz compared

to the DTFS with T calculated at each frequency.

As opposed to the results of Fig. 3.30 where the accuracy of FDLINE depended

on the chosen frequency, FDLM is a frequency-independent model.
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Figure 4.11: v1 in the step response test of Fig. 3.8. Comparison of RMTL

models: DTFS versus FDLM (for FDLM T calculated at different fre-
quencies).

4.10 General Observations
The fundamental constraint for the MTL equations proposed in this chapter was that

conceptually the voltage and current waves must be collocated and travel together

with the same propagation function. Another factor for maintaining the physical

consistency in the line equations is to make the ground resistance contributions to

all elements of the Z matrix equal at each frequency. Based on this condition, the

RMTL equations are proposed.
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The diagonalization method to find real transformation matrices for multicon-

ductor transmission lines described by the RMTL equations maintains the geometri-

cal identity of the propagation modes by separating the inductance and capacitance

(responsible for propagation) from the losses. The problem is then reduced to di-

agonalizing a real matrix Lloop, which can be achieved with a simple eigenvectors

routine. There are no mode switchings in this process. This process results in

a real transformation matrix that is practically constant over the entire frequency

range. Error analysis demonstrated the validity of this assumption for diagonaliza-

tion of the individual Z and Y and the product ZY and YZ for an asymmetrical

line configuration.

The fact that it is possible to find a real constant transformation matrix to ac-

curately diagonalize the line equations validates the physical assumption that these

matrices should be diagonalized using a real transformation matrix. It also explains

why the FDLINE model of [69] which uses real constant TV and TI as an approxi-

mation under the MTL equations, gives very accurate results, even for asymmetrical

line configurations [116].

A new FDLM transmission line model was proposed in this chapter to imple-

ment the RMTL equations. For the proposed FDLM under the RMTL equations,

using a real constant T for both voltages and currents is not an approximation but

conceptually exact, within the limits of validity of these equations.

Simulation results were used to compare the EMTP frequency dependent line

models FDLINE and ULM, and the proposed FDLM model, against reference fre-

quency domain solutions using the MTL and the RMTL equations. The simulation

results were very close for all models, with smaller overall errors for FDLM, fol-

lowed by FDLINE. Overall, the results obtained with the proposed RMTL model are

very close to the solutions given by the classical MTL models. These results are

exact within the first cycle of the transients which the most important cycle for the

setting of relays and protection devices.

More fundamental analytical work is needed to incorporate additional symme-

try considerations into the line equations. One of these considerations is the princi-

ple of collocation of charge and current, which would require the re-collocation of

the charge in the conductors and the ground when the current position is affected

by the skin effect. In the next section, we investigate this concept with the available
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line equations.

4.11 Further Investigations on the Wave Collocation
Condition

The waves collocation condition of (4.12) leads naturally to the concept that the

external inductance for the wave propagation Lloop and the external capacitance

for the wave propagation Cext should be symmetrical. However, while Lloop is

subjected to skin effect, Cext is held constant at its electrostatic value by the fun-

damental assumption of TEM propagation. This inconsistency, which violates the

principle of collocation of charge and current, has also an influence on the colloca-

tion of the voltage and current waves. In this chapter, we enforced the collocation

of the voltage and current waves by requiring that ZY = YZ (wave collocation)

but more research is needed to understand how the propagation equations can be

made consistent with the additional physical requirement of collocation of charge

and current.

Skin effect in the capacitance has been described in the literature by as early

as Wise [138], and later by Nakagawa [81] and other authors, however, it has not

been incorporated in the EMTP line models.

In this section, we explore the effect of considering the “skin effect” in the

capacitances on the RMTL equations proposed in this research knowing that we

may contradict the TEM condition.

For consistency between the inductance and capacitance matrices, we use the

Lord Kelvin’s method of imaging described in Fig. 2.2 to calculate the self and

mutual elements of the complex loop Maxwell’s potential coefficient matrix P′loop,

P′loop11 =
1

2πε
ln

2(h1 + p)
r1eq

, P′loop12 =
1

2πε
ln

D12′

d12
(4.33)

Similarly to L′loop, the elements of C′loop comprise two parts: real and imagi-

nary. The imaginary part in (4.33) will correspond to the transversal losses due to

the ground resistivity. The procedure to calculate the transversal losses are similar

to the expressions (4.14). In Fig. 4.12, elements of earth transversal losses for the

line of Fig. 3.5 are shown for a frequency range from 10−2 Hz to 106 Hz.
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Figure 4.12: Earth transversal losses given by the complex penetration depth
formula for the double circuit vertical line of Fig. 3.5

As observed in Fig. 4.12, earth transversal losses are very small quantities with

negative values, therefore, to maintain the passivity in the system these elements

are eliminated from the formulation.

The matrix of capacitances Cloop is obtained by taking the inverse of the real

part of P′loop,

Cloop = P−1
loop (4.34)

Figure 4.13 shows the elements of Lloop (valid for MTL and RMTL equations)

in comparison with the elements of Cloop (investigated in this section).

As observed in Fig. 4.13, in a frequency range of 10−2 Hz to 106 Hz, Lloop

decreases with frequency while Cloop slightly increases with frequency. The maxi-

mum rate of change for Lloop is about 50% for diagonals and 85% for off-diagonals,

whereas for Cloop is about 8% for diagonals and 50% for off-diagonals. With a

reasonable compromise that in Cloop the diagonals can be considered constant (to

comply with the TEM assumption) and the off-diagonals are less dominant with

respect to the diagonals when compared to the off-diagonals of Lloop, we use the
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Figure 4.13: Lloop and Cloop for the line of Fig. 3.5.

skin effect in the capacitances to further investigate the RMTL equations.

First, we evaluate the effect of considering the skin effect in the capacitances

on the wave collocation condition (4.12). Figure 4.14 compares ZY(YZ)−1 for the

line of Fig. 3.5 for two conditions: 1) no skin effect in the capacitances (Cext), 2)

with skin effect in the capacitances (Cloop). The curves in Fig. 4.14 are obtained

using the RMTL equations for both conditions.

These results signify that considering the “skin effect” has a significant impact

on the wave collocation condition by reducing the error of ZY(YZ)−1 to the max-

imum of about 0.1% for the real part (barely visible in the plot) and 0.5% for the

imaginary part.

Next, we compare the effect of considering the skin effect in the capacitances

on the product of the inductance and capacitance matrices. This product is nor-

malized by υ2
c , where υc is the speed of light (3× 108 m/s). The diagonal and

off-diagonal elements of the product of inductance and capacitance matrices are

plotted in Fig. 4.15.

As observed in Fig. 4.15, the diagonal terms of the normalized LloopCloop are

“One” and the off-diagonal terms are “Zero” for all frequencies. These results
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uct ZY(YZ)−1 should be one for the diagonals and zero for the off-
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seem to comply with physics that the propagation function only depends on the

medium (LC = µ0ε0 = 1/υ2). On the other hand, the elements of the normalized

LloopCext vary with frequency until very high frequencies that both inductance and

capacitance matrices are at their electrostatic position values.

With this premise, we use the skin effect in the capacitances to further explore

the time domain transient simulation. For this analysis, we run the simulation

condition of of Fig. 4.8a for the case that skin effect is considered in capacitances.

Figure 4.16 is used to test two conceptual in these experiments:

i) MTL models (using two complex frequency dependent TV (ω) and TI(ω))
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Figure 4.15: The effect of skin effect in capacitances on the product LC for
the double circuit vertical line of Fig. 3.5.

versus RMTL models (using a constant real T).

ii) No skin effect in the capacitances (Fig. 4.16a) versus skin effect in the

capacitances (Fig 4.16b).

Results of Fig. 4.16b suggest that including skin effect in the capacitances will

further enforce the collocation wave condition as the MTL and RMTL models co-

incide. As opposed to Fig. 4.16a, there is no shift between the MTL and RMTL

models when skin effect is considered in capacitances. In other words, colloca-

tion of charges and currents naturally contribute in the collocation of voltage and

current waves (with no enforcement).

Figure 4.17 uses DTFS to compare the difference between the MTL equations

with no skin effect in the C versus RMTL equations with skin effect in C.
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Even though the results presented in this section are very promising, the va-

lidity of this premise still remains under the speculation since the equations that

we used for this investigation are based on the TEM assumption that do not allow

frequency dependent capacitances.

As observed in Fig. 4.17, considering skin effect in the capacitances has a

stronger influence in the simulation results. Further research is required to discover

the equations that allow us to consider skin effect in the capacitances. Ultimate

validation can be performed by comparing the results with a field test.
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Chapter 5

Summary of Contributions and
Future Works

5.1 Conclusions and Contributions
The main objective in this research was to develop a frequency dependent EMTP

transmission line model which, in addition to preserving high accuracy, numerical

stability, high computational efficiency, and simplicity in implementation, coin-

cides well with the fundamentals of electromagnetics. The second objective was

to verify the accuracy of the new line model with an accurate frequency domain

reference solution. The steps taken to reach these objectives are as follows:

Contribution 1
The first step was to assess the accuracy of FDLINE model under asymmetrical

line configurations. In Chapter 2, six different line configurations were simulated

under asymmetrical short-circuit conditions using FDLINE and ULM. Three cases

of three-phase lines were considered: single-circuit lines, double-circuit lines in

the same tower, and double-circuit lines in separate towers. Open-circuit voltages

and short-circuit currents were compared. The accuracy of time domain simula-

tions were assessed using a conventional frequency-domain NLT solution. For all

cases, the FDLINE model gave similar results to the ULM model and both mod-

els gave good results when compared to the reference conventional NLT solution
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for single-circuit lines. These results indicate that, contrary to traditional belief, a

constant transformation matrix model like FDLINE is capable of representing multi-

circuit asymmetrical line configurations. With this validation, FDLINE was used in

Chapter 4 to develop a new line model based on the RMTL equations.

In the simulation of double circuit lines in Chapter 2, we observed that the

results obtained with NLT solution did not match with the EMTP line models. This

happened because the choices of damping factor and windowing function for NLT

were not suitable for those simulations.

Contribution 2
In Chapter 3, a simpler methodology based on the DTFS formulation was pre-

sented which provides very accurate solutions without the need, unlike the NLT, to

adjust additional parameters. The main premise for the application of DTFS is that

the user specifies a time window width and a frequency window width as starting

points for the solution. The time window width is determined by the system time

constants and the frequency window width is determined by the desired maximum

frequency of the transient. Guidelines were provided for this set up. This approach

guarantees a one-to-one matching between time points and frequency points and

avoids the typical numerical errors of frequency domain solutions such as aliasing

and Gibbs. The accuracy of the DTFS was tested for a variety of simulations in-

cluding circuits with lumped elements and frequency dependent transmission lines.

Contribution 3
In Chapter 4, a new EMTP transmission line “FDLM” was developed that physi-

cally satisfies the symmetry for the propagation of voltage waves and current waves

referred to as “collocation wave condition”. This condition was reached by using

a single transformation matrix as a constraint to diagonalize the wave functions.

The validity of this approximation was tested mathematically with high accuracy.

The nature of real and constant of the transformation matrix within wide range

of switching transients frequency further facilitated the diagonalization. Based on

these considerations, the RMTL equations were proposed which were further used

in the development of the FDLM model. Unifying the slightly different elements of

the ground return resistance matrix given by the method of image or Carson’s for-
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mula resulted in physical consistency and higher symmetry in the RMTL equations.

Simulation results validated the accuracy of the FDLM compared to FDLINE,

ULM, and newly developed DTFS reference solution for the double circuit vertical

line. In terms of computational cost, FDLM is as efficient as FDLINE while using

a constant real transformation matrix is not an approximation but is exact over the

entire frequency range for switching transients.

5.2 Future Works
The accuracy and functionality of the proposed FDLM model can be more justified

with performing the following studies:

Study 1: Inclusion of ground wires and bundled conductors in the model
Ground wires are steel conductors used to protect the overhead transmission

lines from the lightning. These conductors can be grounded at both ends of towers

and they are eliminated from the matrix of impedance and admittance by using as

for example a Kron reduction when calculating line parameters. Since the radius

and DC resistance of ground wires are different from the conductors, the effect of

matrix reduction may cause some asymmetries in the model. This is also the case

for bundled conductors when matrix reduction is used to propagate the effect of

bundling on other phases.

When ground wires are segmented, they may contribute to the admittance ma-

trix creating another source of asymmetry between the impedance and admittance

matrices. These aspects should be investigated in the future work.

Study 2: Test the RMTL model for underground cables
As addressed in [71], in the MTL model the transformation matrices will be-

come strongly frequency dependent in the case of the underground cables due to

the short distances from the conductors to the ground. As further extension to this

research, it would be interesting to reformulate the cable equations based on the

proposed RMTL model and investigate the behaviour of the transformation matri-

ces and the validity of the collocation wave condition.
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Study 3: Test the RMTL model for a field test
In this thesis, the proposed FDLM passed the preliminary verifications through

comparisons with the DTFS reference frequency domain solution for the same sys-

tem topology and parameters. Since this model belongs to the new class of line

equations where voltage and current waves are collocated, the final verification will

be achieved by comparing the transient solution of the new line model with a field

test with an untransposed asymmetrical line configuration. This requires to access

to accurate measurement of the field test voltages and currents, line configuration,

conductor type, equivalent source representation, and earth resistance.

Study 4: Collocation of charges and currents
One consideration to incorporate additional symmetry into the line equations

is the principle of collocation of charge and current, which would require the re-

collocation of the charge in the conductors and the ground when the current po-

sition is affected by the skin effect. In this research, we investigated this concept

within certain validity of TEM assumption. More fundamental research is required

to find the line equations that can allow the use of skin effect in capacitances.
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[31] C. Dubanton. Calcul approché des parametres primaires et secondaires
dune ligne de transport. EDF Bulletin de la Direction des Etudes et
Recherches, 1:53–62, 1969. → pages 3

[32] C. Dufour, H. Le-Huy, J. C. Soumagne, and A. El Hakimi. Real-time
simulation of power transmission lines using martı́ model with optimal
fitting on dual-dsp card. IEEE Transactions on Power Delivery, 11(1):
412–419, January 1996. → pages 9

[33] A. E. Efthymiadis and L. M. Wedepohl. Propagation characteristics of
infinitely-long single-conductor lines by the complete field solution
method. Proceedings of the Institution of Electrical Engineers, 125(6):
511–517, June 1978. → pages 6

[34] E. P. R. I. (EPRI). Transmission-line reference book. 345 kv and above.
Technical report, 2nd Edition, General Electric Co., Pittsfield, MA (USA).
Large Transformer Div.; General Electric Co., Schenectady, NY (USA).
Electric Utility Systems Engineering Dept., 1982. → pages 28, 51, 94

[35] J. C. Escamilla, P. Moreno, and P. Gómez. New model for overhead lossy
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