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Resumo

Nesta tese discutimos as propriedades de integrabilidade das teorias de campo classicas
em duas dimensoes na presenca de descontinuidades ou defeitos tipo-11I, principalmente us-
ando a linguagem do formalismo do espalhamento inverso. Um método geral para calcular a
funcao geradora de um conjunto infinito de grandezas conservadas modificadas para qualquer
equacao de campo integravel é apresentado, uma vez que seus respetivos problemas lineares
associados sao dados e suas correspondentes matrices do defeito sao calculadas. O método
é aplicado no céalculo das contribuicoes dos defeitos para a energia e o momento para varios
modelos e mostramos a relagao entre as condigoes de defeito integraveis e suas respevtivas
transformagoes de Backlund para cada modelo.

Palavras Chaves: Sistemas Integraveis; Simetrias; Leis de Conservagao; Solitons.

Areas do conhecimento: Teoria de Campos; Fisica Matemaética.
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Abstract

In this thesis we discuss the integrability properties of two-dimensional classical field
theories in the presence of discontinuities or type-II defects, mainly using the language of the
inverse scattering approach. We present a general method to compute the generating function
of an infinite set of modified conserved quantities for any integrable field equation given their
associated linear problems and computing their corresponding defect matrices. We apply
this method to derive in particular defect contributions to the energy and momentum for
several models and show the relationship between the integrable defect conditions and the
Backlund transformations for each model.

Keywords: Integrable systems; Symmetries; Conservation Laws; Solitons.

Areas of knowledge: Field Theory; Mathematical Physics.
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CHAPTER 1

Introduction

This thesis aims to investigate integrable classical field theories in (14 1)-dimensional space-
time with internal discontinuities which will be referred to as defects. Two dimensional
integrable field theories possessing soliton solutions constitute, besides their intrinsic beauty,
an interesting laboratory to test ideas and develop exact methods on non-perturbative as-
pects in many areas of physics. In fact, during the twentieth century the original purpose
and implications of the idea of integrability have experienced considerable progress. Besides
the construction of solutions for nonlinear evolution equations in two dimensions, a wide
variety of modern mathematical methods, such as the dressing method and classical and
quantum inverse scattering method, have been developed.

It is well-known that integrable systems are physical systems for which the equations of
motion can (in principle) be solved exactly. A remarkable feature of this particular systems
is the fact that they possess soliton solutions. These solutions are localized non-linear waves
which evolve in time preserving its shape and velocity even after scattering. This kind of
particle-like behaviour is directly related with the existence of a sufficient number (infinity
in the case of field theories) of conserved quantities or integrals of motion, such that all the
relevant quantities of the model can be computed. At this point it is worth pointing out
that in this thesis we will use the definition of “integrability” as the existence of both a
constructive way of finding solutions and an infinite number of conserved quantities.

In the quantum version of this situation, the existence of an infinite number of conserved
charges that are mutually commuting constrain severely the scattering processes implying
in the factorizability of the S-matrix [1]. Such theories are commonly called exactly soluble.
Indeed, the study of integrable field theories on restricted domains was firstly explored within
the quantum framework by Ghoshal and Zamolodchikov in [2], where they considered the
sine-Gordon theory defined on the half-line (—o0,0). They found that the integrability of
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the bulk theory, that means those which are defined on the infinite real line (—oo, 00), could
be preserved in the boundary theory by choosing carefully the boundary condition.

After that, there was also a great interest in the situation of integrable models in the
presence of defects (or impurities). At this point, a defect is introduced as an internal
boundary condition linking a field theory in the left region (z < 0) with a (not necessarily
the same) field theory in the right region by a set of suitable defect conditions at the position
of the defect x = 0. In a pioneering work by Delfino et.al.[3, 4], it was pointing out that the
factorization of the S-matrix with non-trivial scattering are incompatible with both reflection
and transmission. In fact, some years later it was shown in the case of sine-Gordon model
that this compatibility requires the defect to be purely transmitting [5]. Another point of
view of this situation was also provided recently in [6]. Despite the study of these quantum
aspects related to the presence of defects into integrable models deserves special attention,
in this thesis we will focus mainly on the classical aspects of the integrable defects.

From a Lagrangian point of view, it was noticed some years ago that several integrable
field theories can accommodate defects without spoil the integrability properties of the bulk
theory [7, 8]. In this framework, the usual variational principle from a local Lagrangian
density located at some fixed point, reveals frozen Backlund transformations [9] as the defect
conditions for the fields. In addition, it turns out that these kind of defect conditions allow
not only the conservation of the energy but also the conservation of the momentum which
have been suitable modified after including defect contributions. Moreover, their integrability
is provided by the existence of a modified Lax pair involving a limit procedure, but in general
it was only checked explicitly for a few conserved charges. As a novel feature of most of these
models is that only physical fields, namely the fields present in the original bulk Lagrangian
density, were present in the defect description and therefore they were called type-I defects
[10]. However, it was noticed that not all the possible relativistic integrable models could be
accommodate within this framework and then it was proposed a generalization by allowing
a defect to have its own degree of freedom, and after that they are called type-II defects
[10]. Many examples were also discussed in [10] like sine/sinh-Gordon, Liouville, massive
free field, and the aé” affine Toda model also known as Tzitzéica, Bullogh-Dodd or Zhiber-
Shabat-Mikhailov equation. In supersymmetric extensions of sine-Gordon model [11, 12]
those auxiliary boundary fields, which correspond to the degree of freedom of the defect
itself, also appear naturally.

In spite of the success of showing the conservation of the energy and momentum in
all of these models, the corresponding Lax pair approach for describing the type-II defects
was necessary. In order to make progress and fill this gap, in this thesis we provided the
Lax formalism where the type-II defect conditions corresponding to frozen type-II Backlund
transformations are encoded in a well-known defect matrix [13]. This matrix provided an
elegant way to compute the modified conserved quantities, ensuring integrability of the defect
theories. In particular, we will present the type-II defect matrices for the sine-Gordon,
Tzitzéica-Bullough-Dodd[14], and for the massive Thirring models [15], which constitute
probably one of the most important contributions of this thesis to the program of integrable
defects.
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This thesis will be organized as follows:

In the next chapter, we will introduce the main ideas of type-II defects in integrable
field theories. Firtsly, by using a Lagrangian description we will derive some conditions
that significantly constrain the form of the defect potentials. Subsequently, the Lax
approach is used to construct an infinite set of conservation laws in the bulk theory and
then these results are showed to be useful to derive a general formula for computing
the defect contributions to the modified conserved quantities for any given m x m
associated linear problem.

In chapter 3, we will use the tools introduced in chapter 2 in the analysis of the sine-
Gordon (sG) model with type-I and type-1I defects. We derive the defect matrices
for the model and then compute the respective defect contributions to the energy and
momentum.

In chapter 4, we present the analysis of the Tzitzéica-Bullough-Dodd (TBD) model with
type-II defects. We derive the defect matrix and recovered the Backlund transformation
derived before by Lagrangian methods. Consequently, we establish the integrability of
the defect theory by computing explictly the corresponding modified conserved energy
and momentum.

In chapter 5, we will discuss the integrability properties of the Grassmannian massive
Thirring (GMT) model in the presence of the type-II defects, which are related with
its Béacklund transformation. Firstly, we present some basic aspects of the bulk theory
and construct the conservation laws using the method proposed in chapter 3. Then,
we provide the local Lagrangian density for describing the defect theory and derive the
defect conditions preserving the modified momentum. Finally, we construct the defect
matrix to ensure that the defects does not spoil the integrability.

In chapter 6, we will present the bosonic version of the massive Thirring model in
the presence of the type-II defects. The motivation for this model is the possibility
of study the interaction of Thirring solitons with defect. We will apply the inverse
scattering method to derive its defect matrix. From this, we derive the Backlund
transformation for the Bosonic massive Thirring (BMT), which seems not to have
been reported elsewhere in the literature before [14]. The integrability of defect model
is ensured by computing explicitly the defect contributions to the modified energy and
momentum as well.

In the last chapter, we conclude with some final remarks and comments on future
directions which emerged from the work contained here.

In the appendices, we have collected useful information of the algebraic content used
in thesis and we present sketchily boundary theories starting from the defect theories.

The bibliography presented in this thesis helps to provide reference to some essential
works and is by no means rigorously complete.



CHAPTER 2

Integrable defects

In this chapter we introduce the basics ideas of defects in integrable field theories. Systems
with defects are in some sense more realistic and play an important role of any physical
theory. Usually the introduction of this kind of discontinuities spoils the integrability or
solvability of the models in the bulk. For example, introducing J-impurities in classical
integrable field theories may have interesting effects in the behaviour of solitons but as a
consequence the integrability is lost [16].

However, some years ago it was pointing out that several integrable field theories permit
defects which are able to preserve the property of classical instegrability from a Lagrangian
point of view. In this description, models like free fields, sine/sinh-Gordon, Liouville models
and a\) were considered and the conserved momentum required for the integrability of the
whole system were found [7, 8]. In addition, the defect conditions emerged naturally as the
Backlund transformation of the model located at the defect position, and then they were
named type-I defects. Despite the success of this approach, it was noticed that not all the
possible relativistic integrable models could be accommodate within this framework and then
it was proposed a generalization by allowing a defect to have its own degree of freedom, and
after that they were named type-11 defects [10].

It is the purpose of this chapter to show precisely that the classical integrability can
be preserved after introduction of type-II defects, by deriving firstly some constraints that
determine the explicit form of the defect potentials. Subsequently, the Lax approach is used
to construct an infinite set of conservation laws in the bulk theory and then these results
are showed to be useful to derive a general formula for computing the defect contributions
to the modified conserved quantities for all orders.
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2.1 General setting

We will start our discussion on integrable defects from the Lagrangian point of view following
the main ideas of the pioneering work [7]. The defect is introduced as an internal boundary
in a selected point of the z-axis, say xy = 0, linking a field theory defined in the region x < 0
with a (not necessarily the same) field theory in the region = > 0,

—00 Oi(z,t) =0  By(z,1) oo

where the fields on either side of the defect can interact to each other by a set of defect
conditions given at x = 0. This kind of study was also performed in early works [17],
however in different contexts.

The starting point for the whole construction is to define a Lagrangian density for a
general theory ¢; = (¢1,1/)1,151) in the region x < 0 describing bosonic ¢ and fermionic*
1,1 fields, and correspondingly ®; = (¢, 2, 12) in the region x > 0, and a contribution in
x = 0 describing the defect,

L= 0(—1’)L1 + (9(1’)£2 + 5($)£D, (21)
with

LP = % (a:v¢p)2 - % (atd’p)Q + &p (8t - az} &p + wp (8t + 855) wp + V;)(flsp) + Wp(¢pv ¢p7 &p)? (2~2)

Lp = % (¢20101 — ¢101p2) — ADy(d1 — h2) + DA (d1 — ¢2) + Bo (1, d2, A) — th1tpy — Y11do
+ 20 f + Bi(¢1, d2, N, 1, b2, 91, 0o, f), (2.3)

where p = 1,2 and A(¢) and f(t) are two bosonic and fermionic auxiliary fields respectively.
The bulk potential are given by V,, and W, and B, and B; are the corresponding defect
potentials which depend on the bulk fields valued at the point x = 0. The auxiliary fields
play the role of Lagrange multipliers and the defects potentials also depends on them. For
the sake of classification, the case without extra degree of freedom received the name of
type-1 defects (A = 0 = f), otherwise we will call it type-II defects.

Besides the standard fields equations in the bulk regions',

av, W,
0y~ 020y = —50 = 2L,
trp p a¢p a¢p
10W,
(8t +ax) ¢p = _5 8¢p’ (24)
p
- 10W,
9, — 8, = = =1,2
( t )wp 2 a¢p7 p

*In this presentation we consider Majorana fields, however in chapter 5 we will deal with Dirac fields.
tWhere by notation fermionic derivatives act on the left.
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we have the defect conditions at x = 0,

0,61 — Duba + 20\ = —%(BOJrBl), (2.5)
Oybs — Didy + 20\ = %(BWLBQ, (2.6)
Y1+ = g—ii = _?9—5;’ (2.7)
R

of = —i%—?, (2.9)

(b1 — ba) = %a%(BOJrBl). (2.10)

Notice that these defect conditions are not invariant under a parity transformation, say
®; +— P5. On the other hand, since the time translation invariance has not been violated,
the total energy is expected to be conserved including a defect contribution. Then, for the

energy we have

0
E = / dr B(@ml)Q + %(8t¢1)2 0 + nduty + Vi + Wl}

—0o0

+ /OO dx B(@%)Z + %(8@2)2 — P20ty + 120,102 + Vo + W2:| : (2.11)
0
Now by taking its time-derivative, we get
dE - -
p7a [(@qﬁl)(@@l) + V101 — V1041 — (0002) (0pha) — Y20itha + 1/&&5%} Ly (2.12)

and using the boundary conditions (2.5)—(2.10) we easily find that the modified conserved
quantity includes a defect contribution given by the following combination,

E=F+ [(Bo + By) — U1y — 7/117/12]96 . (2.13)

without any constraints on the form of the defect potentials By and B;. However, from the
above Lagrangian density it is clear that the presence of the defect breaks explicitly the bulk
translational invariance and in principle the conservation of momentum should be violated.
An interesting fact is that it is also possible to add a defect term to the bulk momentum in
order to conserve it by a suitable choose of the defect potentials By and B;. To do that, let
us consider the time-derivative of the momentum,

0 B B +o00 B B
i { /_ o (91010501 = D10, — D) + /O 0z (DrbaDats — oy — Yndytbs) |(2.14)
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and using the field equations, we get

W L0 + 2060 ~ a0 — s~ Vi~ W

_%(8x¢2)2 - %(5@2)2 + ©20;thy + V20pthy + Vo + W2:| . (2.15)

=0

Now, by using the defect conditions, we obtain

dP 0 0 0By 0B, 0By 0B,
i = e m—oengzme s+ (532) () - (52) ()
L2(BA) ( 821 (Bo+ B1) + 822 (Bo+ B1) + %%(B" + Bl))
1| /0B, 9B, dB, dB, 0B, 0B,
5 (%) - <%) (@QM) 37/11 (atw2> 3¢2 (8#/)1) 81/11 (8t¢2) an
+(Va = Vi) + (W — Wh) + 0, (102 — th1aba), (2.16)

where we have assumed that

oB,\* [(9B:\*
(52) = () =0 0

Analysing the expression (2.16) to obtain the sufficient conditions for the conservation of
momentum should be quite complicated, so we can consider some simpler cases.
Firstly, for a purely bosonic type-I defect, (2.16) reduces to,

P OBy, 1|/0By\* 0B, 2
e <t¢2>a¢1 01) 55, 3 (%) ‘(%)

and then it is natural to require that the term without time-derivatives vanishes and the

+(Va—=VW1), (2.18)

other terms should be a total time-derivative leading to the following equations,
) (@)2— (%):m_m (219
¢t 093 oo o3
which can be solved by the ansatz By = By (¢4 ) + By (¢_), where ¢+ = (¢1 + ¢2)/2. By
substituting this form into the second relation, we get
OBy ,0Bj
AT

This is exactly the constraints for the defect potential originally derived in the pioneering

(2.20)

work of Bowcock et.al.[7]. In this case, the modified conserved momentum containing the
bulk and defect contributions is given by P = P + (Bf — B )|z=0. An important point to
note is that the possible defect potentials are quite limited by the form of the bulk ones. In

particular, the sine/sinh-Gordon*, Liouville, massive and massless free fields can be enclosed

In the next chapter we will discuss this case in more detail.
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within this setting. The simplest case would be to take both free and massive bulk theories,

m? (15;2;
2 )

Vp = = % (1 + ¢2)2 + % (1 — ¢2>2 ) (2.21)

where o is a free parameter. Then, we easily find that the modified conserved energy and

momentum are given by,
€ = B+ (0148 + (61— ), (2.22)
P o= P+ () — (01— 6)". (2.23)

Now, for a purely bosonic type-1T defect (A # 0) the expression (2.16) becomes,

P 9B, 9B, 0By 0By, 10B,
— = —(02) 5 56, (8t¢1>8¢2 2(0M) (8(]51 T 96, *s aA)
1 830 aBO
S|(5) - (5) o -

so now the last term does not need to vanish, and in fact it can be assumed that exist some
function Fo(qf)l, QSQ, A) such that,

(@) - (%)
061 002

Now, by demanding that the time-derivative of the momentum can be written as a total

0By

(Vo= Vi) = S Fo(n, 00, M) 5

(2.25)

1
2

derivative, requires

By 0K ’By _82B0 OF, _ 0Fy (2.26)
06100 9.’ D¢ 0N 9L’ oA 99, '
from where it is immediately concluded that,
o1l
BO (¢ —A ¢ ) ‘—‘0 (¢—7A)7 F0(¢+7¢—>A) = _Wa (227)

where the function Il depends on ¢_ and ¢, — A, =y depends on ¢_ and A, and they satisfy

the following relation,

@I) (ag()) - (am) (gi) =21 = 1a), (2.28)

where, the left-hand side has the form of a Poisson bracket of Il and Zy in terms of the
conjugate variables (¢_, A). Of course the corresponding modified conserved momentum can

be written as P = P+ (Ily — Zy). The relation (2.28) imposes strong constraints on the form
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of the Ily, =y and Vi, Vs as well, because all the A-dependence contained in the left-hand
side must be totally cancel out. It was also shown in [10] that these type-II defects can
be enclosed within the sine/sinh-Gordon, Liouville, massive and massless free fields, and in
general the untwisted at! [18] and the twisted aé2)§ affine Toda models. For example, an

adequate choice for the massive free fields is,

I, =m (w + 5¢2> ., So=m (%2 + a¢2> : (2.29)

where a and [ are two free parameters. Notice, the type-I defect can be recovered as a limit
case by eliminating the auxiliary field A.

In [11] it was explored the case of a general theory with bosonic and fermionic case for
A =0 but f #0. In this case (2.16) takes the form

P 9 d 9B, (9B dB,\ (0B,
& = 0oy By - oo o+ (52) (50) - (56:) (56)
1|/0B, dBy\’ B, OB, B, 9B,
3 (8751) (52:) | - @b, - @b+ @ugE + @wgs,
+(Va = Vi) + (W — W) + 8, (drihs — ribs). (2.30)

Following the same reasoning and assuming that the following conditions

B, By "B _,

06:00- " 06,06 dbov.

0By\* [(9By\*

() ~ (o) =200-w) 23

0By \ (0B¢ 0By \ ( 9By OB\ (0BF\
( of ) ( of ) " (aqsi) (8¢_) ' (aqsf) (6@) 2y = Wa),

are satisfied, we then find that the modified conserved momentum is given by the combina-

tion,
P =P+ [(By — By) + (Bf — B) +t1ths — iihs] (2.32)
where it has been used the decompositions

B:Bg(¢+)+35<¢—)7 Bl:Bi<¢+7lz+7f)+3;(¢—7w—7f) (233)

$This model is also known as Tzitzéica, Bullough-Dodd or Zhiber-Shabat-Mikhailov model, and it will

be studied in more detail in chapter 4.
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after introducing new variables ¢+ = (¢1 £ ¢2)/2, e = (VY1 £ ) /2, and i = (Py £ 105) /2.
The N =1 super sinh-Gordon model fits into this scheme given the following potentials,

V, = 4m®cosh(2¢,), W, = 8mi,1b, cosh(¢,), (2.34)

By = 2m {a cosh(2¢,) + %cosh(Zgb)} : (2.35)

B, = 4V2m [\/E 1y cosh ¢y + = ¥_ cosh ¢_] f (2.36)
Vo

Now, returning to the general case in (2.16) we now propose the following ansatz for the

decomposition of the defect potentials,

By = HU(¢+ - A7 ¢*) + EO(stJ A)v (237)
Bl = Bii— (¢+_A7775+)f)+31_ (¢—+A7w—»f>7 (238)

(- (-3 ((E) e

Then, after some manipulations we found that the modified conserved momentum can be

such that

1
2

written as,

P =P+ [(llg - Zo) + (B = By) + s —thidha] | (2.40)

=

if the following set of conditions are satisfied,
0? B, 0’ B,

=0 — 1 9
0py0p_ o o

(ggo) (aaio) N <881}\0) (350) =2(Vi = Va), (2.41)
(57) (5 )+ (52) (5) + (G) (G ) =20 —way

It is worth noting that the general set of conditions (2.41) represents a generalized framework

for determining defects potentials. Despite most of the known models that allow type-I and
type-1I defects preserving the energy and momentum can be derived from the above setting,
this does not exhaust all possibilities. Here, we had only consider one bosonic and one
fermionic extra degree of freedom, but there is no reason in principle for not considering more

than one of such fields. The generalisation to multicomponent fields is rather straightforward.
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In addition, there is no a supersymmetric relation between the fields A and f, even though it
should be interesting to investigate possible supersymmetric extensions of integrable models
with these type-II defects. Finally, it is worth pointing out that the conservation of the
momentum is a sufficient condition to determine the explicit form of the defect potentials,
but is not sufficient to establish integrability of the theory. For such a claim we need to
construct an infinite number of modified conserved quantity and it is done in the next

section using the Lax approach.

2.2 Lax representation and conservation laws

In this section we will discuss one of the most important modern topics in mathematical
physics, namely the Lax formulation. Historically, this approach has been extremely useful
in order to construct infinite set of independent conserved quantities for some integrable
evolution equations. Such equations can be formulated as a compatibility condition of an

associated linear auxiliary problem as follows,

OV (x, t; \) =V (x, t; \) U (x, t; \), (2.42)
O U (z, t;N) = Uz, t; \) ¥(z, t; N), (2.43)

where W(z,¢;\) is in general an m-dimensional vector, A is a spectral parameter, and
U(x,t;\), V(z,t; X) are (m x m) matrices, which usually are named Lax pair or Lax connec-

tions. Then, from the compatibility condition
(0.0p — 0,0,) V(x,t; N) =0, (2.44)
we obtain the zero-curvature condition or Lax-Zakharov-Shabat equation,
U -0,V +1[UV]=0, (2.45)

which gives the corresponding equations of motion for the integrable model. Now, let us
show how to construct a generating function for the infinite set of conservation laws. Firstly,
for every auxiliary field component ¥; with j = 1,...,m, we can define a set of (m — 1)
auxiliary functions I';; = \Ifi\Ifj_l with ¢ # j. Then, considering the linear system (2.42) and
(2.43), it is not so difficult to identify the j-th conservation equation,

Oy =0,

Vij+ Y Vily |, (2.46)

i#]

U+ Uil
i#]
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where each auxiliary functions I';; satisfy coupled Riccati equations for the z-part,
0Ty = (Uij — Uylig) + ) [Uik — Ty Ujk} i, (2.47)
ki
and respectively for the t-part,
Oy = (Vg = ViTi) + > [V;k - Fz‘jij} Lij, (2.48)
ki

where without loss of generality we have assumed that ¥, is a commuting field and for now
we postpone the discussion about the case of anticommuting fields. Now, by considering
solutions that vanish rapidly as |x| — oo, we found that the corresponding j-th generating

function of the conserved quantities reads,

A wide group of integrable nonlinear evolution equations can be formulated using this ap-

Ujj + Z Uji L' (2.49)

i#]

proach, among which the most of known examples correspond to the particular case m = 2,
e.g, the nonlinear Schrédinger equation (NLS), Korteweg-de Vries (KdV) and the modified
KdV equation (mKdV), Liouville equation, and sine/sinh-Gordon. For a more complete
review of these cases see for example [19)].

It is worth noting that if the respective analytic properties of the solutions are considered,
we can expand the functions I';; in positive and negative powers of the spectral parameter A
and then solve (2.47) and (2.48) recursively for each coefficient. This immediately provides
an expansion of the j-th generating function I; in powers of A, obtaining in this way an
infinite set of conserved quantities. For the usual energy and momentum integrals of motion,
commonly also derived from the Lagrangian formalism through variational principle, turn
out to be in general linear combinations of these set of conserved quantities I;, by taking into
account coefficients for the expansions in both positive and negative powers of A. However,
these sets of conserved quantities are not functionally independent in the bulk theory because
not all of the auxiliary fields I';; are. Although, it seems that in principle there is no need to
consider all the conservation laws to derive the apparently overdetermined sets of conserved
quantities, we will show in different models supporting type-II integrable defects that the
most general form for the defect potentials is obtained by considering all the conservation
laws. To make it clearer, in the following section we will derive the formula for obtaining

the modified conserved quantities which helps us to compute integrable defect potentials.



2.3. Modified integrals of motion 13

2.3 Modified integrals of motion

In this section, we construct the infinite sets of modified conserved quantities in the presence
of defects using the Lax pair approach. Firstly, let us suppose that we have two different
configurations, namely two column-vector functions U and ¥ corresponding to solutions of
auxiliary linear problems described by Lax pairs ([7 , ‘N/), and (U, V) respectively. Let us now
introduce a matrix polynomial K (x,¢;\) of the spectral parameter A connecting the two

configurations, namely,

Uz, t;\) = K(x,t;\)Y(z,t; M), (2.50)

where K, commonly named the defect matrix, satisfies differential equations corresponding

to a gauge transformation [20] as follows,
OK=VK—-KV, 0,K=UK-UV. (2.51)

This matrix is expected to generate the auto-Backlund transformations of each model, and
consequently the corresponding defect conditions when the transformation (2.50) is consid-
ered in the point of the defect, say x = 0. A simple classification of these defect matrices was
performed and several examples corresponding to the m = 2 linear problem were examined
by choosing a very simple form for this matrix [13].

Let us now consider a defect placed at x = 0, then the generating functions (2.49) in the

presence of the defect take the following form

0 o0
Jj = / dx Ujj + Z Uijkj + / dz Ujj + Z Uijkj (252)
e ki 0 kit
Hence, taking the time derivative and using the conservation equation (2.46), we get
dJ; ~ ~ ~
o = Vet > Vil — | Vi + ) Vil (2.53)
i#] =0 i#] x=0

Then, it is not difficult to show from (2.50) that the sets of auxiliary functions I';; and I';;

satisfy the relation,

N Ki; + gé: K T'y;
i = ) . 2.54
J ij -+ Z Kjk ij ( )
k#j
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Inserting the above relation in (2.53), one gets

(‘Z‘j = Vi = 2 Vi Fz’j) (ij +> Kjk) + 3 ViKij + Y ViiKu Ty

dJ; i#] k] i#] ik#j
=7 2.55
dt K+ k; K1, T (2:55)
J
Finally, we consider the equations (2.48) and (2.51) to obtain,
d
r [9;+ D;] =0, (2.56)

where the defect contribution to the j-th generating function of infinite conserved quantities

is given exactly by

D;=—In (2.57)

Kjj+ Y Kjkfkj]

k#j

z=0

This formula was proposed in [13] to be valid for m = 2 and shown for any value of m in
[15]. Notice that expansions in powers of A provides the defect contributions to the modified
conserved quantities at all orders for every m x m associated linear problem. In particular, it
will be shown that the modified energy and momentum contributions can be computed from
certain linear combinations of the first coefficients of the set of conserved quantities Dj(-l)7
taking into account all the possible conservation laws, i.e., for j = 1,..., m. It is worth noting
that an alternative approach was also provided in [21] to prove the classical and quantum
integrability in the case of sine-Gordon model with defects, by using the monodromy matrix
language, by using a matrix Béacklund tranformation and a matrix Riccati equation.

Before going into the study of the different specific models, we will make some comments
about the relation between the formula presented above and standard results of Liouville

integrability in the framework of the r-matrix.

2.4 Liouville integrability

So far, an infinite set of independent modified conserved quantities arising from the defect
contributions have been systematically constructed through a general formula derived from
a variant of the classical inverse scattering method, which are from our point of view suf-
ficient for these kind of defects to be regarded as integrable. However, we have not made
any comment about the question of the involutivity of such quantities (required to discuss
complete integrability in the sense of Liouville) yet. In this section we present some ideas in

that direction considering a general setting.
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Certainly, the Hamiltonian formulation of the classical inverse scattering method, which
is essentially based on the concept of a classical r-matrix [22], is perhaps the most elegant
and convenient framework to discuss involutivity. Let us start with the main aspects of
the method in order to discuss this issue in the bulk. In the inverse scattering method the
construction of the action-angle variables depends basically on the entries of the monodromy

matrix 7(\) = T'(co, —00; A), where

T(x,y:\) = Pexp { /y ’ U(z;)\)dz}, (2.58)

is the transition matrix, U(z; A) is the xz-part of the Lax (2.43) at a given time, and P being
the path ordering. This m x m matrix T'(x,y, \) is the solution on the interval [y, z| of the

following auxiliary problem at a given time,
(0p — U(z; M) T'(z,y; A) = 0, T(z,z;\) = L. (2.59)

As it was noticed in [22, 23], the existence of the classical r-matrix, an m? x m? matrix which

satisfies the relation
(U2 M) @ U(y; \a)} = 6(x — y) [r(xl, o), Ul M) @ Ln + T @ Uly; AQ)} . (2:60)

Here {A® B} denotes the m?® x m? matrix whose elements are given by the Poisson brackets
{A® B}iji = {aij, bt Then, from (2.60) we can write down the Poisson brackets between

matrix elements of the transition matrix in the following form,
[T (2,5 0) @ T,y da)} = [, Aa), Tl M) @ T s Aa)|. (2.61)

from which it is derived that logarithm of the traces of the monodromy matrix commute for

different values of the spectral parameter, namely
{InT(\1),In7(X2)} = 0. (2.62)

Expanding (2.62) with respect to A\; and A, we get the involutivity of the conserved quan-
tities {Ign)}, which means that 7(\) is the generating functional for the integrals of motion.

Now, let us discuss how the classical r-matrix approach is modified by including jump-
defect (or point like-defect) in the system. As it was noticed in [21] and more recently in
[24], the description of an integrable defect in the r-matrix approach requires to introduce a

modified transition matrix,

T(x,y; A) = T(z, 07 0) K10 \) T(07, 3 M), (2.63)
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which is a combined bulk-defect transition matrix, where T'(x,0"; \) and T (07, y; \) are the
bulk transition matrices corresponding to x > 0 and = < 0 respectively, and K (\) = K(0; \)
is the defect matrix whose entries are evaluated in the single point = 0. The key point in
order to show Liouville integrability is to require that the defect matrix satisfies the Poisson

algebra (2.65), namely,
(K~ (M) @K~ ()} = [r()\l, N), K1) @ K‘l()\g)] , (2.64)

where r(A1, A2) is the same classical r-matrix for the bulk transition matrices. Hence, the

above requirement is a sufficient condition to obtain the important result,
[7(, 3 M) @ T,y 2a)} = [rO, 2, T s M) @ T s Aa)|. (2.65)

which guarantees the existence of the infinite set of modified conserved quantities. Similar to
the bulk theory, the explicit form of these integrals of motion can be extracted by introducing

the following representation for the bulk transition matrix [25],
T(z,y;A) = (L+W(x;A) eZE0N (14 W (y; A) (2.66)

where W (x; \) is an off-diagonal and Z(z,y; \) a diagonal matrix. Then, the logarithm of
the trace of the modified monodromy matrix (2.63) is the generating function of the modified
conserved quantities, where the defect contributions in an appropriate expansion in A, read
21, 24]:

D(\) =In [(1 + W (0, A)) TR (1 +W(0, A))} , (2.67)
i
where the subscript ¢ denotes the leading term coming from the trace of the modified
monodromy matrix for the given expansion. At first sight, it seems not to exist a direct rela-
tionship between the above result and the generating function (2.57) what we have derived in
last section. However, note that W (x; \) satisfy a matrix Riccati equation similar to (2.47),
which permits us to derive recursively its coefficients in an asymptotic series expansion as
A — oo and A — 0, and to demonstrate order by order that the results are completely
equivalent. This specific analysis deserves more attention than we could give at this moment
and we point out that it is not a goal of this thesis to go forward in this approach.
However, it is worth mentioning that the approach we adopt will use essentially an on-
shell defect matrix which implies that its entries have non-vanishing Poisson brackets with
the bulk monodromy matrices elements. This fact has already been outlined in [10] for the

Hamiltonian formulation of the type-II defects in the sine-Gordon and Tzitzéica models,
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where the defect conditions appear as a set of second class constraints on the fields, which
induces a slight modification of the canonical Poisson brackets. This issue indeed can be
solved by working firstly with the off-shell defect matrix to compute the Poisson brackets and
then derive the constraints as consistency conditions in constructing the time-like operator
in the Lax pair such that the zero curvature condition provides the same equations of motion
as the ones coming from the Hamiltonian evolution derived via Poisson brackets as it has

claimed by Avan and Doikou recently in [24].

Summarising, in this chapter we have presented the Lagrangian and the Lax pair approach
to integrable defects. We have derived a set of conditions to determine the form of the defect
potentials from the Lagrangian point of view. Additionally, we have provided a formula to
derive all the defect contributions to the modified conserved quantities in order to ensure
integrability. In the following chapters we will examine several models and in particular we

will provide their corresponding defect matrices for computing such conserved quantities.



CHAPTER 3

The sine-Gordon model

The sine-Gordon (sG) model provides the simplest example of a two-dimensional classical and
quantum® integrable field theory, which like many other integrable models exhibits soliton
solutions that carry topological charge. The study of this model has a quite wide literature
and a lot of exact results are known about it.

It was noted [7] almost a decade ago that, the sine-Gordon model permits type-I integrable
defects such that the defects conditions are its standard Backlund transformation [9], however
being frozen at the defect location. Although the defect condition explicitly breaks the
translational invariance, it was shown that the momentum is conserved once it has been
suitably modified and the behaviour of soliton solutions passing through the defect was also
extensively studied [7]. In addition, the extension of these ideas to the quantum sine-Gordon
was investigated by computing and analysing the corresponding transmission matrix both
by solving the Defect Yang-Baxter Equation [27] and using the representation framework
[28, 18].

Some years later [10] this setting was generalized to include degree of freedom in the
defect locations and consequently it was noticed that in fact the sine-Gordon model can
supported also type-II integrable defects, which are related to another kind of Backlund
transformation. It was also shown in [10] the conservation of the modified momentum and
its corresponding transmission matrix was provided in [18]. The integrability properties are

ensured by the existence of its defect matrix [14].

*However, its quantum aspects are not going to be considered in the whole of this thesis.

18
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In this chapter, we firstly present the explicit construction of an infinite set of conserved
quantities in the bulk theory using the inverse scattering approach. Then, we briefly review
how to introduce type-I defects and compute the corresponding modified energy and momen-
tum. Finally, we will investigate the existence of type-II defects in the classical sine-Gordon

model and compute the respective defect contributions to the energy and momentum.

3.1 The bulk theory and the associated linear problem

Let us start by considering the Lagrangian density describing the sG theory, namely

2

(0p)? + ’g— cos(Be), (3.1)

where ¢ is a real scalar field, m is the mass parameter and 3 coupling constant which at

1 9 1
LS — — — =
G 9 (Orp) 5

classical level is not relevant and will be absorbed from now just taking ¢ — ¢/8. The

equation of motion is given by
Ol o — 0%p = —m?*sin . (3.2)

Note that the cosine term in the potential introduces the interactions into the theory. This
Lagrangian density is invariant under the Z, transformation, o — —¢, and the potential
possesses multiple vacuum solutions, namely ¢ = 7n, n € Z, due to its periodic nature. It is
important also to point out that under analytic continuation ¢ — i@, the sG model becomes
the sinh-Gordon (shG) model which has a non-periodic (hyperbolic) potential and possesses
a unique vacuum solution. In spite of these two models seem almost the same, have very
different properties which can be found in the wide literature (see for instance [29]).

As we have mentioned before the sG bulk theory is classically integrable which means
there are infinitely many conserved quantities that can be constructed. Let us start by con-
sidering the energy and momentum. From the Lagrangian, the total energy and momentum

functionals are directly given by,

E = / dzx J° :/ dx B(@ﬁpf—l-%(@ﬂpf—choscp : (3.3)
P - / doJ' = / Az (9hp) (Dacp) (3.4)

where the respective currents J° and J! satisfy the conservation law 9,J° = 9,.J', and then

trivially we get

o [Cwer) - [Cwer - -0 e
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In general, following [26] the same can be done to achieve higher-order conserved quanti-
ties, which transform in higher representations of the (1 + 1)-dimensional Lorentz group as
J = eos g1 where the integer s is called the (Lorentz) spin since J9 rotates s times under
a boost of 2mi. Now, just considering the currents J? = T,y + 04 4 and J! =Ty — O,
such that

87Ts+1 - a+®3,1, (36)

we get
I, = / de J,0 = / (Tot1 + O,-1)du, (3.7)

an infinite set of conserved quantities. Now, to construct explicitly the conserved quantities
we will use the auxiliary linear problem for the sine-Gordon model. As we already have
mentioned, the equation of motion is derived as a compatibility condition for the associated

linear problem,

0V (x, t;\) = Ulx,t; \)U(x, t;N), (3.8)
OV (z, t; ) = V(r, t;\)¥U(x,t;N), (3.9)

where the Lax pair is given here by

U - 412.(@@)}1 +qNVE, +r(VE., (3.10)
Vo - %(&@)H +ANE, + BWE., (3.11)

where {H, E.} are the generators of the s[(2) finite Lie algebra (see Appendix A.1) and the
following fields have been defined,

G = DO ), ) = Toet o aeE), 31
AN = =0T E), BOY = (e T 4aTeE). (313)

As it was described in section (2.2), we can easily derived two conservation equations from

the linear system, which can be written as

O [qu - i (ﬁtgo)] =0, [AFH — i (O )} , (3.14)

o, {rng + % (at@] ~ 0, [Br12 + % (0, )} , (3.15)
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where the auxiliary functions I'y; = \Ilglllfl and 'y = U105 ! has been introduced. These

functions satisfy the set of Ricatti equation,
7

Opl'21 = r+ 5 (8yp) a1 — q(T21)?, (3.16)
1

0.'2 = q~— ) (Orp) T1g — T(F12)2, (3.17)

Firstly, let us consider the equation (3.16) to solve I'y;. Hence, expanding I'y; as A — oo

> F(")
Ty = = (3.18)
)\n
n=0
we get,
PO = e 7, (3.19)
i 1%
ryy = —— [0 + Ol e 2, (3.20)
e _ |2 Oy (Oyp + 0pp) + L (Do 4 B,0)% + sin ¢ (3.21)
21 m2 7 T 22 z !
(3) 2’L _iw 2 2 Z 2
sy = o 2 Wam(at(ﬁ + Opp) — W(aﬂﬂ + 020)(0:0y + 0yp) — cos p(0rp)
1 .
— 5 (Op+ 8#)6“"} : (3.22)

Thus, we have a first infinite set of conserved quantities generated from

I, = / " [qr21 - i (at@] . (3.23)

o0

From the coefficients of the expansion of I'yq, it is very easy to see that the charge Igﬂ)

trivially vanishes and I§°) is basically a topological term. So the first non-vanishing charge

is given by

S L b g
I, ' = pro /Oo dx {2 (Orp + 0zp)" —m cosgo] . (3.24)

Now, if we consider the expansion of I's; as A — 0,

Lo =Y D50A", (3.25)
n=0
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we obtain the following coefficients,

O = ¥, (3.26)
. i i

[y = — [0 —dule?, (3.27)
~ ip 2 1 .

Fg? = ¢e2 {_ﬁ Oy (Opp — ) + Py (Opp — 8Zg0)2 —sinp|, (3.28)
=) 2 iy 2 1 9

Iy/ = —e2 wax(&g(p — Opp) — ﬁ(@g@ — 0.0)(0:0pp — O7) + cos (0, p)

- @so)e-ﬂ . (3.29)

Then, we obtain again one trivial charge, one topological charge, and the first non-trivial

charge which is given by,

/I\iﬂ) = —L, /OO dx F (Oyp — Dpip)” —m2cos | . (3.30)
dmi J_ o 2
As we can see, this charge is not real and therefore it remains to add the hermitian conjugate
of them for obtaining a real conserved quantity. In fact, we will see that these contributions
naturally rise from the other conservation equation that we have derived in (3.17).
Let us consider then the conservation equation (3.17) to solve I'js recursively. Clearly,
using the same scheme we can obtain the first coefficients for the auxiliary function. The

results are listed down,

0 = je?, (3.31)
7: (1%
My = —— [0 +0up)e?, (3:32)
T — % |2 0 (B0 + 0u0) + —— (g + Dup)? — sin (3.33)
12 m2 % z 22 x ’
@ _ 2|2 5 k2 2, —
My = e | —50: (0 + 0up) + —5 (01 + 020)(0:0up + Oyp) — co8 9(0utp)

1 .
—5 (0 + &cso)e"‘”] ; (3.34)
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and correspondingly,

rY = ie % (3.35)
~ 7 _ip
MY = — [0 —dule 7, (3.36)
~ _io [ 2 i :
B = | 20,00~ 000 + 5mz (O — 00 sing. (3.37)
BN 2 i, | 2 i
My = et {Wai@so = 05p) + —5(Oup — 0e) (DuDrp — D) + €05 9(0rp)
1 .
—5(825@0 — &Ego)e_“"} . (3.38)
Therefore, from the generating function of the infinite conserved quantities, namely,
> i
IQ = / dx [Z(at@) + TP12:| s (339)
we immediately obtain the following non-vanishing charges,
i) = I dx 1 (Dyp + Dpp)® — m?cos (3.40)
2 dmi J |2 ’
T LT dx 1 (Do — Bpp)? —m2cos (3.41)
2 Ami | |2 v ' ‘
Notice that Igfl) = Ii(fl) and /I\éﬂ) = ﬂ(H), which allow us to define two real conserved

quantities, namely,
1D —(r0Y =15y, T =t -1, (3.42)

Therefore, we finally can recover the usual expressions for the energy and momentum of the

bulk sine-Gordon model by adding and subtracting the above results as follows,

E = m (HH) —ﬁ””) - /Oo dr B{(atgo)Q + ((%(p)Q} — m? cos 4 . (343)

o0
P =m <]1<*1> —ﬁm)) — / Az (0,0) (Dap). (3.44)

—0
Then, we have recursively constructed some few first conserved quantities in the bulk theory
of the sine-Gordon model through the inverse scattering method techniques. One of the
advantages of this approach is that once the auxiliary functions I';; are computed we can
use them directly to derive the corresponding defect contributions. In the following section,
we will use the results obtained to introduce the defect at a fixed point and consequently to

compute the respective defects contributions to each integral of motion.
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3.2 Review of type-I defect sine-Gordon theory

Just for the sake of completeness, let us review briefly the type-I defect in the sine-Gordon
model following the pioneering work [7]. The starting point is the addition of a local term

to the Lagrangian density, i.e

1 1

& = 00) (50 - 5 @7 +mcos) +0(0) (5 @) — 5 @up) + mcoss )

1, - 7 1 o —
+ () | =(pdrp — @Oip) — 2m | o cos pre + =cos (=2 : (3.45)

2 2 o 2
where the defect potential depends on the values of both fields ¢, ¢ at = 0. The equations
of motion for each region, x < 0 and x > 0, are the sine-Gordon equation for each field @

and ¢ respectively, and the equations associated with defect conditions at x = 0 are given

by,

- ] ~

Op—0,0 = m |:O' sin (M) + —sin (U)} , (3.46)
2 o 2

Opp—0Op = m |:O' sin <w) . sin (w)} : (3.47)
2 o 2

where o is a free parameter. These equations turn out to be “frozen” auto-Backlund trans-
formation for the sine-Gordon model. So, we find that if the field ¢ satisfies the sine-Gordon
equation then the field ¢ also does. These transformations are not unique, and in fact in
next sections we will present an alternative Backlund transformation for the sine-Gordon.
Using this particular Lagrangian framework, it was also shown in [7] that the energy and
momentum corresponding to this type-I defect are conserved containing bulk and defect con-
tributions. To see that using our approach, which allows us to compute defect contributions

at any order, it is necessary to introduce the corresponding defect matrix.

3.2.1 Modified integrals of motion from the defect matrix

The simplest way to compute the defect matrix connecting the two auxiliary problems,

namely V=K ¥, is obtained by choosing the following ansatz,
K =Ky+ XKy, (3.48)
which is solution of the differential equations

0,K = UK—-KU, 8K = VK —KV. (3.49)
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Solving grade by grade the above equation, we find that the defect matrix for the type-I case
takes the following simple form,

e iF9)  \lge—i@+e)

K = . (3.50)

N lgei@te c1(@%)
Now, by using the defect contribution equation (2.57) to the generating function of infinite
integrals of motion (3.23), modified conserved quantities can be properly computed. In this

case, the equation reads

D1 = —1In |:K11 -+ K12 F21:| (351)

=0

Hence, taking into account the both expansion in negative and positive powers of A\ and the

explicit form of the defect matrix (3.50), we found that

. - N - 1
DIV = —igeri@02 DY — 56_1(@_@)/2—E(3ﬁ0—8ﬂp). (3.52)

Now, repeating same procedure for the second generating function (3.39), one gets

D, = —In {Kmrm + K22} ) (3.53)
=0
from which we obtain the following contributions,
_ o ~ i s 1
D{Y = ige@o2 pi = L @02 L (5,0 - 0,0). (3.54)
o m

As was expected, Dé_l) = DI(_l) and ﬁéH) = EI(H), which allow us to define two real

defect contributions as follows,
DY =4[DiY — piY), DY =4[D{Y — DS, (3.55)

Then, the corresponding defect energy and momentum for the sine-Gordon model is recovered
by adding and subtracting all the results obtained as follows,

. > 1 5
Ep =m [D(_l) —ID(“)} — 2m |0 cos [ 217 + = cos [ 27 : (3.56)
2 o 2
N > 1 5
P, =m [D(_l) + ]D)(H)} = 2m |:O' cos (%) — —Cos <90—280>} : (3.57)
o

which are in complete agreement with the results previously obtained from the Lagrangian

point of view [7] (see also [21] to compare with the r-matrix approach).
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3.3 Type-1I defect sine-Gordon theory

The starting point to introduce a type-1I defect is the Lagrangian density,
L = 0(—x)Lz+0(x)L,+ 0(x)Lp, (3.58)
where
Lo = |5(F0% — $0D) + AF - 0) ~OAG - )~ BB e, M) (359

Here A = A(t) is the additional degree of freedom associated to the defect. Besides the bulk
equations for the two fields in their respective regions, the equations associated with the

defect conditions are obtained and can be written as,
0By

o
~ B
Dpp — 0P + 20N = @, (3.61)
I
N 1 9B,
d(@—¢) = 2N (3.62)
By introducing new variables ¢, = (¢ + ¢)/2 and ¢ = (¢ — ) /2, we can rewrite them as,
1 0B
Orpr = Oupr —20A = 5 WE’ (3.63)
1 /0By 0By
Oy — Oy = =200 3.64
1o @ 5 ( 9. B A) (3.64)
1 0B,
330@0_ + 8t(,0_ = —5 M, (365)

These equations were originally derived in [10], where the conservation of energy and mo-

mentum was also shown and the defect potential was assumed to take the following form!,

Bo(ps,p_,A) = ~5 [e_i(w_[\) (6"“"* +e - 4 77) + 4ei(“0+_A)}

—% [e (e~ + e % +n) +4e ™, (3.66)
where 7, o are two free parameters. Then, we arrive at the following equations for the defect
conditions,

i0ppy — 10,04 — 2i(OA) = % Sl (e e % e (e —e ), (3.67)
10pp_ — 10, = % [eiA (¥ +e ™ +n)—4 e_iA} , (3.68)
10ip_ + 10,0 = % [e’i(“‘”r’A) (e% +e ™ +n) — 4ei(¢+’A)] . (3.69)

"To fit the notations is necessary to identify ip, — p,ip_ — ¢, and iA — \.
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Notice that, the vacuum solution in the bulk ¢ = ¢ = 0 satisfies the above defect conditions,

if the auxiliary field A takes the constant value,

A= —% In (%) . (3.70)

In the next section we will derive two possible forms for the defect matrix in order to compute

the different defect contribution to the infinite set of conserved quantities.

3.3.1 Defect matrices

By considering a simple generalization of the ansatz (3.48) for the defect matrix, we will be
able to derive the type-II Backlund transformation for the sine-Gordon which includes the

defect degree of freedom, namely,
Kij = Qyj + A_lﬁij + )\_2%]’. (371)

In order to determine the explicit form of the defect matrix, we will work with the light-cone

coordinates x4 = (t £ x)/2, where the differential equations take the following form,
LK = KA, — ALK, (3.72)

and it has been defined AL = —(V £ U), i.e

—ip

—iéLgp 2l

_my-1,%% i
R 10—

[ m i
Z&rgo 7)\6 2

A, = A= (3.73)

)

my ,—£ i
—3)\6 2 —Z&FQO

In terms of the variables ¢4, we find from (3.71) and (3.72) that equations for the matrices
a;j, Bi; and 7y;; can be grouped into two decoupled subsets and consequently we find two

different forms of the defect matrix:
(a) The first one is spanned by {11, agg, 12, B21, 711, 22} and leads to
o] = aneféwﬂ Qoo = aueéwﬂ Y11 = Cl1€%¢7, Vo2 = 01167%”*. (3.74)

From the form of the respective equations we note that in general it is possible to

parametrize (351 by including an auxiliary field A,

At

Pa1 = byre (A3 ), (3.75)
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where by; as well as ay; and ¢q; are arbitrary constants. We find then the equations

involving 0, a1, 0_v11, 04 P21 and O_ P read,

0o = % <b2167i(A7“0+) + B2 67%@*) )
0o = - (512 7P+ 4 b216_m) ;
2en
0N = __7;)02111 gith=es) (gie- _ gmio-)
i0_(A—py) = %em (e —e), (3.76)

together with

Mmen tey (eiso— _ efiv—) ’

01P12 = —%(8+<P+)512+

0.5 = L(0-p.) -

may; _

e8P (e —e ™). (3.77)

A solution for (3.77) compatible with (3.76) is found to be

boy ® . )
By = _%ez(A—%) (e + e 1), (3.78)

where 7 is also an arbitrary constant. Therefore

ip_ ip_ . P4 . .
— 1 —_ 1 A—=E _ —ip_
€ 2 —53Cine 2 _ﬁbﬂ 81( 2 )(67’4’0 + e + 77)
K = 3.79
1 iA itp+ ip_ 1 _icp, ’ ( )
ybare e €2 — g€ 2

where we have chosen a; = 1. Here, we pointed out that the type-I Backlund transfor-

mation can be rederived by taking ImA — oo, n — 4e*™A and by; — 0 while holding

byre™™ constant, say w. Then, we obtain
e T — et
K — . (3.80)
w i<p+ i
Sez e 2
As expected in this limit (3.76) reduce to
m
0@, =——sinp_, Jrp_ = mwsin .. (3.81)
w
Now, by introducing a new parameter o = —% = 2”62—111, the equation (3.76) becomes
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(Wlth ajl = ].),

mo

0~ 8) = "N (5 o),
0N = _% ¢miPr) (i _ mie-) |
0 = T[N (e e ) — 4
iy = [0 (0 d e ) —a V] (382)

and the expression for K in (3.79) takes the form

e T — (a}\)z e T Z(iA) 61<A_T+)(ew_ +e % +)
. v N N . (3.83)

By cross-differentiating the last two equations in (3.82), we find that if the field ¢
satisfies the sine-Gordon equation then ¢ also does. Additionally by differentiating the
second equation in (3.84) with respect to z_, we obtain

im?

0_0.\ = 6 el [4 e?ih — (ew‘ + e_i“")(él —n e%A)] ) (3.84)

This equation of motion for the field A depends on both fields ¢ and ¢. Finally, it is

interesting to rewrite the defect matrix in a different and suggestive form, as follows,

K = efHReTH (3.85)
with
i 10 . 0 %em (e—w 1% 4 ne—i(gﬂgp)/z)
te 0 1 T 9 ¢=ik ¢i(E+¢)/2 0
| [eEor 0
NCaVE 0 e-iE9)2 (386)

where H is the generator in the Cartan subalgebra of si(2).
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(b) The second set of equations is specified by {au2, @21, B11, S22, Y12, 721 }, which satisfy

Nz = croe” 27, Vo1 = —cpe¥,

ay = —appe 1, a1y = a0t
Oparz = —%(3+<p+) 1z + %eé(“aﬁr(p*)ﬁn - %e%‘(%%—cpf)ﬁm’
Oraz = %wﬁh) Q21— %eﬁaﬂﬂt)ﬁm + %6_%(“_@’)&1;
difu = %(&L‘P—) Br1 — %6_%(¢++w’)%2 — %e%(m_%)’)’zh
0P = —%(5+¢—) Pa2 + %e%(mﬂa—)%l + ge—%(w—w—)%%

and

0-fu = —%(8_<p_) fri1 — %e%(WW*)am — %e—%(w—w)a%

1 m m ip
0-ma = 5(8_<p+)712+56 2(w++<pf)511_56 5 (P4 907)522’

1

0_va1 = 5

0_fay = %(a—<ﬁ—) Baz + %eié(ﬂﬂ’—)azl 4 %eé(wfw—)alz.

m i m i _
(O—p4) Y21 — 5@2(w++w—)522 + 562(% @_)511a

(3.87)

(3.88)

As before, we propose a suitable reparametrization by introducing the auxiliary field

A,

where byy as well as ajo and ci5 are arbitrary constants.

Bag = b22€_i(A+%)7

0_"12, 04 P22, 0_Pas and Oy aqs yields respectively,

014
i0_(A +p_)
i, A

10—y

m —i(Ato_ Lo
- [5226 ( v >—511 e2¥ |,

2(112

mais ;i ) .
22 A [e“"* —e w+} 7
M2 i(Ate-) [eiso+ _ e—im}

)
m A i
—iA —tp_

- [5226 — Pue 2¥ } .
2C12

A solution of f1; compatible with (3.87) and (3.88) can be written as

@12C12 (Al ; i _
B = — P +2¢—)(€w+ 4 et 4 77)7

(3.89)

The equations involving

(3.90)
(3.91)
(3.92)

(3.93)

(3.94)
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where 77 is an arbitrary constant. K is then given in the following form

1 aizcia i(A+2p_) (i —i = i 1 4
_XFQ( 3P )(e P+ +e P+ + 7]) a126290+ -+ /\_26126 2P+

K = (3.95)

-4 ez % baz ,—i(A+3p_
—a19€ 2P+ >\_2€2§0+ Te ( 3P )

Here we can also perform the type-I Backlund limit by fixing a;5 = 1 and taking
ImA — oo, 7 — oo and ¢;5 — 0, while satisfying

A a12C12 ;A a12C12 ;&
—iA _ 12612 ;A 12612 A _
base ™ = @, ———=e"* =0, ———e"' =, (3.96)

bos bao

where @ is a constant, we recover the structure of type I Backlund transformations,

Orpy = 7:—10: sinp_, 0_p_ = _mgu sin . (3.97)

Notice that eq. (3.97) and eq. (3.82) are related by the so-called charge conjuga-
tion symmetry C : (soliton) — (antisoliton), or equivalently the Zy symmetry by
exchanging ¢ — —.

3.3.2 DModified integrals of motion

Now, we will concerns with the defect contributions to the integrals of motion of the type-I1
Bécklund transformations for the sine-Gordon model. Firstly, taking into account the type-I1
defect matrix K in (3.83) and using (3.51) and (3.53), we obtain the following results:

D](._l) — _% efi(50+7A) (eiq _|_ 677;30— + 77)7 ﬁg“rl) = % eZA<€7’SD_ + eiiso_ —|— 77), (398)
_ 21 ~ )
piY = 2 i) DY = —2ige M, (3.99)
g

As before, the corresponding type II defect energy and momentum for the sine-Gordon model

can be expressed by the introduction of the following real quantities,

DD — Z( Dy — Dé‘”), B _ @'(BW — 5g+1>), (3.100)
leading to
Bp = m(DCD -5
= I [t g gmitonN oy emin ] 4 T2 (4o g (e 4 o )]
Pp = m (]D)H) +ﬁ(+1>)
mao

- m [4 etlp+—A) | =iy —A)(eiw 4o l- 4 77)} _ 7

5 5 [4 e 4 et (- 4 e 4 n)] .
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The above results are in perfect agreement with the ones obtained from the Lagrangian
approach in [10], simply by identifying f = —mD( and g = mD™*D,
On the other hand, by considering the type-II defect matrix K in (3.95), we get

) Gy | 1

Dg 1) _ —i% 61(¢—+A)<6w+ + PaCas + 77) + E(at + 835)(90_‘_ + 90_), (3.101)
22

~ S , 1

DIV = T2 e g ) - — (0, 0,) (4 + o), (3.102)
bao m

_ boo A 1

Dg R — (0 + 9:) (04 + ), (3.103)
Qi m

- by .z 1

DY = —iZemh — (9, - 8,) (s + 9o), (3.104)
C12 m

yielding in this case

G0 , , boo boo o .
Ep=m |:lc)12€l(/\+%9—) (e“ﬁ— 1e Wt 1 77) _ ﬂe*l(/\+‘ﬂ—) 4 ge*“\ _ @el/\ (ew+ 4oeTWt o 77):| ,
22 a2 C12 22

Pp

m | S2eihen) (ior | omier 4 ) bo2 —iRreo) _ b2 ik M2 A (94 4 e 1)
bao a12 C12 ba2

Notice that the above results reflect again the charge conjugation symmetry, ¢ — —p,
already pointed out with respect to (3.97) and (3.81).



CHAPTER 4

The Tzitzéica-Bullough-Dodd model

It was noticed some years ago that type-I defects can be also supported within the affine
Toda model based on the root data of al)’ 8] from a Lagrangian point of view, where
the simplest example is the sine/sinh-Gordon model based on agl). Its defect matrix was
investigated and a general form for the defect potential was derived. In [30] some aspects of
the quantum description of the type-I defects within these Toda models were also provided.
Additionally, the classical Lagrangian description of the type-II defects within the a't Toda
models was proposed in [10], and its corresponding transmission matrix was also provided
from a representation point of view.

Apart from the a'V series, the type-II defects are also supported within the affine Toda

22). This integrable model was firstly introduced by

model based on the twisted algebra a
Tzitzéica in the study of hyperbolic surfaces, and also known as the Bullough-Dodd or
Zhiber-Mikhailov-Shabat equation. This model describes a quite interesting system because
it is the only relativistic two-dimensional theory which involves a single scalar field and is
integrable both at the classical and at the quantum level apart from the sine-Gordon model.

In this chapter, we will present the basic aspects of the bulk theory firstly from the
Lagrangian point of view and then we derive the conservation laws. Then, we discuss the
integrability properties of the model with type-II defects computing explicitly its defect
matrix and consequently establish its integrability by computing the corresponding modified

conserved energy and momentum.

33
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4.1 Bulk theory and associated linear problem
The Tzitzéica-Bullough-Dodd (TBD) model is described by the Lagrangian density*,
L = % (0i9)* — % (020" — % (2¢? + 7Y, (4.1)
where ¢ is a single scalar field satisfying the following equation of motion,
0lp— 029 = —e®+e % (4.2)

It is clear that this model does not possess Z; symmetry. This integrable field theory
possesses soliton solutions which are complex [31, 32, 33]. The integrability properties of
this model can be seen from its zero curvature representation, where its Lax pair is described

by the twisted affine algebra ag) and can be written as follows,

O_v AN v 1 1 (V2

o_v A v 1 1 (V2
VvV = <%> T3+§(ET++EL_2> _ﬁ <7T—+L2>7 (44)

where we have defined v = e? for simplicity and the light-cone notations d+ = 9, & 9, has

been used. The operators T3, T, and L.y belong to the generators of the twisted affine

algebra af) and its matricial representation are given in appendix A.2. In terms of these,

we can write down the set of differential equations of the auxiliary linear problem as,

o_v 1AV 1
oV, = (%) vy + (T) Wy + (ﬁ) Vs, (4.5)
1 1AV
5’15\1/2 = (ﬁ) \1/1 + <T> \1/3, (46)
A 1 0_v
0¥y = — (ﬁ) Uy + (ﬁ) v, — <E) Vs, (4.7)
o_ P 1
0,V = — (_vv) Wy + <%) Wy — (5) Vs, (4.8)
. \
0¥y = — <2Z—)\) U, + <%) s, (4.9)

A l 0_v
0,V = — <w> vy — <ﬁ) Vs + (%) Ws. (4.10)

*Where just for convenience we had dropped out the mass parameter m and the coupling constant 3 by

and

reparametrizing ¢ — B¢ and x* — mat.
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Now, by defining the auxiliary functions I'y; = \IJQ\IJ* and I's; = \113\111 , we can construct

an infinite set of conservation laws from the equations (4.5) and (4.8) as follows,

0, [ (0-v) | (M“) Ty — irgl} — 9, {M + (M”) Ty + irgl} . (4.11)

2v 2 2\ 2v 2 2\

where the auxiliary functions satisfy the following coupled Ricatti equations for the x-part,

9,09 = <(82‘U”)) o1 + (Z;v) (D31 — (T1)?) — % (i — ToTa1) | (4.12)
9,0 = ((a;“)) Ty — % (% +iv Fmrgl) - % (T — (T31)?),  (4.13)

and for the t-part,

0_v 1AV 1

Olar = —( 2 )le + 5 (Ts1 — (T21)?) + ﬁ(l —To1l), (4.14)
0-v A1 1.

atF31 - ( 1} )F31 — 5 (ﬁ +w F21F31) + ﬁ(lrgl — (F31>2). (415)

Now, as usual these differential equations can be recursively solved by considering an expan-

sion in non-positive powers of A,

F(”) F(")
Iy = 21 I3 = Yy 3L 4.1
21 A" ) 31 A" ( 6)
n=0 n=0
The lowest coefficients are simply given by,
r©® _ -1 r® _ 2 4.17
o = i(pv), 31 — MU (4.17)
Ty = —i(0)v2, ryY = p~' (@), (4.18)
A ' 21

re - ”‘ 0, (O v)o ) v + % (@pv)o ) vt + % (1—v®), (419)
r® _ 23 b 1y 22 ) 2,2 _ L 4.20
where 4 is an arbitrary constant satisfying p® = —1. Assuming sufficiently smooth decaying

fields as |z| — £o0 , the corresponding conserved quantities reads

o 0_v) i\v 1

I, = /Oo dz {——( % ) + TI‘Ql — ﬁrm . (4.21)

By substituting the expansion of the auxiliary functions into above definition, we get an infi-

nite number of conserved charges ng) . It is very easy to check that the conserved quantities
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corresponding to k = 1 is trivial, and for £ = 0 we obtain a topological term. The first

non-vanishing conserved charge is explicitly given by,
_ 1 [ 1 1
Ig R 5/ dx {5((&#})1}_1)2 + (v + 511_2)} ) (4.22)

where without loss of generality, we have chosen 1 = —1. Then, repeating this procedure
we can construct another set of conserved quantities corresponding to the expansion of the

auxiliary functions in non-negative powers of A, namely,

oo o)

Ty = D TWA" Ty =) T (4.23)

n=0 n=0

From the Ricatti equations we get,

Y = i, oy =, (4.24)

Yy = o, Iy = —(0-v) ™, (4.25)

-~ 21 _ i 2 1 _

e = =5 0 ((0-0)0™) + 5 (00 ™")" = 5 (v —07), (4.26)

~ 21 7] 2 U _

e = — 5 0 ((0-v)o D4z 5 ((0-v)0” N® - 3(v—v 2. (4.27)
From these results and chosing u = —1, the first non-vanishing conserved charge is given by

T = %/: dz E((a_u)vl)2 + (v+ %N)} . (4.28)

. — ~(+1) . .
Then, we clearly can combine Ig Y and I§+ ) in order to obtain the usual energy and momen-
tum quantities. However, it is not enough because we are not considering all the information
coming from the Lax pair. So, it is also possible to construct another infinite sets of con-

served quantities by considering two more conservation equations that can be derived from

the equations (4.6), (4.7), (4.9) and (4.10), namely,
[ (0] - af@rer (2]
o[(5)- @) ()n] - [ () () (3)

where we have introduced some other auxiliary functions I'y; = &P 1 Iy = RO 1 I3 =

(I>1<I>§1, and 'y = ©oP5 ! Tt is quite straightforward that these functions satisfy a set of
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) = iv Iy = —iv | T =i Iy = —i

T = 2 e = v 'Y =-1 Y =

ri) = —i(a,v) i) =0 'Y =o Iy = —i(0_v)v?
Y = 0.0 ri) =0 Y = (0 vy I8 = —i(0_v)v!

Table 4.1: The zero-th and first order coeflicients.

Ricatti equations that can be written for the x-part as follows,

o = () (e () (B (B
o = —(5) - (52) t+ (5) rat () @ + () 0, (439

= () (5 (3

o = (33) () oo (5 = 3
o = (&)« (F)roe (B)ra- (3
Oy = (%”) + (%) D5+ (%) Tos + (%) (T13T93) — (%) (T3)%.  (4.38)

As was already shown, these equations can be recursively solved by introducing an expan-
sion of the respective auxiliary functions in positive and/or negative powers of the spectral
parameter A. Doing so, after a lengthy calculation the first few coefficients for these auxiliary
functions can be determined, and the results are shown in tables 4.1 and 4.2.

Now, from equations (4.29) and (4.30) we obtain directly the following two generating
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P = =4 [0:00:0) + 2 (9-0) (90) + § (v = 2?)]

I‘%) = 2 [0,(0;0)v7% + 55 (0-v) (B4v) + £ (v* = 1))
PO = 2 [9,(0_0)o~" — 5L (8_0) (By) — L (v2 — v)]

T2 = 4 [-0,(0_v)v! + o (9_v) (B0) + L (172 — v)]

2
Pga) =

win

[02(04v)v + 5 (0-v) (04v) + 5 (1 — )]

I5) = 2 [0,(0:0)v + 1 (0_v) (930) + L (1 — v¥)]

3iv

functions of the co

Table 4.2: Second-order coefficients.

nserved quantities,
° i WA
woe [l () e ()]
o o_v A 7
foe e (50) - () o ()

(4.39)

(4.40)

Then, by substituting the respective expansion of each auxiliary function and using the

coefficients showed in tables 4.1 and 4.2, we immediately get the first few non-vanishing

conserved quantities, which are explicitly given by,

1Y

/f;—i-l)

= 1\ = %/_Z da |:%((a+’l})’l}1)2+ <v+ %UQ)] : (4.41)
= Y = % / Z dz B((a_u)v—l)2+ (H%v—?)}. (4.42)

From the above results, we can notice that there is a simple combination of all these contri-

butions giving us the usual energy and momentum conserved quantities. In fact, if we define

the following conseved quantities,

I = 141 1l = / da [§(<3+v)v‘1)2+ (”*5“_2)]’ (4.43)

ﬁ(+1) _ =(+1)

=~(+1)

— 00

T = /_Oo dx B((a_v)vl)2 + (v - %uz)] . (4.44)

o0



4.2. Type-II defect theory 39

the conserved energy and momentum can be written as

E = w = /oo da {1 {(8@)2 + <at¢)2] + <e¢ - %e—w) } (4.45)

2 oo 2
(1) _ T S o) (B o
po WD / mdx% = [ v @.0)@0). (4.46)

4.2 Type-II defect theory

The starting point to discuss the type-II defect in the TBD model is the following Lagrangian
density,

£ = 0(-2)85 — 0(2)8o + (r) | 5 (6016 — G0u) — AW — 6) + DA — 6) — Bo(,6,A) | .(4.47)

Here, the defect conditions can be written in terms of the field coordinates ¢, = (qg +¢)/2
and ¢_ = (5— ¢)/2 as follows,

1 0B
Ordy + Oppy — 20N = 3 va (4.48)
108
Q- — Opp— = 2 90" (4.49)
_ 1(0B, 0B,
Oho_ + 0o = —5 (W + (’)_A) ) (450)

where the defect potential is given in this case by the following form,

By(¢p4+,0-,A) = =€ [Qie‘z”f/\ (e‘z’— + eid’—) e 2 (e¢‘ + e¢‘)1 - i [162(¢+A) - ieA} (4.51)

where £ is a free parameter. From these follows the equations of motion,

Dy + 0ppy — 20N = Ee7N(Pm —eP7) fige MO (e —e7?),  (4.52)

0 = L (pigerin (oo ey 2T 453
t¢—_ x¢— - _5(7'56 (6 +e )_2—5)7 ( )
Oho— + O = —% (éeA +2€e7 2 (eqﬁ* + 6¢)2) ) (4.54)

The above defect conditions represent a type-II Biacklund transformation for the TBD model
frozen at z = 0, firstly reported in [10]". It is worth noting that this Bicklund differs from
others found in the literature [34, 35, 36]. Using this Lagrangian setting, it was shown also
in [10] that this Backlund conserves the momentum. In addition, the Lax representation was
used in [14] to prove that in fact this defect is integrable, and that will be presented in the

next section.

"By simply associating A — —\, 0+ — O+, and ¢ — —¢
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4.2.1 Defect matrix and modified integrals of motion

Let us now consider the following form for the matrix K [37],

1 1

1
Kij = + Xﬁz] + 2 (5¢j + F%j. (4.55)
is a solution for the differential equations,
0K = KA, — A,K, (4.56)

where it has been used the light-cone coordinates and A. is given by,

0  —iXxe? 0 -0_¢ 0 —%
Ay = 0 0 —ixe |, A= -+ 0o 0o |, (4.57)
Ae72¢ 0 0 0 -1 0.¢

Then, equation (4.56) decomposes into three independent systems of equations. We will
consider the set involving the variables {a11, ago, s, Bi3, Bo1, B3z, O12, 023, 031, V11, V22, Y33}
such that

o1+ %711 %512 %ﬁw
K= %521 Qg2 + 713722 %523 . (4.58)
32031 3332 a3 + 35733

Equations (4.56) with K given above are satisfied for

Y1 = Yoz = Y3 = U, (4.59)
~ 2
an = § <g> = q, Qg = §, ag3 =§ (%) = 5_7 (4.60)

v

where we have defined again v = e¢? and v and ¢ are in principle two arbitrary constants.

Introducing the following reparametrization,

Y oY

- -2 4.61
f-r -0 (1.61)
the matrix K given in (4.58) takes the form,
atvA? (o) AP Err(a46)iat
K=| 2! E+vA? oV (a+ &) A . (4.62)
20;3’;2 22 %)\71 52 é + v 3
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The fields a and Y satisfy the following partial differential equations,

aY 2v
8+a—zT—ﬁ(oz+ > =0, (4.63)
1 Y 2vE L Y?
-0.Y — — — = 4.64
U8+ U28+v+avy(a+§)+22?)§ 0, (4.64)
2vvé a?Y?
o_a—1i v (@+€)+T2€2 = 0, (4.65)
a_Y
+1§ (é — 1) = 0. (4.66)
v !
We now define the functions
¢+==?%;?, ¢—::?€;?, a=ge . (4.67)
Then, after a few manipulations the equations (4.63) to (4.66) become
L (i, —2A (_é_ —¢_\2
Oyp_ = -3 ge +28e (e +e )7 ), (4.68)
1 . _A B —b_ 672(¢+7A)
a_d)_ = —5 <22§€¢+ (6¢ +e ¢ ) — T s (469)
01 (pr —A) = e —e7), (4.70)
O_N = it Me ¥ —ef), (4.71)
where Y = e and v is taken to be equal to 1. Note that if the above equations are

considered to be frozen at x = 0, the sum of the equations (4.70) and (4.71) together
with (4.68) and (4.69) we obtain the type-II defect conditions for the TBD model derived
previously by variational principle in (4.52)-(4.54). From these equations it is clear from
(4.70) and (4.71) that the compatibility condition 0,0_¢ = 0_0, ¢ is satisfied. In addition,
cross-differentiating (4.68) and (4.69) we find the field equation satisfied by A, namely

a#xA:%<£+fﬂ(L+&§€“), (4.72)

which depends on the fields gg and ¢ as it was expected. Of course, when we just consider
the defect conditions, i.e the frozen Backlund transformation, A only depends on t and is
defined by the three equations (4.52)-(4.54). Finally, it is worth noting that the vacuum
solution in the bulk 5 = ¢ = 0 satisfies the defect conditions, if the auxiliary field is one of

three roots that satisfies the equation,

() = 8ie?, (4.73)
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Let us now to compute the modified conserved charges coming from the defect contributions
for the Tzitzéica-Bullough-Dodd model. By considering first the set of infinite charges given
by (4.21), we have that the defect contributions are explicitly given by

Dy = —In|Kj+ Kiol'9 + K13F31}

(4.74)

=0
As it was already emphasized, from the above formula we can derive the two sets of defect
contribution by considering the corresponding expansion of the auxiliary functions in positive

and negative powers of A. In particular for the A*'-terms, we obtain
Dfl) - 2 o2 (qu, 4 e’¢*)2, ﬁgﬂ) = 2i¢ e(@+=4) (eqﬁf + 67¢,) ) (4.75)

As we now know, to obtain the exact form of the corresponding defect contributions to the
energy and momentum, we need to consider the others conservation equations and conse-
quently the other charges given in (4.39) and (4.40). Applying the same steps to derive the

defect contributions, one gets

Dy, = —In {K21F12 + Koy + K23F32} ) (4.76)
=0
Dy = —In {K31F13 + K3al'a3 + K33} ) (4.77)
=0
leading to
DY = _éeA’ DS = 2ige@+=N) (- 4 7)) (4.78)
DY = i pev = L oan-en (4.79)
& 2
Now, defining by analogy the following two conserved quantities,
_ _ _ 21
DY = Dg Dy Dé Dy Dé - 26 e (e¢‘ + e_¢‘)2 - éﬁA, (4.80)

~ ~ ~ _ 1
DD = DY 4 DY 4 DS = dige@r D) (¢9- 4 o) + ST, (481)

we can write down the defect energy and momentum as follows,

(1) 4 HED >
By — w = ge 2 (o8 o) - %QA +2ige@ ) (e 4 7o) 4 %ezm—m)’
(DD — DED)

Pp 5

2 1
o2 (b om0\ A o (01D (- 4 o—- ) _ T 2(A—64)
Ee (e +e ) ¢ e 2i&e (e +e ) 1€ .

These are exactly the defect energy and momentum which are obtained using the Lagrangian

formalism. In particular, we can note that as it was expected Ep = —By in (4.51).



CHAPTER b

The Grassmannian massive Thirring model

The massive Thirring model is a two-dimensional exactly solvable quantum field theory which
describes Dirac fermions with local (self-)interaction, namely a current-current interaction
[38]. This model has been widely studied not only because of its purely theoretical relevance
but also because of its interesting connections with the physics of strongly correlated systems
in one spatial dimension[39] and for its quantum equivalence with the sine-Gordon model
[40, 41]. In this thesis we are not concerned with its importance as a solvable quantum field
theory model but rather restrict our attention to its integrability properties from a classical
point of view. The classical version of the model is described by Grassmannian fields and
its integrability properties has already been established in the bulk theory [42, 43].

Some years ago, it was shown that the massive Thirring model can be restricted to the
half-line (—o0, 0), without losing integrability by imposing suitable boundary conditions and
the relation to the boundary sine-Gordon was provided [44, 45]. These ideas motivated to
consider the natural connection between the defect sine-Gordon model and the possible exis-
tence of integrable defects within the Thirring model related to its Backlund transformation.

In this chapter, we will discuss the integrability properties of the Grassmannian massive
Thirring (GMT) model in the presence of the type-1I defects, which are naturally related with
its Backlund transformation [46]. Firstly, we present some basic aspects of the bulk theory
and construct the conservation laws using our method. Then, we provide the Lagrangian
formalism and derive the defect conditions preserving the modified momentum. Finally, we

construct the defect matrix to ensure that the defects do not spoil the integrability.

43
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5.1 The bulk theory and associated linear problem

The massive Thirring model [38] is a theory of self-coupled Dirac fields in two-dimensional

space-time defined by the following Lagrangian density

¢ = b (0] —m)w - L (5.1

where ¢ is the coupling constant and j* = 1y is the fermionic current. In two-dimensional

space-time the y-matrices are given in terms of the Pauli matrices, namely 7° = o1,7' =

—ioy and 75 = 3. The metric tensor is simply defined by ¢ = —¢g'* = 1 and ¢°* = 0.
This massive model possesses U(1)-vectorial invariance and the massless case U(1) axial
invariance, i.e
V(x,t) — ' (2,t) = eVi(a,t), (5.2)
U(x,t) — ' (2,t) = e (x,t), for m = 0. (5.3)
By using the fields components, ¥ = (¢1(x,t),vq(z,t)), it is possible to rewrite the La-

grangian density in the following way
L= S0 = 0] + 5010 — )by + 50(0; + 0 + SUb(0r + Dt
— m(]z + ohn) — (Vi) (5.4)
Then, the equations of motion which are obtained from this Lagrangian have the form,
(O = 0)r = mipy+ g¢;¢2¢1 ) (5
0+ 0)the = mapy + gine)y, (5.
(0= Bo)wi = —mi} — gihny] (5
(0 +0)u} = —mi] — gineh. (5

These equations can be described as a compatibility condition of the following associated

1

1

linear problem,
0V (z, t;\) = Ulx,t; \)V(z,t; N), (5.9)
OV (z, t;\) = V(x, t; \)U(z, 85 N). (5.10)
where the three-wave function ¥ has the form (¥, U5, U3)7 and the Lax pair U,V are 3 x 3

matrices belong to the si(2, 1) Lie algebra (see Appendix A.3), and can be explicitly written
as follows,

19p—

U=-3

"m
hy + > (N = A7) (h1 4 2h2) + 11 E_(ay4as) + T2E_ay + @1 EBaytas + ©2FEa, (5.11)

1 m
V= — 95+ Pt = (A X) (i + 2ha) = @B (o van) — 1E-as = 2By = 11 Eanf5.12)
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where just for simplicity, we have also defined py = (1/);1/)2 + wiwl) and the functions

o= =i [T AT e = iy (el = AT, (5.13)
ro= —i, /% (w{ +A—1¢;), ry = z’,/% (A — A1) (5.14)

Now, the set of differential equations (5.9) and (5.10) read in components,

9,V = [%p_ + % (A - A‘Q)] Uy + qVs, (5.15)

0V = — [%p - % (A2 - A‘Q)] Uy + g2 03, (5.16)

az\I/g = 7“1\111 + TQ\IJQ +im ()\2 - )\72) \113, (517)
and

oV = — [%m - % (N + A‘z)} Uy — oWy, (5.18)

8t\:[}2 = [%er + % ()\2 + )\2):| \Ijg — T’l\Ifg, (519)

Vs = —@¥ —qVsy+im ()\2 + )\72) W, (5.20)

Now, by defining the auxiliary functions I'y; = \112\111_1 and I's; = \1!3\111_1, we obtain a first

conservation law from (5.15) and (5.18), namely,

1 )
(915 |:Q1F31 + Egp] + 5’1 |:7“2F31 + Engr} = 0, (521)

where I'9; and I's; satisfy the following coupled Riccati equations for the z-part,

0,91 = —(igpf)rzl + qol'z1 — il '3y, (5-22)
1
8351“31 = 1+ T2F21 - 5 [gp_ —m ()\2 - )\_2)] F31, (523)
and for the t-part,
Olar = (igp+)To1 — 1ls1 + rol'o Ty, (5.24)
1 _
o0l's1 = —@—ql'a+ B lgp+ +m (A2 + A7) sy . (5.25)

Now, by firstly considering an expansion in inverse powers of A for the auxiliary functions
as,
=T (1)
Ly(e,tA) = )~ (5.26)

k=1
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and inserting this in the Riccati equations (5.22) and (5.23) we find that the first coefficients

of the expansion are given by

ry) = \/%wi, rs) = - (@m) Iy, (5.27)
iy = -2 [\/%(azwi)m/%(wz i) + - \f <w2w2>w1], (5.28)

where Fél and I‘gl satisfy the following differential equations,

orsy) = —ig (vlus + vy ) ), (5.20)
g = —ig (vl + vlu ) r® % 7 (ylo.u]) +2ig vivl. (5.30)

Then, we find out in this case that the associated generating function of the conserved

quantities are given by,

> ?
I, = / dx |:Q1F31 + 59,0:| 5 (531)

and substituting the respective coefficients for the auxiliary function I's; in the expansion in

A, we found that the lowest conserved quantities are given,

) = ¥ dx [+l (5.32)

2 = /°° du {—E (1001) +ig (w$w1+w1w2)+%(zp£w2w1m)]- (5.33)

—00

Now, to compute a second infinite set of conserved quantities we have to expand the auxiliary

functions around A = 0, i.e, in positive powers of A, as follows
INERTDY Zr““) (5.34)

By following the same procedure, we obtain that the respective first few coefficients for each

expansion are given by,

o2 () 535
= 21 2
o= [\/%(w%)—i\/ L (vl D) - Zf\f wml)%], (5.36)
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with
2.T% = ig (wéw + wlwl) Iy, (5.37)
S . = 29 .
L5 = ig (vive +vlvn) T — =2 (vlo,wl) — 2igwful. (5.38)

Then, we have that the corresponding first charges associated to this expansion of I's; are

given as follows,

2 = Y [ules 4ol (5.39)
27— [ a2 (wtnd) —ig (b len) - L (sdutle) | a0)

Clearly, these charges are not totally real and therefore it is necessary to add the hermitian
conjugate terms. To do that, we need to consider other contributions coming from two more

conservation equations that can be derived using (5.16), (5.17), (5.19) and (5.20), namely

7 )
O {Q2F32 - ggp} + 0, {7“1F32 - EgPJ = 0, (5.41)
O |:T1F13 + 7”2F23} + 0, {QZFB + C]st} = 0, (5.42)

where we have introduced some other auxiliary functions I'yo = U035 LTy = U0y L
I's = \Ifl\Ifgl, and I'y3 = \112‘1151. It is very easy to check that the set of Riccati equations

satisfied by these auxiliary functions can be written as,

0,12 (ig p_ )2 + qlfgg — qol'12139, (5.43)
0. '35 = ro+rlp+ % (gp_ +m(\? — )\_2)) I3, (5.44)
0.1 = q+ % [gp— = m (X* = A7) Tus + ral'1sTas, (5:45)
Oplos = g2 — % [gp— +m (N = A7%)] Tag — 15T, (5.46)
and
0l = —(igpy) 1o — fgfgg — 1112139, (5.47)
O3y = —q1 — @19 — % [gp+ —-m ()\2 + )\*2)] I's9 (5.48)
Ol = —rs— 2 [9ps +m (¥4 A7) Ty — sl (5.49)
Ol9s = —r|+ ¢ [gp+ —-m ()\2 + )\*2)] o3 + ¢oI'13093. (5.50)

2
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Now, these equations are solved by expanding each of the auxiliary functions in positive and
negative powers of the spectral parameter A. Performing similar computations, the first few

coefficients for these auxiliary functions can be determined, and the results read

29 1 1 (1 =1 29

F(l) _ / T F( ) _ ( ) / F( ) _ —F( ) — 5.51

23 _m ¥y, 23 wla 13 32 _m o, ( )

=~ 29 2 ~(2) 29

o _ t e _, /29 i TO — _ /2 5.52
23 m s, 32 m Uy, 32 m ¥y, ( )

Iy = Iy =0 =09 =0, (5.53)

and

iy o= 2 2\/% @) + /52 (v + 9 TH) + 2[ (vhv.) m] . (5.54)

. 9 i 2 . 2

Ly = — —i\/%(az%) + \/% (@bl — 1] F(f;) + g\/% (wiwl) wzl . (5.55)

) = 3-—i\/§(8w)—1/@¢ _g\/g(w’fw)w- (5.56)
13 m m A 2 2 2 m 22 11 s .

~ o[ 2 9 |

My = = —i\/% (Oa) + 1 L 0 + g\/% (w1 w2 (5.57)
(3) 2 | [myg

1—‘23 - E \/7 x¢1 wz - _\/7 ¢2¢2) ¢1] > (5-58)

7(3) 2 mg

oy = — \/7 (0:0) — wl \/7 wlwl) wzl : (5.59)

together with the following relations,

o1y, = g <¢I¢1 + 1#;%) Iy, (5.60)

001 = —ig (vivy+ vl ) T, (5.61)
: 2 .

o) = ig (vivs +vln) T + =2 (0ndan) — 2ig (113n). (5.62)

0.8 = —ig (lvr +vkun) PR — 2 (a0,) + 2ig (hava). (5:63)
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Now, we will compute the corresponding conserved quantities from the conservation equa-

tions (5.41) and (5.42), namely

o l
I, — / d {qmg - gp_} , (5.64)
13 = / dx |:T'1F13 + T2F23:| . (565)

Therefore, by a straightforward substitution of the each expansion coefficient, we easily get

the following results,

10 = 1 = % 7 dx Wl +olu], 10 =1 =0, (5.66)
and
- de[ 29 (wloun) +ig (vhon + i) + (wmwlwl)] (5.67)
B -/ Zdw[ 29 (4foun) ~ig (@wlwiwg)——(wml 1)} (5.68)
1 = [ [—i—g( R 1 (e 1 (wngwlwl)] (5.69)

i _ / " {_%9( 0.0 + ¥20,08) = 20g (vhun +vlus) —% (wzwmiwl)} (5.70)

Then, from all these conserved quantities together with the ones derived in (5.32), (5.33),
(5.39), and (5.40), we can notice that

V41 = 1, TV 4T =1 (5.71)

Therefore, it is convenient to define the following quantities,
1© = @@ -1 -10) 0= (7 -1 -1, (5.72)
1 = @@ +1P4+19), 1@ = 1?4310 +1P), (5.73)

in order to get the usual conserved number of occupation, energy and momentum for the
GT model by performing a simple combination, namely
1

N = %{H@—ﬁ@} - / T [@%w{wl}, (5.74)

E = % [H@)_ﬁ(z)} - /_ do B <¢18x¢1+wjax¢l—%ax¢;_ ;ax%)
(v + lve) + g vlvaulun ], (5.75)

P o= oo 1917 = / da [g(wlwi+wiaxw1+wgaxw$+w§8xw2)]. (5.76)

— 00
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5.2 The defect theory

In this section we introduce a defect placed at the origin = 0, and then derive the corre-
sponding defect contributions to the modified conserved quantities firstly by implementing
defect conditions on the field through the addition of the respective boundary term to the
bulk action, and secondly by performing a Backlund transformation between the two auxil-

iary wave-functions on both sides of the defect.

5.2.1 Lagrangian description
The Lagrangian density for GMT model with jump defect can be written as follows,
L = 0(=2) L (W1, dn) +0(x) L1 (1, 0) +8(2) Lp (1, s, 1,42, X)), (5.77)

where £ represents the bulk Lagrangian density (5.4) describing the massive Dirac fields
at x < 0 and = > 0 respectively, and the defect conditions can be derived from the local

Lagrangian density,

Lo = 2L [XN@X) — (OXNX] + & [Bln — wid+ lus — i)
g i = B o + 8] X1+ 3 [itw] - 3D — atuh + 0] X
= TGl + el + 91 + vlun| XTX, (5.78)

where X and X' are auxiliary fields and a is the Bécklund parameter. For x = 0, the
equations corresponding to defect conditions are

X = o)+ B XX = i (s~ ) — 2 XX, (579

~ 1ag ~ . ~ g
XP = @+ v) - 5 olXTX = —ia (v - 9)) — 5 XX, (5.80)
together with their respective time derivatives,

m
2

0X = Jo(ur =) = 50+ tn) — 2 [G10 + ulin + 0 + ] X, (58D)
Xt = Tl =9+ T2+ 3 + [0 + vl + Bl + wlea] X1, (5.8

These equations are the respective “frozen” Béacklund transformations, and if we also consider

the x-derivatives
S (U = 1) + T (v + ) — = [ Bl + ol — Il — Ulva] X, (5.83)
0.X" = Tl =B = T+ 9D + 5 |91+ vl — Ol — wl] X7, (5.84)

0, X =
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they become exactly the Backlund transformations for the classical anticommuting Thirring
model [46]. We notice that although the local Lagrangian density used in [47] appears to differ
from (5.78), they are actually equivalent Lagrangians. Indeed, that the two representations
describe the same problem can be seen by eliminating the quadratic term XX from (5.78)
using equations (5.79) and (5.80).

As has already been mentioned, this model possesses an infinite family of conserved
charges and now we will derive defect contribution through the Lagrangian formalism. The
lowest integral of motion considered is the number of occupation N given by ,

0 0
N = / da (G101 + 91 ) + /O dz (Wl + vl ) (5.85)
which, by using the Backlund tranformations it can be easily shown that the modified number

of occupation is given by [48],
N = N+Np = N+ %X*X. (5.86)

Since N3 = 0, we can also notice that (5.79) can be rewritten as,

~ igNp —igNp igNp ~ —igNp
X = e’ ppe T2 = z’a*(%e > _ e ) (5.87)

Now, the energy can be derived using the Noether theorem, and is given by

0
B = [ o [L (0] + T - Ga0ndh — oui) + m(Pd + 918) + o7l

—00

+ / da [; (v10ew] + l0rtr — vodawh — wlorvs) +m (vl + vlus) + gwhw;wz] . (5.88)
0

Using just the field equations we find that the time-derivative can be written as,

% = % [Jlﬁtﬂ + I Ob1 — PoBhl — plOPs — r1Bb] — Pl B + el + @aﬂﬁz} - (5.89)
then, the modified conserved energy is € = E + Ep [47], where
Ep = %(XatXT — (0 X)XT) - %(?Zﬂﬂ + Pl + otpd + ?Zg%)
- %JMM% - QT%L@E@ZW;%- (5.90)

We may eliminate the X field by noting the following relation,

%(XT@X - atXTX) =1 [{ﬂwl - M% + @% - 1/’;%} ; (5.91)
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then (5.90) becomes,

/l: s - T - ~y o~
Ep = 3 [wiwl — Pl + Ples — w;wz} - 2_9<w1w1w1w1> i (i) (5.92)
Finally, let us consider the canonical momentum,

0
P = [ [ (0 + o+ R+ Tlo)

—00

/ { G10:6] + 9]0 + 100 + ] m)] . (5.93)

Using the field equations (5.5)—(5.8) we obtain

dP

dat = {m({gﬂﬁ + &2&1) 9¢1¢2¢2¢1 +5 (¢1at¢1 + ¢18t¢1 + ¢28tw2 + w28t¢2}

=0

- [m(wﬂ/); +ot]) — guludvnt + 5 (Qﬂl@t% + 1 0] + P30 + wzﬁt%)] (5.94)

=0

Considering the boundary conditions (5.79) - (5.82) the right hand side becomes a total time

derivative. Thus, we found [47]

P, = %(XatXT —(2:X)XT) - %(%w{ + Pl + U] + 3iblepy)
— SOl + b, (5:95)
so that P = P + Pp is conserved and by using (5.91) we also find that
Po = 5 [Pl = ofth = Pl + 0lih] — 22 @) + 32— (hdavlve). (5.96)

Then, we have derive the defect contributions for the lowest conserved quantities in the
Lagrangian framework. The integrability of the model involves also higher conservation laws

encoded within the Lax pair formalism which will be presented in the following sections.

5.2.2 Modified integrals of motion from the defect matrix

The relation between two different solutions of the respective auxiliary linear problems, say

¥ and U, is given by

Uz, t;N) = K(z,t;\) Uz, t;\), (5.97)
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where the defect matrix K satisfied the gauge transformations,
OK = VK-KV, 8,K=UK-KU. (5.98)

Here, for the GMT model we assume that the defect matrix can be written by the following

A-expansion [48],
K=Ky + K +\X'K_,. (5.99)

After some manipulations we found that a totally consistent solution for K is then given by,
K_ 0 VEX
K = 0 K, —y/ 22Xt (5.100)

29 xt —\/2X —(A+i(Aa)™Y)

where the elements K, are given by,

K. = Xexp + 9 xtx| - i(Aa) " exp :F@XTX
2m 2m
. -1 tga . ~17 vt
= [A—i(a) ] £ ST A +i(xa) '] XTX, (5.101)
m
Let us now implement a defect placed at the origin x = 0, the respective auxiliary wave-
functions ¥ in z < 0 and ¥ in 2 > 0, and then consider the defect contributions to the
conserved quantities. As we have already discussed, the entries of the defect matrix determine
the modified conserved quantities from (2.57). First of all, let us consider the first set of

conserved quantities given by (5.31) in the presence of a defect,
0 . 00 ,
= ig i
Jl = / dx |:Q1F31 + Egp} +/ dx |:Q1F31 + Egp} . (5102)
—00 0

Then, taking the time-derivative and using the formula we found that J; + D; is conserved,

where the defect contribution D; to this first set of conserved quantities is explicitly given
by

D1 = —In |:K11 + K12F21 + K13F31:| (5103)

=0
Hence, by taking the both expansions for negative and positive powers of A and the explicit
form of the defect matrix (5.100), we get

DY - (;9_“> xtx, DY - - (@) xtx, (5.104)
m

2 ~ i '
p® — _Ixix_Ixyt DO - I xix 4 2yl (5.105)
m m m m
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In a similar way, repeating the computations for the other two generating functions (5.64)

and (5.65), we find that the respective defect contributions are given by,

Dy = —In [KyT'yg + Ko + KosI'sy) , D3 =—In[KuT's + Ksl'as + Ks3) . (5.106)
=0 =0
Using them, we obtain
0 tga A0 g 0 (0
DY = — (zm) xtx, DY = <2m) xtx, DY =0=DL, (5107
2 ~ 2 2i
DY = Ixix - Ixty, DR = 9% xix 29 —IX Ty, (5.108)
m m m
2 2 ~ 2ia 22@
p@ — _29 29 Xty 29 x4, P — __9 Xty + —9 X4, (5.109)

As it was expected, we also have the relations D(n) D(n) — D(n) and D(") D(n) + D(n)
Then, defining by analogy the following defect quantities,

D® = p©_pl_p - (%) xtx, (5.110)
DO = DO _p®_po — —(%a) xtx, (5.111)
D@ = pP 4+ DY+ DY — 49XT¢ —4—9)%, (5.112)
D® = DP? 4+ D?® 4+ DP = 4;39)(*1/;#4“9)(%, (5.113)

the corresponding defect number of occupation, energy and momentum can be written in

the following way,

1
Ny, — 5@(0 D(O)) _ %XTX’ (5.114)
Bp = oo (0 -B0) = L[(X'+ Xub) —ia(X - Xub], (G119
Py = 8’;”; (D®+D®) = 2 |[(XT + Xo) +ia(X Ty — Xu)| . (5.116)

Notice that by eliminating the auxiliary fields X and X', we get
1 [~ ~ ~ ~ ag -~ ~ g
Ep = 3 [whbl — wiwl + ¢;¢2 — 77/1;77/12} — %(Ibiwﬂﬂwl) — %(@%w%wz), (5.117)

i [ ~ ~1  ag 4~ g
Pp = 5 [91vn = vl — I + vl | - ZE @1l + 5 (Bliauden). (5.118)
Then, we have particularly derived in an alternative way the defect energy and momentum

for the Grassmannian Thirring model in the presence of type-II defects. These results are

in complete agreement with the ones obtained based on variational principles [47].



CHAPTER 6

The Bosonic massive Thirring model

The classical version of the massive Thirring model is soluble via classical inverse scattering
method in both cases anticommuting (Grassmann) and commuting (or Bosonic) variables
[23, 42, 43]. In this chapter, motivated by the possibility of having Thirring solitons we
shall focus our attention to explore the consequences of integrability of the Bosonic massive
Thirring (BMT) model in the presence of defects. As it was pointed out in [49], there has
been a great interest in the study of physical systems supporting Thirring-like soliton propa-
gation, for instance optical Thirring solitons in quadratic media [50, 51], atomic vapors with
electromagnetically induced transparency [52] and photorefractive media [53]. In addition,
atomic Thirring solitons can be supported in Bose-Einstein condensates [54, 55, 56].

On the other hand, the BMT model is particularly related with the derivative nonlinear
Schrodinger (DNLS) model, which is also an integrable model [57]. In [58] it was shown that
the Lax operator for BMT model can be generated by “fusing” two Lax operators of DNLS
model with different spectral parameters.

In this chapter, after doing a briefly review of the bulk theory, we will derive the Backlund
transformations for the BMT model directly from the defect matrix. In addition, we compute
the defect contributions to the modified conserved energy and momentum. The N-soliton
solution for this model was derived in [43] by using the inverse scattering method. Here, we
will construct the one-soliton and two-soliton solutions for the model using the well-known
dressing method [59, 60]. Finally, we verify the Backlund transformations by examining the

behavoiur of a single soliton passing through the defect.
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6.1 The bulk BMT model and the linear problem

The BMT model is described by the Lagrangian density

+ m(ehpr + dlo2) + g(¢ld10hs). (6.1)

where m is the mass parameter, g is the coupling constant and ¢ = (¢1(x,t), p2(x,t)) is a
two-component massive bosonic field. This Lagrangian density is also invariant under U(1)

transformations as well. The field equations are given by,

(0, — 0)or = men+ gdhdad, (6.2)
10+ 0p)p2 = moy +9¢§¢1¢27 (6.3)
(0, — Da)pl = —mel — gplngl, (6.4)
IO+ 00)0) = —mol — gple1ol, (6.5)

As it is well known the BMT model in the bulk is integrable [43] and the associated linear
problem can be formulated by using the two-dimensional representation of the sl(2) algebra

as follows,

OV (x,t; N) =V (x, t; \) U (z, t; N), (6.6)
0.V (x, t; \) = Uz, t; \) U(x, t; N, (6.7)

where the auxiliary field ¥ = (¥, Uy)7 is a two-vector and the Lax pair can be written in

a compact form as,

U o= i (9o —m(X2 —A3)] H+ q(\) By +r(VNE_, (6.8)

V = 1

[gp+ +m(N +X7?)] H+ B(\) E. +C(\)E_, (6.9)
where for convenience we have defined p. = (¢£¢2 + ¢J{¢1), and the following functions,

B = M0 -x70). 0= 0013 7e). (6.10)

ey = 00 a7l )= 20l )

Now, we define the auxiliary function I's; = WU, Then, by using the system of linear

equations we have that the conservation equation can be written in the following form,

) [qr21 + %p_] =0, [BP21 - %m} . (6.12)
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The auxiliary function I'y; satisfies the following Riccati equations

0ln = 7= [gp- —m (N = X7)] Lo — T3, (6.13)
Ol'yy = C+ % [9p+ +m (N + X7?)] Ty — BT, (6.14)

Now, we expand I'y; in inverse powers of A around oo,

> k) x,t
Loi(z, 85 M) = Z % . (6.15)
k=0

Using the Riccati equation, each expansion coefficient F( )(x, t) can be obtained easily in a

recursive way. The first coefficients are given by

21 g
W J9gt @ g 1O = I sty x ot Lote)sl ] 1
21 m b1, 21 0, 21 m m(3x¢1) + ¢y + m(¢2¢2)¢1 (6.16)

Considering, as usual, the bosonic fields ¢;(x,t) vanish at |z| — oo, the corresponding

generating function for the conserved quantities reads
o 1
Il == / dz |:qr21 -+ ng_:| s (617)

and substituting (6.15) in the expression for I;, we get an infinite number of conserved

quantities given by the expansion

k=0
Then, the first two conserved quantities are explicitly given by
l
) = Y dx |6l61 + 0lon] . (6.19)

P - / e [i61(0:0]) — 5 (0kon +6len) — Solowslen)] . (620

In addition, there is another set of conserved quantities that can be computed taking an

expansion of I'y;(z,¢; \) in positive powers of A,

Loy (2, \) Z ' (a (6.21)
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In a very similar way, the first coefficients are,

Iy = \/> o, Ty =0, fé?z\/% [——( 0,:0}) — o} = =-(olon)oh| . (6:22)

Substituting in (6.17), we will now obtain that the conserved quantities read

o= > TN, (6.23)

k=0

where, the first two of them have been computed schematically, and the result is the following

=Y / dz [8}6r + 6}0n] (6.24)
-2 dx [i62(0.01) + 5 (0101 + 0lez) + S(0lorolon)] . (6:29)

Then, we have found two infinite set of independent conserved quantities as consequence of
the two possible choices for the A-expansion of the auxiliary function I's; (z, t; A), i.e, around
A =0and A = co. Now, by considering the second conservation law from the linear system
(6.6) and (6.7), we get

o, [rru - %p_] — 9, [CFM n %m} : (6.26)

where we have introduced a new auxiliary function 'y = U W5 ! which satisfies

0,9 = q+ % [gp_ —-m ()\2 — )\_2)] | P (6.27)

Ol = B-— % lgps +m (N +X72)] T1p — CT3,,. (6.28)

Then, using the same scheme we can obtain recursively the first few coefficients for the
auxiliary function I';o(z,¢; \) by considering the corresponding expansion in negative and

positive powers of A\. Doing that, the results obtained are:

ry = \/% é, T =0, Iy = \/% {%(8x¢1)+¢2+%(¢$¢2)¢1], (6.29)
~ =~ -~ 21
Iy = —\/%602, My =0 T = @ [ﬂ—i(amg)—asl—%(aﬁiqsl)@]. (6.30)

From the conservation equation (6.26), the second generating function of the conserved

quantities can be written as follows,

I, = / da [rrm - %p_} . (6.31)

o
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Substituting the corresponding coefficients of the auxiliary functions for each expansion in

A, we obtained the following conserved quantities,

) = 3 = =2 e oo+ ol (6.32)
1 = 2 [ e[l + 5 (hor+0l0) + Lslondien)] . 63)
1 = 2 e fish@n) - o (6101 +0l0) - olorsien] . (639)

We note that the usual number of occupation, energy and momentum for the BMT model
are then given by,

1 . N [eS)
No= [( 0 _ 10 _ 3O _150))] _ /OO d [¢>I¢1+¢>£</>2] , (6.35)
B = % [(I?) ~ 1) - (T?) - féQ))} (6.36)
- /_ dr [; (#10:0] — 610,61 — 20,0} + 60:62) — m(hon + 0]62) — gl Br0ken| |
po= ool - @ - 1Y)
= /_ dz [; (#1000} — 610,61 + 6200} - ¢£8x¢2)] : (6.37)

6.2 Modified integrals of motion

As it was already shown, in order to compute the defect contributions to each bulk integral
of motion, it is necessary to know the explicit form of the elements of the defect matrix.

Using the following ansatz for A expansion of K,
K = Ko+ K+ X 1'K_4, (6.38)

a totally consistent defect matrix can be written in the following form [48]

-/ [)\e_m - i(/\a)_lem] X
K= [ _xt \/% Ae'® +i(Aa)~te] 7 (6:39)

where

% = arcsin [ﬂxf X] , (6.40)
2m
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which it turns to be related to the modified number of occupation by 4o = gNp. Here, the
boundary bosonic fields X and X' satisfy the following algebraic relations,

~ X 7 . ~
X = ¢1eza + ¢16—m _ a |:¢2€'La _ ¢26—zai| : (641)
- A 1 L
Xt = ¢J{6—za + ng{ezcv — |: ;e—za _ ;eza] : (642)
1a

and the respective time-derivatives,
m ) ~ . m [~ . )
0X = 2= (dre = Gremi®) = T (Get + e )
2a 2
19 [~~ ~— o~
— [9101 + ¢lo1 + 8l + oln] X, (6.43)

atXT — ;n <¢T —io a{eia) + @ <$§67ia + Qgeia)
+ | 9161 + 6101 + dhdn + ol X, (6.44)
together with,

X = % (¢1€ia - gle_w) + % (5262@ + ¢26_i°‘)
~2 6161 + 01 - da — olen] X, (6.45)

0 = B e 5) 5 (e k)
Y2 (310, + 6101 — 31 — oln] X, (6.46)

where a is a real parameter, 5 is the field defined on x < 0 and ¢ the field defined on
x > 0. The compatibility condition 0,0,X = 0,0,X can be easily checked to be satisfied.
The expressions (6.41)—(6.46) are identified with the auto-Bécklund transformations for the
BMT model, which have been reported for the first time in [48].

Once a defect matrix is given by (6.39), the defect contribution to the modified conserved
quantities can be calculated using (2.57). Firstly, let us consider the generating function of

conserved quantities (6.17), then the corresponding defect contributions are given by,

D1 = —In [Kll -+ Klgrgl] . (647)

=0
Now, by considering the corresponding expansions in powers of A\, we find
D§2) _ _€2w¢+£X¢J{ e, (648)
a m

~

D® = _jgeta 1Y x4l omia (6.49)
m
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Performing the same procedure for the generating function (6.31),

D2 = —In [KQQ + K21F12] s (650)
=0

we obtain the following coefficients,

Dé?) _ _36—22'04_’_ iXTgbl et (6.51)
a m

~

D§2) — acdio @XT@ o (6.52)
m

Finally, we find that the defect energy and momentum for the BMT model can be written

in the following way,

~ ~ 1 . .
Ep = [D(Q (2) (D?) —Dé”)] __m <a+_) (e2za+e—2za)
2g a
+§ (quT i _ xtg, —m) _ g (X¢; e 4+ XTehy em> , (6.53)
oo (2)) 52 m L\ / gia | 2
Py = 2D - DY)+ (DP - D)) = 2 (a--
D 29 + ( 5 ) 29 (a a) (e te )
+5 (Xl — XTgeo) + g (Xofe™ + XTgpe). (6.54)

We can note that it is possible to rewrite these results in an alternative form by using the
Bécklund transformations (6.41)—(6.46), as follows

Ep = % [(CbJ{QNSl - 5;%) e — (514251 - ¢£€l~52) B_Qia} - % (CL + é) cos (2a) , (6.55)
Pp = % [((ﬂ% + 5;(]52) e — (a(bl + (/51}52) e_Qm} + % <a — é) cos (2ar) . (6.56)

These expressions for the defect energy and momentum seem not to have been reported
elsewhere in the literature before [15], and constitute a very important result in order to
address in future works the question of the Lagrangian formalism as well as quantum aspects
like the transmission matrix.

Since the integrable defect conditions for the BMT model have already been determined
by giving the corresponding auto-Backlund transformations, the integrability of the model in
the presence of defects, following the integrability criteria adopted in this thesis, is provided
by the existence of the defect matrix and the explicit computations of the modified conserved
quantities. However, as we have mentioned it is necessary a Lagrangian description of this
type of defects, probably by considering a generalization of the framework presented in
section 2.1, in order to determine the constraints over the defect potential which it is expected

to be related to expression (6.55) in some way.
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6.3 Dressing solutions

In this section, we show how the soliton solutions of the BMT model can be constructed by
using the dressing method. In this formulation we start with the zero curvature representa-

tion using the following Lax pair in the light-cone coordinates®
L, = i0;+ Ay, L =i0_+A_, (6.57)
where
Ar = mgor B — ymg el EYV = S(ele)HY - ZH D a0 (6.58)
A = —ymg BTV 4 ymgeh BY = (oo HO - ZH 40 0 (6.59)

are the Lax connections taking values in the si(2) affine Kac-Moody algebra, and a.. are two
new fields that do not have any influence in the dynamics of the field ¢; but are necessary
in the whole construction. From the zero curvature condition [L+, L_] = 0, we get the field

equations, namely

6.60
6.61
6.62
6.63

WOy = mpy + g(dhda)dr
i ¢y = mey+ g(dlen)ds,
i0_¢ = —moh— g(dhpe)e!,

(
(
(
0,0y = —mel — g(¢lé1)e}, (

)
)
)
)

together with the following equations

10, (Phpa) — i0_(Pl1) — 2m(dlda — dhdr) = 0, (6.64)
2
idy 0 —i0_ay +mg(dles) + % . (6.65)

Equation (6.64) is a straightforward consequence of the field equations (6.60)-(6.63), and
(6.65) determines the dependence of the fields a1 in terms of the massive fields ¢;.
The key ingredient of the dressing procedure is the existence of two gauge transformations

O4 = exp(9>) and O_ = exp(G<) mapping the vacuum in a non-trivial configuration, i.e.
Ay — A, = 01'i0,04 + @;IAZ“@i, w={x} (6.66)

As consequence of the graded structure, the form of the Lax connection is preserved by these

transformations. Since A, and A}*® satisfy the zero curvature condition, they are of the form

A, =iTO, T, A% =iTy9, Ty " (6.67)

*The light-cone coordinates are defined as z4 = (¢t + z).
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where T" and Tj are group elements. From the equivalence of the two dressing transformations
(6.66) we find that

0_07" = Tyly', (6.68)

where p is a constant group element. In order to construct systematically soliton solutions
we now define the vacuum configuration,

2

O =g =@ =gl =0, o =TT (6.69)
and Lax connections (6.58) and (6.59) become
Avae — —% HOD - imzx‘ Cc, A= —% HEY 4 %a (6.70)
They are associated to the following linear problem
0.Ty = —AYT,, (6.71)
which is solved as follows,
Ty = e @-h—imeh®  with  pE = % HED, (6.72)

The dressing matrices ©1 are now determined by the gauge transformation (6.66) with
0, = mOenem@) ... O = =1 l(=2) . (6.73)

where © is constructed from elements m(k) of a subalgebra containing grade k > 0, while
O_ is constructed from elements (k) of a subalgebra containing grade & < 0. From (6.66)

we get the following results for the first few elements m(k) and [(k),

m(0) = X+U§0) +v,C, [(0) = (imr — X+)U§O) +v_C, (6.74)
m(l) = \/% [¢2E(+0) + o BN U(=1) = — /% [¢1E(_0> + o BV (6.75)

m(2) = a HWY, I(=2) =a_HY, (6.76)

where the fields ¢; satisfy the equations of motion (6.60)-(6.63), and the fields x, vy, ax

satisfy the following equations,

0. = —5(0ln), i0_x+ = 5(6he) (6.77)
i0ivy = oy — aﬁf), 10 vy =a_ — a9 — may — g(gbgqﬁg), (6.78)
v = a_—a?, 0V = oy — af) +ma_ — %(qﬁqﬁl). (6.79)
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The (x4, x_)-dependence of the fields is given explicitly by the right-hand-side of eq. (6.68).
In fact, the solutions can be calculated by taking the expectation value between states of
a given representation of G. As usual, we consider the highest weight representation of the
50(2) affine Kac-Moody algebra. Firstly, let |Ag) and |\;) be the corresponding highest weight
states, satisfying

HON) = 6ialA),  Ca) = [N,

HDN) = EVN) = BV =0, fori=0,1, n>0, (6.80)

and then we define the 7-functions as follows

\%4

The soliton solutions are obtained by choosing the constant element p = e" | as the exponen-

tial of an eigenvector V of the elements of algebra h*. This eigenvector can be constructed

in the following way

Vi(y) =Y 7 "EY, (6.82)

neZ

satisfying the following commutation relations

(W Ve(n)] = EmyVa(y), (6.83)
(A= V()] = i%‘@(v) (6.84)

It is clear from (6.83) and (6.84) that V, (v) and V_(—~) have the same eigenvalue. From
(6.68) we obtain

Toe'= =Tt = exp [e™ pa Vi(9)] 2 1+ pae™ Vi(y), (6.85)
where I' = im (z,v + v '2_) and the vertex operator V. satisfy,

Vi(m) V() =0, V_(m) V-(7) =0, as Y1 — 7o (6.86)

In general, the N-soliton solution is obtained taking p = e#1Ver2V(2) ... orn VON)  heing

[, some arbitrary parameters and the vertex functions satisfy the commutation relation

[ V()] = flnw) V). (6.87)
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6.3.1 The one-soliton solution

Using the highest weight representation of s/(2) we obtain the one-soliton solution from the

vacuum configuration, as follows

V-7 = e = _Ev (6.88)
70

m T m T

o1 = \/——27 ¢2:~/——4, (6.89)
g T g To
m T m T

o] = ”?T_i’ éf);:\/?:j, (6.90)

where we have introduced the tau-functions

o= MG, = WETVGIN), o= (MIGEY A,
o= MG, = (MEYGIA), 75 = (M|GETYN),  (6.91)

with G = Ty pTy ' and p = €', Firstly, we can notice that there are two possible solutions

corresponding to the choice of V' = p;V,(71), given by

T m _ /m
Vpy =V, X4+ = 37 (bl = ;leye Fl: ¢2 = ?ﬂle Fl: QSJ{ = Qg = Oa (692)

and by choosing V' = usV_(72), we obtain

s Im Im
Ve =V, X+ = ?7 (bl = ¢2 = 07 ¢11‘ = ?M26F27 ¢£ = ;%eI‘Z' (693)

These solutions are not really interesting because of the inconsistency with the interpretation
of the dagger fields ¢I as the corresponding complex conjugate of the fields ¢;. Then, we
construct the one-soliton solution of the system using the fact that V() and V_(—) have
the same eigenvalue. In fact, by choosing p = et1V+(1er2V-02) and computing the matrix

elements we get the following solution,

To = 1+ ppe {LZQ
(11— 2)
1

-T N -T
To = pime ", T3 = g€ ?, Ty = e, s

Y

2
} e it T =1+ prpe [ } e it
Y172
= B2 (6.94)
V2
where 'y, = im (95+’Yk + Y 13:_). Then, we are interested in the case where ch corresponds to
the complex conjugate of ¢y, i.e. in the limit 75 — —~1, which provides a suitable one-soliton

solution for the BMT model.
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The result is

1+ Qe
e(y,71/+) - 1- 96721“1’ e X+ — _ {ﬁ} , (695)
-4 —I
_ iy _Hme _ My
h = g [1+Qe—”1]’ & g L—Qe‘m}’ (699
- I
- m o€ b m fio €
R e B R e fe e I

where we have introduced the parameter 2 = ##2. Considering m and g to be real, and

71 purely imaginary, from (6.95)-(6.97) one gets that the parameters u; and py must satisfy

the following relation,

fo = —Mpi, (6.98)

We can also notice that for an appropriated choice of the parameters, it is possible to show

the equivalence with the one-soliton solution found by Orfanidis [61].

6.3.2 The two-soliton solution

Now let us show that the two-soliton solution can be also calculated from the vacuum solution
(6.69) using the dressing transformation. We will do it using only the algebraic properties
of the sl(2) affine Lie algebra. According to the approach above, there is an element p in
the group satisfying (6.81). Consider the constant group element as

p=eh V() gh2V=(32) pra V- (13) praV—(74) (6.99)

The explicit form for the solution is calculated by computing the corresponding matrix

elements from the group element G,

G = 1+pme Vi) +paeVi(n) + pse*Vi(ys) + pae ' Vi(7a)

papiz e V() Vo (92) 4+ paps e V() Vi (8) + papa e TV (30) Vo ()
paps €2V (1) Vi (3) + propua €2V () Vo () + pagpra €™V (13) Vo ()
prpaptz € TV () VE (90) Vi (93) 4 prapapa €TV (1) V (32) Vo (74)
papispia eV () Vi (73) Ve (a) + prapapea €V (72) Vi (73) Vo ()
papiapispia e TV () VL (92) Vi (3) Vo (74). (6.100)

+ o+ + o+ +
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The explicit form of the matrix elements is given in Appendix A.4. The solution one obtains

is given as follows,

n = 1- _,u14,u2 e 2 — —MZM e — (g + popig)e” TS [ﬁ}
1 —2(I+T3) |1~ 73 )
— A 6.101
+ 16(#1#2#3#4)6 PR ( )
1
o= L EEe B (2 o) [—(% n 73)2]
1 —2(I'14T3) Y1 — 73 !
— A 6.102
+ 16(#1#2#3#4)6 1t s ( )
1 _ 2
T o= e T+ pgyze ™ — < pppge” P M
4 (m +3)
_ 1#1”3#46_(F1+2F3) {’“(71—_73)2} (6.103)
4 (1 +78)% ]
1 m =]
T3 o= e+ pge P+ —popgpuge ) [¥}
4 Y1+ 73
1 _ m -]’
;L ¢~(21+4T3) [_ , 6.104
4N1M2M4 "+ ( )
1 — ]
T = ,ulefrl + ,u,3€7F3 + _M1M2M3€7(2F1+F3) N
4 Y1+ 73
1 _ Y1 — 73 ?
L1 ¢—([1+20) [_ 7 6.105
4N1M3M4 "+ s ( )
1 o 2
LRI SR S Y ) [M}
M 3 4 Y1 (71 +73)
1 - (71 —73)? }
(2F1+F3)
+ — e _ . 6106
4M1M2M4 [73(71 +73)2 ( )

Notice that, if m and ¢ are considered to be real constants, there are two possibilities in
order to ¢L corresponds to the complex conjugate of ¢: in the case of v and 73 to be purely
imaginary numbers, and the parameters p satisfyng the following conditions,

pe = —mp, [a = —Y343. (6.107)
The second possibility corresponds to the situation when ;5 = —7;, and as consequence

I'; =T';. In this case, we need that the parameters p, satisfy the following conditions,

[y = Yipa, [y = Y3ps. (6.108)
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6.3.3 The Breather solution

Let us choose the convenient parameters in order to obtain a breather solution of the BMT
model. We know that the space-time dependence of the solutions are given by the exponen-
tials exp 'y, where I'y, = im(z v, + ’ykflx_). Then, to obtain the localized solutions periodic

in time we made the following choice of parameters,

y 2 2

- 4 = = —— = — 6.109
71 e, s Y1, M1 tan 0’ 2 tand ( )

Then we have that I} = I'; and the parameter 3 and u4 are given by the conditions (6.108).

In addition, one gets from the form of I'y that,
Iy = kx+iwt, 'y = kx —iwt, (I'y +1'3) = 2kz, (6.110)
with
k =mcosb, and w = msinf. (6.111)

Then, if one makes these choices of the parameters, we obtain

(T vm? — w2\ m? + vVm? — w? cos(2wt)
X+ = =i | = £ arctan 5 - .
w sinh(2v/m? — w?x)

(6.112)

6.4 Backlund solutions

In this section, we want to discuss the type of solutions derived from the auto-Béacklund
transformations (6.41)-(6.46). Particularly, we are interested to show that these solutions
are in totally consistency with the ones given by the dressing method. Firstly, we noted that
there is a closed relation between the field y, appearing in the dressing procedure and the
defect contribution to the number of particle conserved quantity Np. In fact, from (6.77) it
follows that

Ix+ _ g
o = 1 (0lo1 - olen). (6.113)
Then, we get the relation
4i
Np = g (X+ = x+) ) (6.114)
=0

where x is given in general by (6.88). So, this expression gives us a closed relation between

the dressing solutions and the Backlund solutions.
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6.4.1 The one-soliton solution

Now, we construct the one-soliton solution for the BMT model by performing the Backlund

transformation starting from the vacuum solution,
i

51 2252:5{ :@:0; 55+: 3 (6-115)

From the explicit form of x for one-soliton solution given by (6.95) and using the Backlund

transformations, we obtained

oo fromele” |
9 [[1+|0fer)? g

S —1,-T -T
m |tuia” e m ure
= \/g{m}’ ¢2:\/g[m}> (6.117)
% 1 T % ,—T
_ m |tuia e t . m uie
R e | B e i

where p; is an arbitrary constant. Thus, we have found exactly the one-soliton solution for
the BMT model firstly obtained by the dressing method, with v = ia~!. Then, it shows that

our Backlund transformation are compatible not only with the integrability of the model in

iptate

1+ |oze-r]?

] . (6.116)

and

the presence of the defect, but also with the soliton solutions obtained by dressing method.

6.4.2 One-soliton/defect interaction

We are now interested in investigating the behaviour of single soliton solution passing through
a defect. The defect condition (6.41), which determines how the soliton scatters with the

defect, can be written in a more convenient way, namely
[To70 + 7270| — 0 [T — Tum] = 0, (6.119)

in terms of the tau-functions,

n = 1—Qe %, no=1+Qe?, Ty = mye (6.120)
T3 = fpge L= e, 5 = H2 -1 (6.121)
Y

where 0 = ia~! is the Backlund parameter. Then, we get

r-ar _ Mﬂﬁ o T-20 _

e + et — Qe "
—ofne T +ope T — o Qe T 4 o Qe T (6.122)
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From this relation it is clear that following conditions over the parameters must be satisfied,

- _ o—
Y= Hi [04‘7} H1 (6.123)

In a similar way, from the defect condition (6.42), we obtain

- - o—7
= = ) 6.124
Y= 2 L 7} 2 ( )

Then, it is worth noting that the jump-defect preserves the soliton velocity and the only
effect of the interaction soliton-defect is a phase shift. In addition, we also have that the
limiting cases when 113 = 0 or 1y = 0 do exist, and correspond to the situation where v = ||
with a > 0, and v = |o| with a < 0 respectively. Clearly, these cases indicate creation and
absorption of the soliton. As a — oo, the parameter ji; — —pup, which means that if the
defect parameter is large the soliton will invert its shape, changing its character from soliton
to anti-soliton or vice-versa. As a — 0, we obtain g1 = pu,, indicating that there is not
defect and the soliton shape is preserved as expected. In addition, when v > ¢ the incoming
soliton is delayed.

6.4.3 Two soliton—two soliton solution

For this time we consider the two soliton solution given explicitely by the equations (6.101)-
(6.106) for both sides of the defect. Then, the two Bécklund relations are satisfied providing
the following relations between the parameters hold,

~ 0O—m ~ O —73

= , = , 6.125
241 [U—F%} 251 25 L‘F’YJ 25} ( )
~ 0= ~ 0 —"73

e y = 5 6126
2 [04—%} M2 221 {U-l-’YJ 221 ( )

defining the corresponding phase shifts. These results clearly show that each soliton ap-
proaching a defect interact with it independently of one another, each being delayed. Notice
also that, given a particular value of the defect (Bécklund) parameter o then the defect can
absorb at most one soliton or antisoliton but not both because in general 7; # 3. These
features are similar to the ones pointed out for the soliton solutions of the sine-Gordon model
[62], and based on that we suggest that these soliton solutions of the BMT model might also
be used to model logic gates. A more complete description of transitions of soliton solutions
through a jump-defect was better described in [48], where indirect evidence of the well-known

permutability theorem was outlined as well.



CHAPTER [/

Conclusions and future directions

In this thesis we have studied the classical description of integrable field theories in the
presence of type-II defects. We have shown that the original integrability properties of the
bulk theory is preserved even after the introduction of suitable internal boundary conditions
(defects), using essentially the inverse scattering formalism. As it was mentioned before,
our definition of integrability concerns with the existence of a constructive way of finding
solutions for the equations of motion of the models as well as a sufficient (infinity) number
of integrals of motion. We have focused our attention mainly on the derivation of such
conserved quantities which was achieved principally with the help of a general formula (2.57)
that allowed us to compute the defect contributions to the modified conserved quantities. To
do that, we have solved systematically a set of coupled Ricatti equations for each model. The
contribution of the defect to all orders was explicitly identified in terms of a defect matrix. In
addition, we have derived all the defect matrices for each model studied in this thesis, from
which we have recognized the corresponding integrable defect condition which corresponds to
frozen Backlund transformation of the integrable equation. In particular, we have computed
explicitly the defect contribution for the energy and momentum for each model, recovering
previous results derived from their Lagrangian descriptions, except for the BMT model which
surprisingly seems not to be described within any of the Lagrangian frameworks proposed
until now. Then, we might expect that a generalisation of the existing schemes so far
will encompass the BMT model which is interestingly related with the derivative nonlinear
Schrodinger model (DNLS).
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It should be emphasized that the approach adopted in this thesis provides a sufficient
condition to address the question of integrable defects in classical field theories. It is re-
markable that the defect matrices we have derived in this work are essentially “on-shell”,
which means that its components have non-vanishing Poisson brackets with the fields in the
bulk. As it was already pointed out in section 2.4, the natural way to address the question
of involutivity of the modified conserved charges could be to work within the Hamiltonian
formulation of the classical inverse scattering method using essentially the classical r-matrix
of the bulk theory and a modified transition matrix to include the defect contributions. A
recent proposal to achieve this goal was made in [24, 63, 64] for the NLS, sG and sigma
models. In spite of, the results obtained for the integrable defects conditions seem not to
be same of the ones obtained from the Lagrangian and the “on-shell” Lax approaches, in
these works was shown the involutivity of the corresponding modified conserved charges in
a formal way. The analysis following the line of these ideas for the massive Thirring models

using this approach is in progress.

On the other hand, it should be interesting to explore the quantum aspects of integrable
type-II in purely fermionic and supersymmetric field theories. In fact, as it was already
noticed before some results on transmission matrices for type-I and type-II sine-Gordon,
Tzitzéica-Bullough-Dodd and the ay) affine Toda model, have been obtained [27, 18]. These
transmission matrices are typically infinite dimensional, and there exist two methods at least
to compute them: the first one is by solving quadratic relations appearing in the defect Yang-
Baxter equation (DYBE); and the second one is by solving a linear intertwining condition
between a suitable infinite dimensional representation given in terms of a pair of generalized
creation and annihilation, and a finite dimensional representation of the underlying Borel
subalgebra [28,; 18]. In particular, for the massive Thirring model this transmission matrix
has not been studied and then we hope that some of the results discussed in this thesis can

help as guide in that direction.

Finally, it is worth noting that there is not any approach to integrable type-1I defects in
non-relativistic models until now. It should be interesting to investigate the consequences of
integrability of this kind of defects for instance in the NLS model. In particular, a study of
the interactions between soliton solutions with type-II defects deserves special attention in
order to provide an interpretation and consequently to identify a possible application of the
extra degree of freedom presents in the type-II defect theory. Some of these questions are

expected to be developed in the near future.



APPENDIX A

Algebraic Notations

A.1 The sl(2) affine Lie algebra

The generators {H ("),E(i"),C,D} of the sl(2) affine Lie algebra satisfy the commutation
relations,

] = 2mCdpnps

} 42 B,
[EJ(rm), E(”)} = H™" £ Clmyno,

| = nT™, (A.1)
where T = {H™) Ein)} The principal grading for the si(2) affine Lie algebra is generated

by the operator

1
Q = 2D+§H(°), with DE)\C%\. (A.2)

Then, the above grading operator decomposes the algebra S into subalgebras generated by

elements of positive, negative and zero grades respectively,
§ = §,@5aG.. (A.3)

In addition, we can notice that {H = H O Ey = E’f )} are the corresponding generators for
the s[(2) finite Lie algebra. For further details see [65].
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A.2 The aé) twisted Lie algebra

The generators of the algebra aéQ) are given by T3", T1", and L, with m,n € Z, r,s € Z + %

and j, k = 0,41, +2, and satisfy the following commutation relations,

T TV = 2mnaC T T ) = 2T A0 C.
(7, 7] — ez,

|, L0] = ko L0 | = Vo R L,
-Lg) ) L(jz)e - (_1)k <§ Ts(HS) + 7’(5r+s,0 C)

10, 19)] = ~Yoree, 19, 18] =0

ngr)’ L(_s% _ ;T£T+S) ’ L(_r%’ Lgs)i _ %Tfﬂ),

L0 Y] = o, L) L) ] =o. (A.4)

The principal grading is generated by the operator () = T: ?EO)

+ 6D, decomposing the affine
algebra into elements of positive, negative and zero grades. For a more complete presentation
of this twisted affine Kac-Moody algebra see [33].

We notice that the Lax pair for the TBD model (4.3) and (4.4) is given in terms of the
generators T( ) = = Tj of grade zero, T( ) = =T, and L(_12/2) = L_, of grade +1, TO =7 and

LSFQI/ 2 = Ly with grade —1. A suitable finite matrix representation is given by,

10 0 010 000

5 = (oo o |, T.,=v2i|loo1]|, T-==v2i|l100|[,
00 —1 00 0 010
X 00 0 00 , 0 0

7 3

Ly = —= 20|, Li=—|0-10], Li=—]| =10 :
6 2 2
foo1 ‘/—001 V2 0 1
00 0 0 00

Ly = | 00 -1 0 00 (A.5)
00 0 ~1 0 0
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A.3 The sl((2,1) affine Lie algebra

Consider the §l(2,1) super Lie algebra with its generators given by

1 00 000
hl = Odl'H: 0 -1 0 5 hg = Q9 H: 0 1 0 5
0 00 001
010 0 00 0 00
Eo = |l000]|, Eo=]l100]|, Esu=[001], (A.6)
0 00 000 0 00
000 0 01 00
E_QQ 0 0 0 y Ea1+a2 0 0 0 ) E—(Oé1+0l2) 0 0 )
010 000 10

where a4 is a bosonic root and aw, a1 + @y are the fermionic roots. The sl(2, 1) affine algebra

is decomposed according to the grading operator Q = 2d + %hl, where d is the derivation
operator satistying [d, T\"™] = nT.". Here T." denotes both H\™ and EY”. The hierarchy

is further specified by the constant grade one element E = EM | as follows

pentl) h§n+1/2)+2hgn+1/2) _ K2(2n+1),

(A7)

The grading operator @ together with the judicious choice of E decomposes the affine su-
peralgebra G = 51(2,1) into § = K & M, where the Kernel X = {z € §|[z, E] = 0} of E, and

its complement M are given by

K — {K£2n+1),K§2n+1),M1(2n+1)’ M2(2n)}’
M = {F1(2n+3/2), F2(2n+1/2)7 G§2n+1/2), G§2n+3/2)}’

where the bosonic generators are

M1(2n+1) _ _(E(SZ) _E(_natl))7 M2(2n) _ hgn)’
K1(2n+1) _ —(Eé?)+E(—natl))a K§2n+1) _ h§n+l/2)+2hgn+1/2)’

and the fermionic generators are

FOm/2 (B0 gy o (gl g2y

altag —(O¢1+042) —Q2
(2n+1/2) (n) n+1/2 (n+1/2) (n)
F, = —(Batras — BOTY) + (BUG e — B0,
(2n+1/2) (n) n+1/2 (n+1/2) (n)
Gl - (Ea1+042 + E(gt;— / )) + (E—(Oéﬁ‘&?) + EiOQ)’

G;2n+3/2) _ —(E("+1/2)+E(()Z+l)) n (E(n+1) a2)+E(n+1/2))

a1+oa2 —(a1+ —a2
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These generators satisfy the following (anti)-commutation relations (see for instance [66]),

el L
KK =0, (R R <o,
1 n+m+1 n+i m n+m
[P K] = B R R = -y ),

1 ntma L
|:F2(n+2)’K{m):| _ F1( +m+3)

1 ntma L
|:F2(n+2)7K§m):| _Fl( +m+3)

) )

1 m4 L n41 m41
{Fl(n+2)7F1( +2)} — _{F2( +2)7F2( +2)} — 2E(n+m+1)
1 m+L n m n+m
(B2 Gy = {F( ) Gy Z gD
1 m 1 n m n+m

)

1 m n+m+1
[M(n) F(m+ )} _ng-i-m-i-z) [M(n) F( +3 )} —Gé +m+3)
[M(n) F(m+ )] G(n+m+ )7 [M(”) F(m+ )} G(n+m+ )
(2 K] =20, K] =0

(2w = 200, [l ] =0

[G("* 2) K‘"ﬂ _GrtmD), [G“” 2) K<m>] _GLmtE),

1 n m n+m+ 1
[G(m 3) K(m):| _ngerJrz)7 [G( +3) K( )] —Gng +3)

1 ma L
(G2 gimy = o

1 m4+ L n41 m4+1 ntm ntm
(GV2GIM) = (G Gy = o(a Y g {rtY)

1 et L
[ n) G(m+ )] F(n+m+ )7 |:M1(n)7Gém+2):| _ _FQ( +m+3)

1 n+m+1 n m+1 n4+m+1
(2, G| = - g, 6 =

(A.16)

(A.17)

(A.18)

(A.19)
(A.20)
(A.21)

(A.22)

(A.23)

(A.24)

(A.25)

(A.26)

(A.27)

(A.28)
(A.29)

(A.30)

(A.31)

(A.32)
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A.4 Matrix elements

Let us consider the constant group element as

p=eM Vi (1) ph2V=(2) o3V (13) pria V- (1)

(A.33)

The two-soliton solution of the BMT model was obtained from the following matrix elements,

Mol EXDVL (1) o)

PolV-(32) BV Mo}
(Aol Vi (7) V- (72)[Ao)

MV () V- (72) A1)

and

ol Vi (3 V- (12) Vi (9) V- () [ Ao)
MV () V- (1) Vi (93) V- () A
Mol EX YV (1) VE (92) Vi (33) o)
Mol EEVL (3) Vi () V- (1) o)
MBSV (1) Vi (33)V- (7))
Ml BV () V- (12) V- (2)] do)
NIV () Vi (1) V- () EL A
M |Ve()V- (1) Vi (9) EQ )
(Mol V- (1) Vi (3) V- (ra) T 2o)

Dol Vi (r) V- (1) V- (34) BV | Ao)

ne EOVI()In) = 1,

1
) <)‘1|V+<71)E(—0)|)‘0> = 17

V2
(Mo Vo(y2) V()| Ao) = ﬁ,
umwmwmmﬁzagi?

71727374(71 - 73)2(72 - 74)2

(A.34)

(A.35)
(A.36)

(A.37)

i3 (= 73)* (Y2 — 7a)?

L(71 = 72)2(93 — 74)% (71— 74)2 (2 — 13)

2] , (A.38)

V3 (2 — 74)?
(72 = 73)2 (73 — 7))

V2 (v — 7a)?

L(v1 = 72)% (71— 74)?
’72(71 - ’73)2

(71— 74)2 (3 — 70)?’
7%(71 - 73)2

(71 - 72)2(72 - 73)2’

73‘?(72 — 74)2
Yova(v2 — 73)2 (73 — Y4)?’

V3 (y2 — 1a)?
Yoya(v1 — 72) (71 — 74)?’

L7 = 72)2(v3 — 74)2 (2 — 73)2 (1 — 74)?

] , (A.39)

(A.40)
(A.41)
(A.42)
(A.43)
(A.44)
(A.45)
(A.46)

(A.47)
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So, the tau-functions are explicitly given by,

T 41, [ 72 2} e
(71 - 72)

- Y273 —I's+T Y374
+“w£bh[ 34[ }
(2 — 73)? (v3 —m)?

Ii4T [&}

To = 14 pypee (1 — )

} + p3pac

+ M1M2M3M467F1+F27F3+F4 |: 71727374(71 - 73)2(72 - ’74)2

72 ,}/2
To= L4 upge {—1 ] + e {—1 }

(71 = 72) (13 = 74)2 (11 — 71)* (72 — 73)?

(11— 72)? (11— 72)?
- % ~T3+I" "
e [—2} + papae” [—z]
(2 =) (73 — 74)
i poptgpiae T2 Tt [ V3211 — ¥3)% (72 — a)?
(=220 =722 = 23)(n — )2

2
7= e pgse A pupiape T [ 20~ 7)

i N1N3M4€F1F3+F4[ N7 = 7s)° }

(73 - 74)2(71 - 74)2

J— FQ F4 FQ
T3 = g€+ pge * + HofizligC
(V2 = 13)% (73 — 74)?

4T Ty [ 7%(72 - ’74)2 }
(71— 72)% (71 —74)?]

ey [ (72 — 1)? }

+  papiopiae

2 2
7= e 4 e e T { 12001 = %) ]

(71— 72)* (12 — 73)?
1—T3+Ty [ 742(71 - 73)2 }
(M1 —7a)2 (93 —74)?]

+ papspae"

+ papispise’?

3 2
T5 = @erz + %enl —I'3+I'y |: V3 (72 - 74) :|

V2 V4 7274(72 - 73)2(73 - 74)2
—T1+T9+Ty [ ’Y%(’YZ - 74)2 ] .
Yoya(y = 72)? (71 — 74)?

+  papopiae

(M = 72)%(72 — 73)?

(A.48)

(A.49)

(A.50)

(A.51)

(A.52)

(A.53)

We can check that these tau-functions satisfy the equations (6.60)-(6.63) and (6.77) for any
values of the parameters u; and g, with k = 1, ..., 4. The two-soliton solution for the BMT

model is obtained by taking the limits v — —v; and v4 — —73.



APPENDIX B

Boundaries from Defects

B.1 Type-I and type-1I boundary sine-Gordon theory

Firstly, we consider the type-I defect potential for the sine-Gordon model By given in (3.45),

B = amfreo (22) 1 L (£59)| e

a

In order to define the sG theory restricted to the half-line (x > 0), we perform a suitable
limit on the left field within the action, by taking ¢ to be a constant k. It is convenient to

redefine the Bécklund parameter as ¢ = e~¢/2. Then, we obtain

By = 2M cos (SD _2¢0> , (B.2)
for some constants M and g, which satisfy the following relations,
k
M sin (%) = 2msinh (g) sin (5) : (B.3)
M cos (ﬂ> = 2mcosh ¢ Ccos k . (B.4)
2 2 2

The boundary potential (B.2) was first found by Ghoshal and Zamolodchikov in [2], and
it was shown that an infinite subset of conserved charges survived after introducing the

boundary by using the inverse scattering method [67].
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From the form of the boundary potential (B.2) we find that the corresponding boundary

condition is given by,

dugp|, , = Msin (90_29"0), (B.5)

where the UV parameters M and ¢, are determined in terms of the Backlund parameter o
and the constant & by the inverse relations of the (B.3) and (B.4), as follows

1
M? = m? (02+—2+200sk), (B.6)
o

tan (%) - G ; Zz) tan (g) . (B.7)

As it was pointed out in [68], the boundary condition (B.5) is compatible with the Backlund

transformation. We can also notice that if we exploit the discrete symmetry of the sG action
under ¢ — +¢ when x — —z, we could take p(z) = +¢(—=x), and in this case we obtain
the following boundary potential,

By = 2m ot 40" cosp]| . (B.8)
with the simple boundary condition,
ax<p\x:0 = 2mo*! sincp‘zzo, (B.9)

which corresponds to the trivial Dirichlet problem when ¢y = 0 or equivalently £ = 0. This
boundary condition was proved to be integrable [69, 70, 17]. The behaviour of the soliton
solutions for the sine-Gordon equation with this boundary condition were studied [71].

Now, we consider the type-1I defect potential for the sine-Gordon model (3.66),
m

BO = _% |:6_i(<10+_A) (eiip— _|_ 6_7;@— + ,’7) _|_ 467;(4P+_A)i|
—% [e“\ (ei‘p‘ +e W 4 n) + 46_“\], (B.10)
and performing the half-line limit by taking ¢ to be a constant x, we obtain
Lp = 2p(0A) — [f+(<P)€iA + f—(‘P)e_iA} ; (B.11)
with
f+le) = —% [we™™ + (0 + (ow)?) e/ + 0e™/? + (1 +qwo?)],  (B.12)
2m 4
f-lo) = = lwer o, (B.13)

where we have three free constant parameters o, 7, and w = e”/2. Notice that, redefining
A = A + A(p) changes the Lagrangian density (B.11) by a total time derivative. A similar
form for this type-II boundary potential has been recently suggested in [72]
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B.2 The boundary Thirring model

We now are interested in deriving the boundary potential for Thirring model from the type-II

defect potential (5.78), namely

Lo = 2L [XN@X) — (OXNX] + & [Bln — wid+ Blus — i)
3 i = B0 + (s + )] X1+ 2 [it] = 1) — atu + )] X
= TGl + el + Pl + vlus| XTX. (B.14)

To define the Thirring model restricted to the half-line (z > 0), we use the U(1) invariance

of the Thirring action to perform the following transformation on the left fields, namely,
r(07) — e (0", 02(07) — —e* ] (0%), (B.15)
DH07) — e Hay(07), DH07) — —eTH P (07), (B.16)

where p is just a phase commuting with the components of ¢). By replacing, we obtain

Lp — Liee + LB, (B.17)

where

See = 5 [ (@0107) = 1@E0M) — 7 (01 (2)2(07) =~ () (0)] (B18)

is the Lagrangian density from which the free boundary conditions raise, namely

P1(0) = —e Py (0),  $}(0) = —e~*4hy(0), (B.19)

which are equivalent to have the fermionic current jO‘FO = 1 (0)h1(0) + I (0)e(0) = 0.
On the other hand, the boundary Lagrangian density Lpg is given by,

— ﬂ 1 _ t 1 . i Tt it 1
Lo = 5 (XT0X — (0X1)X) + 3 [z (wl(x) el (0 )) +a(¢2<x) el (0 ))}X
1 , .
I YA _ i +\\ _ T _ —ip +
5 |1 (vl@) = e 0a(07)) = a (vl(@) — e M (0)) | X. (B.20)
By varying the total boundary action we obtain the following boundary conditions at z = 0,

X = 4] =ia " (¢y + eMyl), (B.21)
Xt = @l 4 ey = —ia 7 (Wl + ep)). (B.22)
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and its corresponding time-derivatives,

X = o[ =) —ia(ys —evul)] (B.23)
X' = [l ey ia(l — e )| (B.24)

The above boundary Lagrangian for the GMT model seems to have the same structure of
the boundary derived in [44, 45]. The auxiliary fermionic field X and X are expected to be
related with the boundary field operators used in these works.
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