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Abstract

The Large Hadron Collider (LHC) at the international particle physics labora-
tory CERN in Switzerland is currently the most powerful particle accelerator
on earth. This thesis presents analyses of proton-proton collisions at the en-
ergy

√
s = 7 TeV, recorded by ATLAS, one of the detectors at the LHC. The

goal of the LHC and its detectors is to find new phenomena not described by
the Standard Model (SM) of particle physics.

The top quark is the heaviest known elementary particle and it is produced
in very large numbers at the LHC. Measuring the production cross-section of
top pairs (tt̄) is important for many reasons: for validating the strong produc-
tion mechanism of the SM, for commissioning and calibration of the detector
and analysis software and because several scenarios for physics beyond the
SM predict changes to the tt̄ production cross-section.

Five different measurements of the tt̄ cross-section will be presented in this
thesis. The first three are measurements of the total cross-section, the fourth
is a simultaneous measurement of the tt̄, Z → τ+τ− and WW cross-sections
and the fifth is a measurement of the relative differential tt̄ cross-section. The
most accurate measurement of the total cross-section is 176 pb with a total un-
certainty of 9%, and the relative differential cross-section for tt̄ masses above
∼ 1 TeV is 0.007 TeV−1 with an uncertainty of 43%. Both values agree with
the SM predictions.

Measurements or searches in particle physics often have to be conducted
in the presence of uninteresting background processes. Reducing and provid-
ing estimates of these backgrounds is one of the main analysis tasks. Many
backgrounds can be simulated with sufficiently good accuracy. However, the
background due to mis-identified leptons cannot be accurately simulated. This
thesis presents and evaluates a method for estimating this background from
data, and this is then used in the total tt̄ cross-section measurements.



Sammanfattning

LHC (Large Hadron Collider) vid det internationella partikelfysiklaboratoriet
CERN i Schweiz är för närvarande världens mest kraftfulla partikleacceler-
ator. I den här avhandlingen presenteras anlyser av proton-protonkollisioner
vid

√
s = 7 TeV, registrerade med ATLAS som är en av detektorerna vid LHC.

Målet med LHC och dess detektorer är att upptäcka nya fenomen som inte kan
beskrivas av partikelfysikens nuvarande standardmodell (SM).

Toppkvarken är den tyngsta elementarpartikeln man känner till och den
produceras i stort antal vid LHC. Att mäta produktionstvärsnittet för par av
topkvarkar (tt̄) är viktigt av flera skäl: för att validera den starka produktion-
smekanismen i SM, och för att testa och kalibrera detektorn och analysverk-
tygen. Dessutom förutsäger flera teoretiska utvidgningar av SM ändringar av
tvärsnittet för tt̄.

Fem olika mätningar av tvärsnittet för tt̄ presenteras i den här avhandlingen.
De första tre är mätningar av det totala tvärsnittet, den fjärde är en simultan
mätning av tvärsnitten för produktion av tt̄, WW och Z → τ+τ− och den femte
är en mätning av det relativa differentiella tvärsnittet. Det mest noggranna
mätningen av det totala tvärsnittet är 176 pb med 9% total osäkerhet, och det
relativa differentiella tvärsnittet för tt̄-massor över ∼ 1 TeV är 0.007 TeV−1

med 43% osäkerhet. Båda mätresultaten stämmer med respektive förutsägelse
från standardmodellen.

Mätningar eller sökningar inom partikelfysiken måste ofta utföras i närvaro
av ointressanta bakgrundsprocesser. Att reducera och skatta dessa bakgrun-
der är en av huvuduppgifterna inom en dataanalys. Många bakgrunder kan
simuleras med tillräcklig precision. Men bakgrunden av felidentifierade lep-
toner kan däremot inte simuleras tillräckligt noggrant. Den här avhandlingen
presenterar och utvärderar en metod för att skatta bakgrunden av felidenti-
fierade leptoner från data, och resultatet används i mätningarna av det totala
tvärsnittet för tt̄.
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1 About this thesis

1.1 Overview
This thesis is a work in the field of high energy physics. Studying physics at
high energies means studying nature at a small scale; it is the study of par-
ticles, their properties and how they interact with each other. Understanding
physics at the small scales is important for understanding the universe as a
whole. Some of the questions one wants to answer are for instance: What
happened at the very early moments in the life of the universe? How do the
fundamental particles obtain their masses? What is the so called dark matter
that, from cosmological observations, is estimated to be far more abundant
than ordinary matter in the universe?

Some particle physicists study high energy particles produced in nature, e.g.
in satellite experiments that measure gamma rays or in ground based neutrino
telescope experiments. Other physicists create high energy particles in labora-
tories and study what happens when these particles collide, which is the topic
of this thesis. Currently, the best picture of particle physics is contained in the
theory called the Standard Model (SM). The basics of this theory is presented
in chapter 2.

The Large Hadron Collider (LHC) is a particle accelerator at the Euro-
pean organization for nuclear research, CERN, located in Geneva Switzer-
land. Chapter 3 gives an overview of this huge machine and the detectors used
to study collision processes. All data used in this thesis were collected with
ATLAS, one of the detectors at LHC, during 2010 and 2011 when the LHC
operated at the energy

√
s = 7 TeV. The ATLAS detector is described in chap-

ter 4.
One of the main goals of LHC and ATLAS is to find evidence for the ex-

istence of “new physics", i.e. new particles and phenomena not described by
the SM. The top quark, predicted by the SM, was discovered in 1995; its large
mass makes it difficult to produce and when produced it decays rapidly. At the
LHC it will be abundantly produced, thus understanding the properties of the
top quark is of great importance for several reasons. The top quark final state
is complicated, with a high multiplicity of particles and jets and a high total
energy. Because of its large mass, the top quark physics at the LHC probes a
high energy region of phase space never before explored. This is demanding
for both the detector hardware and the software. Before one can make state-
ments about heavier or more rare particles, the top quark and its decay has to
be understood. The strong production mechanism in the Standard Model has
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to be tested to see if higher order (more accurate) theoretical computations are
needed to predict the cross-section and its dependency on kinematic variables.
Related to this are the tests of parton distribution functions (PDF:s) and parton
shower models at a new energy level.

In searches for new particles, top quark production is likely to be a signifi-
cant background that has to be estimated with the highest possible precision.
But top quarks may also be an important part of a discovery process or mea-
surement of new phenomena. One possibility is that new heavy particles decay
to top quarks or top antitop quark pairs. Another highly relevant point, in light
of the observation at the LHC of a new boson that shares many properties with
the long sought Higgs boson, is that the top quark should couple very strongly
to the mass generating mechanism. To establish if the new boson is indeed the
Higgs boson, its couplings to top quarks must be investigated.

Chapter 5 gives an introduction to measurements on top quarks, in partic-
ular the measurement of the production cross-section for a top antitop quark
pair (tt̄). Event and object selections as well as backgrounds and sources of
uncertainties are presented.

The rapid decay of the top quark means that it is not the particle itself but
its decay products that are observed in the ATLAS detector, and the same
holds for many other particles in the SM as well as hypothetical new particles.
Based on the decay products one defines an event signature. This thesis treats
event signatures with one or two leptons: the single lepton and the di-lepton
final states. Several processes give rise to the same signature, some of them
interesting (signal) and others of no interest (background).

A background process that is difficult to model is the background due to
mis-identified leptons, more commonly referred to as the fake lepton back-
ground. Starting from the signal processes of interest, an ideal signal lepton is
defined. However, the measured data sample will contain leptons from other
sources and they are referred to as fake leptons. A general method for deal-
ing with this background is presented in chapter 6, and the resulting method
is applied in four different cross-section measurements: three measurements
of the tt̄ total cross-section, summarized in chapter 7, and one simultaneous
measurement of the tt̄, Z → τ+τ− and WW cross-sections, summarised in
chapter 8. The total cross-section is an important quantity to measure since
the presence of new particles or phenomena is likely to affect the value.

When enough data has been collected and the analysis machinery
has matured, the focus changes from total cross-sections to differential
cross-sections, i.e. the cross-section measured as a function of some
variable. Presently unknown particles and new phenomena that affect the
top quark production may change the shape of the tt̄ differential production
cross-section in some variable, without altering the total cross-section
significantly. A new resonance decaying to tt̄ may also give a “peak" in the
cross-section spectrum. A measurement of the tt̄ differential cross-section is
summarized in chapter 9.
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1.2 Aim
The aim of the work behind this thesis is to measure the top quark pair (tt̄)
total and differential production cross-sections as accurately as possible. This
is done in the semi- and di-leptonic channels, i.e. the measurements are made
in final states with exactly one or exactly two leptons. In order to measure the
cross-section in a final state with leptons, the background due to fake leptons
must be estimated. A fundamental requirement on the method is that is should
be adaptable to the particulars of a certain analysis; it should be able to provide
estimates in such a way that the background can be given as a histogram in
any variable of interest, in a region of phase space given by variable cuts.
It should also be possible to validate the obtained fake lepton estimate in a
control region.

Concerning the differential cross-section measurement, the aim is to pro-
vide a measurement with as low uncertainty as possible, that can be used out-
side of the ATLAS collaboration. This means that the result must be unfolded,
i.e. translated to a common theoretical context. In this way the results may be
directly compared to new physics scenarios, without having to simulate the
entire ATLAS detector.

1.3 Contributions from the author
This thesis is a summary of five articles, Papers I–V, containing measurements
of tt̄ cross-sections.

For the total cross-section measurements, summarized in chapter 7, the
main contributions from the author were fake lepton estimates, described in
chapter 6. The method was developed, implemented and executed by the au-
thor, with substantial help from my supervisors and other members of the
ATLAS top working group. In order to estimate the fake lepton background,
most of the analysis chain must be implemented with the exception of the
cross-section computation and some systematic uncertainties. The fake lep-
ton method was applied to three successively larger datasets, with some small
adjustments of the details of the method. For the first paper on tt̄ observation
and cross-section measurement in ATLAS from the first 3pb−1 of data, the
method referred to as the weighting method in paper I and the low rate matrix
method in chapter 6, was implemented and executed by the author. The result
was used as a cross check in the final analysis:
• Paper I [1] The ATLAS Collaboration, “Measurement of the top quark-

pair production cross section with ATLAS in pp collisions at
√

s = 7 TeV",
Eur.Phys.J. C71 (2011) 1577
The high rate matrix method, described in chapter 6, was used as primary

di-lepton fake lepton background estimate to the tt̄ cross-section analyses in
Papers II–IV:
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• Paper II [2] The ATLAS Collaboration, “Measurement of the top quark
pair production cross section with ATLAS in pp collisions at

√
s = 7 TeV

in dilepton final states", ATLAS-CONF-2011-034 (2011)
• Paper III [3] The ATLAS Collaboration, “Measurement of the top quark

pair production cross section in pp collisions at
√

s = 7 TeV in dilepton
final states with ATLAS", Phys.Lett. B707 (2012) 459-477

• Paper IV [4] The ATLAS Collaboration, “Measurement of the cross sec-
tion for top-quark pair production in pp collisions at

√
s = 7 TeV with the

ATLAS detector using final states with two high-pt leptons", JHEP 1205
(2012) 059
In addition to the cross-section analyses, the results from high rate matrix

method were also used in the following published top quark measurements:
• The ATLAS Collaboration, “Measurement of tt̄ production with a veto on

additional central jet activity in pp collisions at
√

s = 7 TeV using the AT-
LAS detector" [5]

• The ATLAS Collaboration, “Observation of spin correlation in tt̄ events
from pp collisions at

√
s = 7 TeV using the ATLAS detector" [6]

For the measurement of the differential tt̄ cross-section, I made significant
contributions in terms of producing analysis level histograms, for data as well
as Monte Carlo (MC) simulations with all systematic uncertainties. All data
and MC comparison plots were made by me. The combination and uncertainty
propagation toolkit, called CASE, was developed in Stockholm, but I made
only marginal contributions to this. The analysis is summarised in chapter 9
and the paper has been submitted to EPJC:
• Paper V [7] The ATLAS Collaboration, “Measurements of top quark pair

relative differential cross-sections with ATLAS in pp collisions at
√

s =
7 TeV"
The small timing calibration software described in section 4.8 was imple-

mented in the ATLAS software framework by me, but the original algorithm
was developed by colleagues from Stockholm University.

This thesis is an extension of my licentiate thesis [8]. Chapters 2, 3 and 4
were taken from the licentiate thesis with some alterations, and the same is
true for chapter 8. Most of chapter 6 was taken from the licentiate thesis, but
results for 689 pb−1 were added, and many plots were omitted.



Part I:

Theory





2 The Standard Model of particle
physics

2.1 Overview
All known matter is made up of a rather small number of different elementary
particles. Atoms are made up of a nucleus consisting of neutrons and pro-
tons, surrounded by electrons. However, neither the neutron, nor the proton
are fundamental, they are made up of quarks.

After several decades of experimental and theoretical work by particle
physicists, a picture called the Standard Model has emerged. The material in
this chapter was mostly taken from references [9], [10], [11], [12] and [13].

2.2 Leptons
The electron is an electrically charged and stable particle with two heavier
cousins, the muon and the tauon (or simply tau) also charged. Each charged
lepton has an associated electrically neutral neutrino. Neutrinos and charged
leptons are collectively referred to as leptons.

Neutrinos have very small, but nonzero, observable mass. Muons and
tauons are unstable particles. Both muons and taus are produced in nature,
for instance when cosmic radiation interacts with our atmosphere, and muons
can be observed at the earth’s surface. Table 2.2 summarizes the properties of
the charged leptons.

Particle Symbol Mass (MeV) Life time (s)

Electron e− 0.511 Stable

Muon µ− 105.7 2.2 ·10−6

Tauon τ− 1780 2.9 ·10−13

Table 2.1: The charged leptons and their properties.

All leptons are fermions, i.e. they have half integer spin (quantum number),
in this case with value 1/2. Every particle has a corresponding antiparticle,
with the same mass as the particle but with opposite charge.
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2.3 Quarks
Protons and neutrons, the building blocks of all atomic nuclei, are composite
particles and their constituents are called quarks. The proton contains two up
quarks and one down quark, and the neutron contains one up and two down
quarks. Table 2.3 summarizes the quarks and their properties; they are grouped
in three families of increasing mass. Quarks carry electric charge and just like
leptons they are fermions with spin 1/2, and they have antiparticles.

All particles containing quarks are called hadrons and particles with two
quarks, one quark and one antiquark, are called mesons, e.g. pions. Particles
containing three quarks, like the proton and the neutron, are called baryons.

The top quark is the heaviest known elementary particle with a lifetime of
only 5 ·10−23 s, too short for it to hadronize, i.e. form a hadron together with
another quark. All other quarks can hadronize, although the hadrons often
have short lifetimes. A top quark does nearly always decay to a W -boson and
a b-quark.

Fam. Particle Q Mass (GeV) Particle Q Mass (GeV)

1 Up 2/3 2.3+0.7
−0.5 ·10−3 Down -1/3 4.8+0.7

−0.3 ·10−3

2 Charm 2/3 1.275±0.025 Strange -1/3 0.095±0.005

3 Top 2/3 173.5±1.0 Bottom -1/3 4.18±0.03

Table 2.2: The quarks and their properties. Q denotes the charge in units of the electron
charge.

2.4 Forces
There are three fundamental forces of nature described by the SM. Each force
has mediator particles which are all bosons, that is they have integer spin, in
fact they all have spin 1:
• The electromagnetic force is mediated by the massless photon (γ). The

photon couples to particles with electric charge.
• The weak force is mediated by the massive intermediate vector bosons, W±

and Z0. The vector bosons couple to particles with weak isospin charge. In
weak interactions, only particles (antiparticles) that are left handed (right
handed) take part. For left (right) handed particles the spin projection onto
the momentum vector is negative (positive).

• The strong force is mediated by the massless gluon (g). Gluons couple to
particles with color charge. Quarks carry colour charge, while antiquarks
carry anticolour charge and gluons themselves carry both a colour and an
anticolour charge, which means that gluons couple to each other.

In addition to these three forces, there is the gravitational force, not included
in the SM. At currently accessible small distances the other forces are much
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stronger than the gravitational force, and it is in most cases ignored in particle
physics computations. It is however believed that at some very high energy
scale, the strength of the gravitational force will be equal to that of the other
forces.

2.5 Conservation laws
Three types of charges have so far been mentioned: the electric charge, the
weak isospin charge and the strong colour charge. These charges are con-
served in all reactions. Energy, momentum and angular momentum are also
conserved in all interactions.

Lepton number is a set of three quantum numbers, one for each lepton
family. The electron and the electron neutrino has +1 electron-lepton number
while the antiparticles have -1. The same holds for muons with muon-lepton
number and tau with tau-lepton number. Lepton numbers are approximately
conserved in all interactions.

Quark flavour, i.e. type of quark, is approximately conserved in strong and
electromagnetic interactions, but not in weak interactions. Not even the quark
family, see Table 2.3, is conserved in weak interactions. However, the number
of quarks is approximately conserved. This means that mesons have quark
number 0 and baryons have +3 or -3. To simplify things a baryon number is
introduced, which is +1 for baryons, -1 for antibaryons and 0 for all mesons.
Baryon number is approximately conserved in all reactions.

2.6 A quantum field theory of particles
In essence, the original SM is a quantum field theory that mathematically de-
scribes all the above mentioned fermions, bosons and their interactions except
that neutrinos are considered massless. Assuming zero neutrino masses is a
good approximation in most cases. The SM consists of a number of matter
fields and gauge fields together with a set of symmetries that give rise to inter-
actions between the fields or to conservation laws. One field, not correspond-
ing to a particle already mentioned, is introduced to generate masses for both
bosons and fermions (except neutrinos): the Higgs field.

The part of the SM that describes strong interactions is called Quantum
Cromo Dynamics (QCD) and the part describing the electromagnetic interac-
tions is called Quantum Electro Dynamics (QED). The electromagnetic and
the weak forces are unified in the SM into a theory known as the electro-weak
theory.

Fermions are described by Dirac (spinor) fields, denoted by ψ , that are split
in left and right handed parts (ψL and ψR). Left handed charged lepton and
the corresponding neutrino spinors are grouped in weak isospin doublets, in
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anticipation of the introduction of the weak force:

Ψ
L
l =

(
ψL

νl

ψL
l

)

l is an index over the three lepton families {(e,µe),(µ,νµ),(τ,ντ)}. A similar
procedure is applied to quark fields, where left handed up type quark fields
are grouped with the corresponding down type quark fields. The picture is
complicated by the fact that quarks come in three different colours:

uq = (ψr
u,q,ψ

g
u,q,ψ

b
u,q)

T dq = (ψr
d,q,ψ

g
d,q,ψ

b
d,q)

T
Ψ

L
q =

(
uL

q

dL
q

)

q is an index over the three quark families {(u,d),(c,s),(t,b)}.
The SM lagrangian is required to have the following symmetries:

• Global Poincaré symmetry: Invariance under translations, rotations and
boosts in space-time. Leads to conservation of energy, momentum and an-
gular momentum.

• Global gauge U(1)⊗ SU(2)⊗ SU(3) symmetry: Leads to conservation of
charges: electric, weak isospin, color and weak hypercharge.
A lagrangian determining the dynamics of the Dirac fields for the leptons

can be written as (spinor indices are suppressed):

LL = Ψ̄
L
l i6DΨ

L
l + ψ̄

R
l i6Dψ

R
l + ψ̄

R
νl

i6Dψ
R
νl

6D is a shorthand for γµDµ where the Einstein summation convention applies
for repeated indices. Invariance of LL under the local gauge transformations
U(1)⊗SU(2)⊗SU(3) is ensured by the covariant derivatives:

Dµ
Ψ

L
l =

(
∂

µ +
ig
2

τ
aW µ

a − ig′

2
Bµ

)
Ψ

L
l

Dµ
ψ

R
l =

(
∂

µ − ig′

2
Bµ

)
ψ

R
l

Dµ
ψ

R
νl

= ∂
µ

ψ
R
νl

τa
jk are three generators of SU(2). The introduced real vector field Bµ (defined

to be SU(2) invariant) and three real vector fields W a
µ (defined to be U(1)

invariant) describe the electro-weak bosonic fields before symmetry breaking.
After symmetry breaking, linear combinations of the fields will describe the
gauge bosons γ , Z and W±:(

Aµ

Zµ

)
=

(
cosθw sinθw

−sinθw cosθw

)(
Bµ

W µ

3

)
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W+
µ =

1√
2
(W 1

µ − iW 2
µ ) W−

µ =
1√
2
(W 1

µ + iW 2
µ )

where θw is the Weinberg weak mixing angle and Aµ the electromagnetic
field. All lepton fields, Bµ and W a

µ are SU(3) singlets, invariant under global
SU(3) transformations. Left (right) handed lepton fields are SU(2) doublets
(singlets).

The lagrangian for quarks, that participate in both electro-weak and strong
interactions, is:

LQ = Ψ̄
L
q i6D jkΨ

L
q + ψ̄

R
uq

i6Dψ
R
uq

+ ψ̄
R
dq

i6Dψ
R
dq

The quark lagrangian LQ must also be invariant under local U(1)⊗ SU(2)⊗
SU(3) gauge transformations:

Dµ
Ψ

L
q =

(
∂

µ +
igτ j

2
W µ

j +
ig′

6
Bµ + igsGµ

a T a
)

Ψ
L
q

DµuR
q =

(
∂

µ +
ig′2

3
Bµ + igsGµ

a T a
)

uR
q

DµdR
q =

(
∂

µ − ig′

3
Bµ + igsGµ

a T a
)

dR
q

where Gµ
a are the 8 (indexed by a) gluon fields and T a are 8 generators of

SU(3).
To complete the lagrangian describing fermions and their interactions

through bosons, suitable terms for the bosonic fields must be added:

LB =−1
4

BµνBµν − 1
8

W i
µνW µν

i − 1
2

Ga
µνGµν

a

where field strength tensors (B,W and G) have been introduced for the gauge
bosons. Apart from containing kinetic terms, they also describe self interac-
tions among the bosons. These fields must also be invariant under the local
gauge transformations.

The final part of the SM consists of mass terms for both fermions and
bosons. Simply adding boson mass terms will lead to theory that is non-
renormalizable. Renormalizability is a desired property of a fundamental the-
ory of nature. Adding lepton mass terms will violate gauge invariance because
of the different properties of left and right handed lepton fields under SU(2).
The solution is to introduce a new weak isospin doublet field, the Higgs field,
invariant under SU(3):

Φ =

(
φa

φb

)
with dynamical terms:

LH = (Dµ
Φ)†DµΦ−µ

2
Φ

†
Φ−λ (Φ†

Φ)2 (2.1)
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The covariant derivative for the Higgs field is defined as:

Dµ
Φ =

(
∂

µ +
ig′

2
Bµ +

igτ j

2
W µ

j

)
Φ (2.2)

From this it is clear that the Higgs field couples to the electro-weak bosons.
Masses for the electrically charged fermions are generated by introducing
Yukawa like couplings between the Dirac fields and the Higgs field. Neutri-
nos are considered massless in the original SM, but the charged leptons couple
directly to the Higgs field, with coupling constants gl:

LLH =−gl(Ψ̄L
l ψ

R
l Φ+Φ

†
ψ̄R

l Ψ
L
l )

The corresponding terms for quarks are more complicated because the electro-
weak and strong quark eigenstates (uq,dq) are not the same as the physical
particles or quark mass eigenstates (u′q,d

′
q). This is manifested in the flavor

changing weak interactions. Instead of a single Yukawa coupling constant per
particle, two 3×3 matrices (Y d

qq′ , Y u
qq′) are needed:

LQH =−(Y d
qq′Ψ̄

L
qdR

q′Φ+Y d∗
qq′Φ

†d̄R
q Ψ

L
q′ +Y u

qq′Ψ̄
L
quR

q′Φ̃+Y u∗
qq′ ū

R
q Φ̃

†
Ψ

L
q′)

With λ > 0 and µ2 < 0 in the dynamical terms for the Higgs field eq. (2.1),
the U(1)⊗ SU(2) symmetry is broken spontaneously. The Higgs field is
parametrized around its nonzero vacuum expectation value:

Φ = 〈0|Φ|0〉+ 1√
2

(
0

σ

)
=

1√
2

(
0

(−µ2/λ )1/2 +σ

)
=

1√
2

(
0

v+σ

)
which leads to mass terms for the weak bosons by eq. (2.1) together with eq.
(2.2), while the photon remains massless. σ is the Higgs scalar field. To get
the masses for the physical quarks, the matrices Y d

qq′ and Y u
qq′ are diagonalized

by the matrices V :

Mu =
v√
2

V u
L Y uV u†

R Md =
v√
2

V d
L Y dV d†

R

Masses of the up-type quarks are given by the diagonal of the matrix Mu and
the same for down-type quarks from Md . The couplings of the weak fields to
physical quarks are now given by the Cabibbio-Kobayashi-Maskawa (CKM)
mixing matrix:

VCKM = V u
L V d†

R

The final SM lagrangian is then the sum of the above specified terms:

LSM = LB +LH +LL +LQ +LLH +LQH +h.c. (2.3)

In addition to the symmetries the SM is required to have, it also possesses
some other approximate symmetries: All quark fields together have a global
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U(1) symmetry which leads to the approximate conservation of baryon num-
ber. Lepton fields possess three approximate global U(1) symmetries, one for
each family, leading to the approximate conservations of electron, muon and
tauon lepton numbers. These quantum numbers are only approximately con-
served according to the SM because of nonperturbative effects, the Adler-Bell-
Jackiw anomalies [14]. However, because these anomalies will only come into
effect at very high energies, the baryon and lepton numbers can be considered
good quantum numbers at the currently accessible energies.

The SM lagrangian is split in a part describing free fields and a part describ-
ing interactions among the fields. In a scattering process, the interaction part is
treated as a perturbation of initial (~i) and final states (~f ), which are eigenstates
of the free field. The probability amplitude for a particular process is 〈 f |S|i〉
where S is the scattering matrix, determined by a Dyson series expansion of
the interaction lagrangian.

A short cut to the computations of the S-matrix was developed by R. Feyn-
man. The idea is to draw diagrams of the possible interactions, corresponding
to different terms in the series expansion, given initial and final states. The
nodes and edges in the diagrams correspond to factors in the S-matrix terms.
Feynman diagram pieces will be shown in the following sections for some
of the interactions mentioned above. Complete leading order Feynman dia-
grams of important processes are shown later in this thesis. In leading order
diagrams, only the first term in the series expansion is shown.

2.6.1 Electromagnetic interactions
Figure 2.1 shows the basic electromagnetic interaction vertex. Any electrically
charged particle, i.e. quark, W boson or charged lepton, couples to the photon.

�l±/q/W±

γ

l±/q/W±

Figure 2.1: Basic electromagnetic interaction

2.6.2 Weak interactions
The weak interaction vertices are shown in Figure 2.2. Charged antileptons
are denoted by l+ and other antiparticles by a symbol with a bar, e.g. q̄ for
an antiquark. One striking feature of the weak force is that it can transform
charged leptons into their corresponding neutrino and an up type quark (of
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charge 2/3) to a down type quark (of charge -1/3), or the other way around;
this is an example of quark flavour violation, or quark mixing, in weak in-
teractions. The weak force is mediated by the intermediate vector bosons Z0,
W+ and W−. As indicated, the W± bosons are charged while the Z boson is
electrically neutral.

�l−
W−

νl

(a) Weak lepton interaction

�q
W±

q′

(b) Weak quark interaction

�Z0

l+/q̄/ν̄

l−/q/ν

(c) Neutral weak interaction

Figure 2.2: Basic weak interactions

Production of Z bosons in proton-proton collisions, and the subsequent de-
cays to two charged leptons is an important process in the analysis described
in later chapters.

In the SM, the electromagnetic and the weak forces are unified, which
means that the two theories are different manifestations of the same under-
lying theory. One of the consequences is that there is an interaction between
bosons from the weak and the EM forces, shown in Figure 2.3

�γ
W+

W−

Figure 2.3: Interaction between photons and W bosons
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2.6.3 Strong interactions
As mentioned above, the gluon couples to colour charged particles, which
means quarks and gluons. Figure 2.4 shows the basic string interaction ver-
tices; most notably are the gluon self interaction vertices shown in Figures
2.4(c) and 2.4(b).

�q
g

q

(a) Quark-gluon interaction

�g
g

g

(b) Gluon splitting

�
g

g

g

g

(c) Gluon-gluon scattering

Figure 2.4: Basic strong interactions

The strong interaction is responsible for binding quarks into hadrons. Con-
trary to the electromagnetic force that decreases with distance, the strong force
increases with distance. All observable hadrons are colour singlets, implying
that they are colour neutral and since quarks always carry colour, this has the
effect that there are no free quarks. If for instance a quark inside a proton
obtains momentum, say in a proton-proton collision, a strong colour field is
created between the quark and the proton remnants. When the energy stored
in the field is strong enough, a quark-antiquark pair is created from vacuum
and a meson is formed with the single quark and a baryon with the proton
remnants. This is an example of a phenomenon called hadronization.

2.6.4 The Higgs boson
Higgs couples to particles with mass, the heavier the particle the stronger the
coupling. At small Higgs masses (< 200 GeV) the branching ratio to bb̄ and
τ+τ− dominate, but for higher masses the branching fraction to W+W−, ZZ
and tt̄ dominate. Another final state of interest for small masses is the γγ with
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a small branching ratio on the one hand, but a clean signal on the other. Higgs
does not couple directly to photons, because photons are massless, but the
photons are emitted in a one loop diagram of W or top, shown in Figure 2.5.

One of the motivations for building LHC and its experiments was to search
for this particle. In recent results from both ATLAS [15] and CMS [16], a new
boson with a mass of about 126 GeV is observed.
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γ

(a) Decay through W± loop
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(b) Decay through top loop

Figure 2.5: Decay of Higgs to γγ through W and top quark loops.

2.7 Computations for hadron colliders
At hadron colliders, the colliding particles are composite. This thesis only
deals with proton collisions, so this section will handle this case exclusively.
Protons are made up of three valence quarks and a number of sea partons,
where a parton is either a quark or gluon. The QCD interactions that bind the
quarks together inside a proton must be low energy processes, otherwise the
proton would decay. The proton momentum is split between its partons, sea
and valence; the fraction for a given type cannot be computed in perturbative
QCD, it has to be measured. The parton distribution function, PDF for short,
fi(X ,Q2) , gives the probability for finding a parton of flavour i with a fraction
of the proton momentum in the interval x to x+dx, at an energy scale of Q2.

Perturbative QCD does not work below energy scales of about 1 GeV; in
the low energy limit the strong coupling constant αS becomes larger than one.
Because of this, the PDF:s contain a non perturbative part that has to be es-
timated from measurements, typically from deep inelastic scattering experi-
ments. This non perturbative part is then evolved to some higher energy scale
by adding soft or collinear parton emissions.

The hard scattering process is what is often of interest. A hard scattering
process, in the high energy physics context, is a process with such a high
momentum transfer that it can be treated entirely perturbatively [17, 18]. The
partonic cross-section (σ̂ ) consists of the hard scattering between two initial
state partons, and it is evaluated in perturbative QCD. This has to be folded
with the PDF:s to compute a hadronic cross-section (σ ), the quantity that is
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actually measured in a hadron collider since there are no free partons:

σ = ∑
i j

∫
dx1dx2 fi(x1,Q2) f j(x2,Q2)σ̂(x1,x2,Q2)

Because there are no complete analytic expressions available for the
PDF:s, the cross-section expression must be integrated numerically. The
integration can either be done in a dedicated cross-section integrator such as
HATHOR [19] or MCFM [20], or an event generator such as PYTHIA [21],
MC@NLO[22], ALPGEN[23] or HERWIG[24] [25].

Both initial and final state partons emit radiation, mainly in QCD processes
because the strong coupling is greater than the coupling for QED, but electro-
magnetic radiation is also possible, e.g. emission of photons from quarks. Ra-
diation from an initial state parton is called initial state radiation (ISR) and
the corresponding emissions from final state partons is called final state ra-
diation (FSR). ISR and FSR are treated in several different ways: resummed
leading logarithm cross-sections, partons shower (PS) MC and explicit matrix
elements. The advantage of the two latter, implemented in event generators, is
that the changed event kinematics due to the radiation, is treated correctly.

Resummation and parton showers will include radiation effects to all orders
in the soft and collinear limit, with the strong coupling evaluated at a fixed or-
der. The MC integrator HATHOR computes cross-sections with resummation
at NNLL (next to next to leading log)+NLO (next to next to leading order)
precission. NNLL means that resummation is performed with NNLO accu-
racy. NLO means that the partonic cross-section (σ̂ ) includes diagrams with
one power more of αS compared to leading order (LO)1, i.e. diagrams with
one real emission or one loop.

Parton shower simulation is implemented in the event generators PYTHIA

and HERWIG; although they differ in implementation details, they both ap-
proximate the effects of soft and collinear emissions with Monte Carlo meth-
ods.

Event generators with extra matrix elements for radiation, such as ALPGEN,
include tree level diagrams with emissions of up to about five extra partons, in
the high energy and wide angle region.

Parton shower and matrix element evaluation with extra radiation comple-
ment each other. The former deals with the low energy region, while the latter
handles the high energy emissions. There might be an overlap between the
two, so merging procedures have to be implemented. In ALPGEN this is done
with a procedure called MLM [23].

All emitted partons, both from the hard matrix element and parton shower,
will undergo hadronization because they are not colour singlets, see section
2.6.3. Both PYTHIA and HERWIG have phenomenological models of the for-
mation of final state hadrons that make up jets.

1Leading order diagrams contain the smallest possible number of vertexes to make a transition
from desired initial to final states.
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2.8 Top-antitop pair production
At the LHC energy of

√
s = 7 TeV and above, top quark pairs are mainly

produced through gluon fusion or gluon scattering while production through
quark annihilation is suppressed. Figure 2.6 shows leading order Feynman
diagrams for the tt̄ production through gluon fusion (2.6(a)), gluon scattering
(2.6(b)) and quark annihilation (2.6(c)). The three different decay channels are
shown: di-leptonic (2.6(a)), semi-leptonic (2.6(b)) and all hadronic (2.6(c)).
The branching ratio to the di-lepton final state is small (6.5%), but it provides
a clean event topology with a high signal to noise ratio. The branching fraction
for t →Wb is assumed to be 100%.
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Figure 2.6: tt̄ production diagrams with three decay channels.

2.8.1 Expected cross-section
For the analyses in this thesis, the tt̄ signal is mainly simulated with the event
generator MC@NLO [22, 26, 27]. As the name suggests, this is done at next
to leading order (NLO) accuracy. Figure 2.7(a) shows the theoretical cross-
section versus centre of mass energy (

√
s) for proton-proton collisions, com-

puted with HATHOR using the parton distribution function set CTEQ66 [28].
Uncertainties are from both PDF variations together with renormalization and
factorization scale variations.

The production cross-section is highly dependent on the top mass, which
is shown in Figure 2.7(b). A top mass of 172.5 GeV has been used in all
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Figure 2.7: Expected total tt̄ cross-section computed at near NNLO using HATHOR.



20 Chapter 2: The Standard Model of particle physics

simulations. This value differs from the currently best measurement of the
mass (173.5 [12]) and the reason for choosing to simulate at this particular
mass is to be able to compare the result to other measurements.

The total cross-section from the NLO generator MC@NLO differs slightly
from the more accurate result from HATHOR, which is why a k-factor is intro-
duced. This factor simply scales the event weights from MC@NLO in such a
way that the total cross-section agrees with the result from HATHOR.

2.9 Beyond the Standard Model
There are several problems with the SM described in the previous section:
• There is no quantum field theory for general relativity.
• The electro-weak and strong forces are not unified, their coupling constants

do not tend to some common value at high energies. Any theory that do
unify these three forces is called a Grand Unification Theory (GUT).

• There is experimental evidence for non-zero neutrinos masses, but the SM
describes massless neutrinos.

• The observed baryon asymmetry between matter and antimatter cannot be
quantitatively described by the CP violating parts of the SM alone.

• Cosmological observations suggests the existence of dark matter in the
universe, needed to describe large scale gravitational effects. But the SM
does not provide enough candidate particles that could make up this matter.
The matter is said to be dark because it emits no detectable electromagnetic
radiation.

• The SM Higgs is described by a scalar field, but it is unclear if such a
fundamental scalar field exists2. It is possible that the Higgs mechanism is
just an effective low energy manifestation of a more fundamental theory.

2.9.1 Supersymmetry
One of the most popular extensions to the SM is Supersymmetry (SUSY).
The idea behind SUSY is a proposed symmetry between fermions and bosons
in such a way that every SM fermion should have a boson super partner and
vice verse for every SM boson. It has been shown, in reference [29], that
this is the only symmetry left to impose on the four dimensional SM. Both
Poincaré and local U(1)⊗SU(2)⊗SU(3) symmetry have been exploited and
no significant deviation from their predictions has been observed. SUSY may
provide particles that can solve, at least partially, the problem of dark matter.

2The spin of the observed new boson has not yet been determined.
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3 The Large Hadron Collider

3.1 Overview
The Large Hadron Collider (LHC) is the most powerful particle accelerator
in the world today. It has been built to explore physics beyond the Standard
Model and to make more precise measurements of already discovered parti-
cles and processes. The accelerator, shown in Figure 3.1, is located near the
city of Geneva in Switzerland and it is housed in a 27 kilometre long circular
tunnel, 100 meters below ground.

When the LHC is fully commissioned it will be able to accelerate two pro-
ton beams to such velocities that each proton has an energy of 7 TeV, which
gives a centre of mass energy of 14 TeV. Currently energy of each proton
is a world leading 4 TeV, although the analysis presented in this thesis use
data for proton collisions as 3.5 TeV. In addition to protons, the LHC has also
accelerated and collided heavy ions (lead).

Besides the energy of the protons, the most important property of the beam
is the instantaneous luminosity:

L =
f kN1N2

4πσxσy
(3.1)

where f is the orbit frequency, k the number of colliding bunches, Ni the num-
ber of protons in each bunch and σx (σy) the horizontal (vertical) beam size at
the collision point. This formula assumes that the proton bunches collide head
on, but at the LHC the bunches collide at a small crossing angle. The target
instantaneous luminosity of the LHC is 1034 cm−2s−1 or 10 nb s−1, where a
barn (b) is 10−24 cm2. The analyses in this thesis uses the time integral of L,
the integrated luminosity:

L =
∫

Ldt

In reality, this quantity is measured, details can be found in reference [30].
There are four main experimental locations around the accelerator ring. The

two general purpose detectors are ATLAS (A large Toroidal LHC ApparatuS)
and CMS (Compact Muon Solenoid). Both names refer to the magnet type
used for the respective experiment; ATLAS uses a system of large toroid mag-
nets to create the magnetic field required to measure the momentum of muons
and CMS uses a solenoidal magnet for the same reason. The other two exper-
iments are special purpose detectors; LHCb studies b-hadrons in search for
new physics and ALICE is designed to search for new physics in heavy ion
collisions.
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Figure 3.1: Overview of the LHC accelerator and its experiments

3.2 The accelerator
In order to reach the final energies of the protons, a highly complex chain of
accelerators is required. Figure 3.2 shows a simplified overview of the LHC
accelerator complex.

Protons are injected into the main LHC accelerator from the Super Proton
Synchrotron (SPS) at an energy of 450 GeV, per proton. The proton beam is
not homogeneous, the protons are lumped together in bunches. The SPS is,
in turn, fed by 20 GeV protons from the Proton Synchrotron (PS). The PS
accelerates the 50 MeV protons it receives from Linac2 to 20 GeV. LHC, SPS
and PS are all circular accelerators while Linac2 is a linear accelerator.

The beams in LHC are kept in orbit by 1232 superconducting dipole mag-
nets cooled to 1.9K by liquid Helium. To bend the beam sufficiently at these
energies, a 8 T field is required. A number of multipole magnets are required
to focus the beam, especially at the four interaction points.

As can be seen from eq. (3.1) the luminosity increases with the square of
the number of protons in each bunch, so when one wishes to increase the
luminosity is it important to raise this number as high as possible. But besides
technical difficulties with creating and maintaining a beam with more protons
in each bunch, another effect becomes a problem; as the number of protons
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increase, so does the probability for multiple collisions which is referred to as
pile-up collisions.

Figure 3.2: LHC accelerator complex





4 The ATLAS detector

4.1 Overview
ATLAS is a general purpose particle detector, designed to observe and mea-
sure Standard Model signals as well as signals from new physics. This chapter
will give a brief overview of the detector and its sub detectors, further details
can be found in reference [31].

With a weight of about 7000 tonnes, a radius of 11 meters and a total length
of 44 meters, the detector is truly a giant. Figure 4.1 shows an overview of
the detector. Innermost, starting from the interaction point, is the inner de-
tector that consists of three parts: the Pixel detector, the Transition Radiation
Tracker (TRT) and the Semiconductor Tracker (SCT), all contained in a su-
perconducting solenoid magnet. The solenoid produces a 2 Tesla magnetic
field that is essential for momentum measurements of charged particles, one
of the primary functions of the inner detector. Outside the solenoid surround-
ing the inner detector are the calorimeters situated. Furthest out is the muon
spectrometer which measures the momentum of muons. This system is built
inside a toroid magnet.

Figure 4.1: The ATLAS detector
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4.2 Geometry and coordinate system
To describe directions and positions of objects in the detector and collision
products it is common to use a cylindrical or spherical system of coordinates,
besides a standard Cartesian coordinate system. The x axis of the Cartesian
system is directed along the LHC radius towards the centre, the y axis is di-
rected upwards and the z axis is directed along the beam line and the origin is
in the ideal collision point, i.e. the mid point of ATLAS.

As the total energy and momentum in a parton collision is unknown, one
can only use the fact that the total transverse momentum, i.e. the momentum
perpendicular to the beam axis (z), is approximately zero. Therefore, the four-
momentum of an object is given in the coordinates η , φ , pT and E, where η is
the pseudo rapidity, related to the elevation angle θ , the angle in the y-z plane,
by:

η =− ln tan(θ/2), (4.1)

φ is the azimuthal angle in the plane perpendicular to the z (beam) axis. pT is
the transverse component of the three momentum. For massive objects such
as jets, the rapidity(y) is used instead of the pseudo rapidity:

y = 1/2ln
(

E + pz

E− pz

)
(4.2)

The products from collisions are approximately evenly distributed in η ,
which is why most of the cells of the hadronic calorimeter have the same
width (0.1) in η .

A commonly used quantity is the angular distance ∆R between two four-
vectors, defined as:

∆R = (φ1−φ2)⊕ (η1−η2) (4.3)

where
a⊕b =

√
a2 +b2

4.3 Inner detectors
The purpose of the inner detectors (ID) is to measure the tracks left by charged
particles as they pass through and interact with the material of the detector. In-
formation about the tracks is used to determine momentum, impact parameter
and vertex position.

Because of the Lorentz force, any charged particle that passes through a
magnetic field will experience a force perpendicular to the field and the veloc-
ity. The 2T field produced by the solenoid is directed along the z axis which
means that charged particles will bend in the transverse plane. The momen-
tum of the particles are determined by the bending radius of the reconstructed
tracks.
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Figure 4.2 shows the inner detector with its three sub detectors, and Figure
4.3 shows a schematic view of the inner detector layers and their distances
from the beam pipe. The entire detector covers |η | < 2.5. The track momen-
tum resolution can be parametrized as:

σ

pT
∼ 3.8∗10−4 pT[GeV ]⊕0.015

where σ denotes the standard deviation of the momentum. The resolution
increases, i.e. worsens, with inceasing pT.

Figure 4.2: The ATLAS inner detectors

4.3.1 Pixel detector
With a total of over 80 million silicon pixel diodes, the Pixel detector provides
good position measurements and track separation. Each pixel has an area of
40 by 500 µm and the silicon has a thickness of 250 µm. In the central barrel
region there are three layers of pixel detectors. The innermost layer, called the
B-layer, is only 5 cm from the center of the beam pipe. On each side of the
barrel are five disks of pixel modules.

4.3.2 Semiconductor tracker
The Semiconductor tracker (SCT) is made up of four layers of silicon micro
strip detectors in the barrel and 9 disks in each end cap. In total there are 6.5
million readout channels. Instead of pixels the detector is based on silicon
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Figure 4.3: The ATLAS inner detectors and their distances from the beam pipe

strips. Each layer consists of two sub layers of silicon plates with strips, with
a small angle between each layer to be able to measure the z-position of the
hit.

4.3.3 Transition radiation tracker
The Transition Radiation Tracker (TRT) is made up of thin drift tubes, or
straws. The straws are 4mm in diameter with a 30 µm gold plated tungsten
wire at its center. There are about 50 000 straws in the barrel parallel to the
beam pipe, each divided in two parts and read out at each end. In the end cap
there are about 320 000 straws, perpendicular to the beam pipe.

Between the straws there is material with varying refractive indices.
Charged and highly relativistic particles, i.e. particles with a speed close
to the speed of light, passing between two materials of different refractive
indices will radiate transition radiation photons. The straws contain a gas
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mixture with 70% Xenon that can detect the transition radiation. There are
thus two types of hits in the TRT, the ordinary hits from charged particles and
the detection of transition radiation, which leaves a higher signal. The latter
is referred to as high threshold hits. The goal is to be able to discriminate
between charged hadrons and electrons that leave the most transition
radiation of the two. About 36 hits in the TRT are expected for each track.

4.4 Calorimeters
The calorimeter system of ATLAS consists of several subsystems, Figure 4.4
shows an overview. In the barrel region the innermost calorimeter is the Liquid
Argon electro-magnetic calorimeter (LAr), primarily designed to measure the
energy of electrons and photons. Outside the LAr calorimeter is the hadronic
tile calorimeter (TileCal), which primarily measures the energy of hadronic
jets. All calorimeters in ATLAS are sampling calorimeters, i.e. they only mea-
sure part of the shower that develops in the detector when particles interact
with the material. Part of the detector is high Z absorber material and the rest
is active material.

Figure 4.4: The ATLAS calorimeters

4.4.1 Electromagnetic calorimeters
Figure 4.4 shows an overview of the calorimeters in ATLAS. In the central
part, covering |η | < 2.5 is the LAr barrel calorimeter that is divided in two
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parts. The coverage of the electromagnetic calorimeter extends in |η | up to
3.2, with the liquid argon electromagnetic end cap calorimeter (EMEC), and
up to 4.9 with the liquid argon forward calorimeter (FCal).

The LAr barrel part consists of three layers with decreasing granularity,
shown in Figure 4.5. Layer 1 consists of strips that extend 0.0245∗4 in the φ

direction and with a width in η of 0.0031. The detector is made up of accor-
dion shaped lead absorbers with surrounding liquid Argon as active material
together with copper electrodes. To measure energy losses in the material in
front of the calorimeter, a presampler has been installed that covers the region
|η |< 1.8. The presampler is an 11 mm thick layer of liquid Argon.

The FCal consists of three parts shaped as wheels, the innermost is an elec-
tromagnetic calorimeter and the two outer are hadronic. FCal is located in the
same cryostat as the EMEC.

The energy resolution for the electromagnetic calorimeters is
approximately:

σ

E
=

10%√
E

which means that the resolution decreases with increasing energy, i.e. it gets
better, in contrast to the momentum resolution of the inner detector, c.f. section
4.3.

Figure 4.5: Details of the electromagnetic liquid Argon calorimeter
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4.4.2 Hadronic calorimeters
Hadronic calorimetry in ATLAS is provided in the interval |η |< 1.7 by Tile-
Cal, in 1.5 < |η |< 3.2 by the liquid argon hadronic end cap (HEC) and up to
|η |< 4.9 by the FCal. The different hadronic calorimeters are shown in Figure
4.4.

TileCal consists of a barrel part and two extended barrels. Iron tiles are used
as absorbers and the active detecting material consists of plastic scintillator
tiles. TileCal has 256 modules, 64 in each extended barrel and two times 64 in
the barrel. Figure 4.6 shows details of a module. The geometry of the modules
in the extended barrel and the barrel are slightly different. The scintillator
tiles are grouped together in cells, 48 in each barrel module with three in
depth. The cells are read out through plastic fibres and the signal measured
with photomultiplier tubes located at the back of each module. The front end
electronics is located next to the photo multipliers and includes a signal shaper
and digitizer boards containing AD-converters and pipeline memories.

The energy resolution for the hadronic calorimeters is approximately:

σ

E
=

50%√
E
⊕0.03

As with the electro magnetic calorimeter, the resolution improves with in-
creased energy.

Figure 4.6: Details of the hadronic Tile calorimeter
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4.5 Muon spectrometer
The ATLAS muon spectrometer (MS) measure charged particles that manages
to pass through the calorimeters. In the barrel region, covering 0 < |η |< 2.7,
precision tracking chambers are located in between eight coils of the toroidal
superconducting magnet. The precision tracking chambers consist of moni-
tored drift tube chambers (MDT) in the region 0 < |η | < 2.7, except for the
innermost end cap layer where the MDT’s cover 0 < |η |< 2.0 and 2.0 < |η |<
2.7 is covered by Cathode Strip Chambers (CSC). Each MDT chamber con-
tains several layers of drift tubes, from three to eight. The CSC:s are multiwire
proportional chambers and they are used because of their capacity for higher
rates and better time resolution.

The muon system provides dedicated muon triggers, by using Resistive
Plate Chambers (RPC) in the barrel region 0 < |η | < 1.05 and Thin Gap
Chambers (TGC) covering 1.05 < |η |< 2.4.

The expected momentum resolution is less than 10% for muon energies up
to 1 TeV.

Figure 4.7: The ATLAS muon system
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4.6 Trigger and data acquisition
When the LHC has reached its intended target luminosity of 1034 cm−2s−1,
the bunch crossing frequency, i.e. the collision frequency in the interaction
points, will be 40 MHz. However, only a tiny fraction of these collisions will
result in interesting processes. Finding these collisions is the responsibility
of the trigger system, while the data acquisition (DAQ) system is responsible
for keeping, transferring and storing data from all detectors for the collisions
deemed interesting by the trigger.

Figure 4.8: Overview of the ATLAS trigger and data acquisition

An important requirement of the DAQ is that data corresponding to one
bunch crossing should be stored together as an event. This is complicated by
the fact that light only travels about 7 meters in between two bunch cross-
ings. Precise synchronization of all hardware is therefore essential. Figure 4.8
shows an overview of the trigger and DAQ system, which is implemented both
in hardware and software. The detector front end electronics contains pipeline
memories that can store data for several collisions while the first level trig-
ger makes a decision. Decisions in the first level trigger are based on coarse
grained data from the calorimeters and the muon system, reflecting the fact
that interesting events may contain high energy jets, muons or electrons.

The general layout of the first level trigger (L1) is shown in Figure 4.9.
Being required to deliver its decision in 2.5 µs the L1 trigger must be imple-
mented in custom made hardware. The output rate from L1 is about 75 kHz,
which can be tuned by varying for instance energy thresholds or introducing
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Figure 4.9: The first level trigger

prescales, i.e. picking only some fraction of the otherwise accepted events of
a type. On a L1 trigger accept (or fire) data from all sub detectors are read
out through detector specific read out drivers (ROD). The second level trigger
(L2) will receive regions of interest (ROI) from L1, corresponding to regions
in η-φ that might contain something interesting. Together with detailed data
from the sub detectors the L2 trigger, implemented in software, makes its de-
cision in about 40 ms and reduces the total rate to about 3.5 kHz.

An event accepted by the L2 trigger is processed by the event filter (EF) that
can be thought of as the third level trigger. The EF runs a special version of the
standard reconstruction software (ATHENA) and has access to all data from the
event as well as details about the L1 and L2 decisions. Events accepted by the
EF are stored for further offline processing into different streams depending on
what features it has. The most important streams are “egamma” (electrons and
photons), muons and jet/tau/Emiss

T . An event may end up in several streams.

4.7 Software
4.7.1 Reconstruction and simulation
Data processing and detector simulation [32] are both implemented in the
ATHENA software framework. Events from real collisions and simulation are
reconstructed by essentially the same software.

Simulated events are first generated at the level of a particular parton-parton
process using an event generator, see section 2.7. The next step in the sim-
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ulation chain is to propagate all generated particles through the detector and
simulate their interactions with the detector material. The software framework
GEANT4 [33, 34] is used in this step. This is followed by a simulation of the
particular electronic signals produced by each detector front end. The result
will be a raw event that is similar to a real measured event. Multiple pp inter-
actions are added to every sample to simulate the effects of pile-up. Event gen-
eration and detector response simulation both deploy probabilistic algorithms
of Monte Carlo type, i.e. with finite running time but with an uncertainty on
the result. This is why simulated data is often referred to as Monte Carlo, or
MC for short.

Raw events, either from simulation or collisions, are thereafter
reconstructed in several steps. Hits in the inner detector are grouped into
tracks, energy depositions in the calorimeters are grouped into clusters and
muon tracks are formed from hits in the muons system. Information from
several sub systems are then used to form high level objects such as electrons
from ID tracks and EM clusters, jets from clusters in the calorimeters, and
ID tracks and muons from ID and muon tracks. The first reconstruction step
produces event summary data (ESD) files and analysis object data (AOD)
files are produced in the subsequent step. The size of each event is reduced
in every step. This size reduction procedure is referred to as slimming. An
important part of the reconstruction is the application of different calibrations.

Data analysis could be performed on both ESD and AOD level, at least in
principle, but in most cases the events contain much information that is un-
necessary for a particular analysis. One also wishes to reduce the number of
events by selecting only a subsets of the events based on triggers and proper-
ties of the event objects, which is referred to as skimming. There are several
common slimming and skimming procedures that, when applied to AOD files,
are called derived physics data (DPD) files. Both AOD and DPD files are ob-
ject databases with a common event data model (EDM).

4.7.2 Analysis objects
One of the primary functions of the reconstruction software is to provide
analysis level objects representing detected particles, including jets, electrons,
muons, taus and photons. A very important quantity is the missing transverse
energy, denoted Emiss

T , which ideally represent the momentum of undetected
particles such as neutrinos or hypothetical particles that, like neutrinos, only
interact weakly.

The details of the analysis object definitions are not centrally specified for
the entire ATLAS, but rather optimized for a particular analysis. In practise,
an expert performance group will define and maintain reconstruction algo-
rithms for a number of baseline object definitions that can be customized by
the analysers.
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4.8 TileCal timing software
A piece of software for estimating timing calibration factors for the TileCal,
was written by the author. The original procedure was developed by two col-
leagues at Stockholm University, Björn Nordkvist and Christophe Clément
[35], and it was translated into software components for the ATLAS software
framework ATHENA. Precise knowledge of the absolute and relative timing of
different components in the detector front ends is important, electronic pulses
generated by energy depositions in the calorimeter cells must be sampled as
close to the peak value as possible to get the most accurate energy measure-
ment. The procedure implemented uses a special calibration system that sends
light pulses to the photo multiplier tubes in the TileCal front end electron-
ics. Relative time differences between readout channels can then be estimated
which in turn makes it possible to compute calibration coefficients that com-
pensate for the time differences.

4.9 Analysis
The analysis starts with either AOD or DPD files that are transformed into
ROOT NTuples by a special ATHENA package called SYNTMaker (Stock-
holm and Yale NTuple), which is developed and used by several universities.
The SYNT NTuples are produced on the Grid and then transferred to local
storage.

The analysis is performed locally on the SYNT NTuple files using a spe-
cially designed ROOT based framework called ATLANA.
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5 Introduction to tt̄ production
cross-section measurements

5.1 Overview
This thesis treats measurements of the tt̄ production cross-section in the semi-
and di-leptonic channels. The production mechanism for tt̄ in proton-proton
collisions was described in section 2.8. The branching fraction for the semi-
leptonic channel, or ` + jets for short, is 47.8% while it is 6.5% for the di-
lepton channel, with a total branching fraction of 54.3% from tt̄ to at least
one lepton. The `+ jets channel is further split in the sub-channels e+ jets and
µ + jets, while the di-lepton channel consists of three sub-channels: ee, eµ

and µµ . These include the cases where a W decays to a τ that subsequently
decays leptonically to e or µ .

This chapter introduces general properties of and techniques used in tt̄ mea-
surements in a final state with at least one lepton, including statistical meth-
ods (5.2), generic event selections (5.3), object definitions (5.4), background
processes (5.5) and systematic uncertainties (5.6). The chosen lepton defini-
tions below have been shown to be efficient at high jet multiplicities and mass
scales, such as top pair production [31, 36]. The same definitions, with only
small adjustments, apply to all top analyses presented in this thesis:
• The three measurements of the total tt̄ cross-section in paper I for 2.9 pb−1,

paper III for 35 pb−1 and paper IV for 689 pb−1 that are summarised in
chapter 7.

• The inclusive template measurement in paper II that is summarised in chap-
ter 8.

• The measurement of the relative differential tt̄ cross-section in paper V that
is summarised in chapter 9.

5.2 Statistical methods
The cross-section is computed using the following expression:

σ =
Ndata−Nbg

AL
(5.1)

where A is the effective acceptance, L is the integrated luminosity, Ndata is
the number of measured events in data and Nbg is the number of estimated
background events. A has to be be estimated from simulations and it is given
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by the number of events passing the event selection, divided by the total num-
ber of simulated events. All efficiencies and scale factors as well as branching
ratios are included in A; hence the term effective acceptance. For brevity, the
term acceptance will be used from this point instead of affective acceptance,
but it should not be confused with with the purely kinematic acceptance.

Systematic uncertainties affect both the background estimate Nbg and the
acceptance A. Two different methods for computing the cross-section and
evaluating the impact of uncertainties are used for the analyses in this the-
sis: direct computation of e.q. (5.1) together with pseudo experiments, and a
maximum likelihood (ML) [37] method with profiling, sometimes combined
with pseudo experiments.

In both approaches the impact of systematic uncertainties on the quantities
in eq. (5.1) are estimated for plus and minus one standard deviation. Take
acceptance A as an example; A0 denotes the baseline value and A(+)k (A(−)k)
denotes the value of the acceptance when uncertainty k is evaluated at plus
(minus) one standard deviation. The shifts in the quantity are:

∆A(+)k = A(+)k−A0
∆A(−)k = A0−A(−)k

A parameter dk is assigned to systematic uncertainty k and the set of them
(~d) is used as a parameter in a linear expansion of the quantity in question:

A(~d) = A0 +∑
k

dk

{
θ(dk)∆A(+)k +θ(−dk)∆A(−)k

}
where θ is the Heaviside step function.

Each uncertainty is modelled by some distribution, usually a Gamma distri-
butions for asymmetric uncertainties or a Gaussian distribution (G) for sym-
metric uncertainties. The integrated luminosity uncertainty (δL ) is modelled
by a Gaussian in all analyses in this thesis.

For direct evaluation of the cross-section with pseudo experiments, like in
the measurement of the relative differential cross-section in chapter 9, the dk:s
are pulled from their respective distributions, either all at once to evaluate the
total uncertainty, or one at a time to estimate the impact of a single uncer-
tainty. The statistical uncertainty is modelled by a Poisson distribution of the
observed number of events. The cross-section is then evaluated enough times
to make the statistical uncertainty from the method negligible:

σ(~d) =
Po(Ndata)−Nbg(~d)

A(~d)L (~d)

The impact of a single uncertainty is estimated by evaluating the cross-section
and its uncertainty with statistical uncertainty alone (δσstat), then evaluating
with statistical and one other uncertainty enabled (δσ k

stat). The impact for sys-
tematic uncertainty k is then:

δσ
k =

√
(δσ k

stat)2− (δσstat)2
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In ML estimates of the cross-section, used is the analyses in chapters 7 and
8, uncertainties can be incorporated by both profiled nuisance parameters and
pseudo experiments. Each profiled uncertainty k has an associated nuisance
parameter (αk), normalized such that αk = 0 is the baseline and αk =±1 cor-
responds to a shift ±1σ of the uncertainty. A constraint factor is included in
the likelihood for each nuisance parameter. To construct the likelihood, the
cross-section formula eq. (5.1) is rewritten as:

Nexp(σ ,L ,~α) = L (~α)A(~α)σ +Nbg(~α)

where ~α denotes the set of nuisance parameters and Nbg is the sum of the
background contributions. The expected number of events Nexp is modelled
by a Poisson, and the likelihood function can be written:

L(σ ,L ,~α) = Po(Nobs|Nexp(σ ,L ,~α))G(L |L0,δL )∏
k

fk(~α) (5.2)

where fk is the distribution for uncertainty k and L0 is the measured integrated
luminosity. A profile likelihood ratio [12] is then constructed:

λ (σ) =
L(σ , ˆ̂L ,

ˆ̂~α)

L(σ̂ ,L̂ ,~̂α)

from which the cross-section, its total uncertainty and the contribution from a
single uncertainty, can be evaluated. Quantities with a single circumflex repre-
sents maximum likelihood estimates, while the quantities with double circum-
flexes are conditional maximum likelihood estimates with respect to a fixed σ .
The statistical uncertainty is estimated by profiling a likelihood ratio:

r(σ) =
L(σ ,L̂ ,~̂α)

L(σ̂ ,L̂ ,~̂α)

which means that the purely systematic uncertainty term can be computed as
the difference between the total (δσtotal) and the statistical only uncertainties
(δσstat) in quadrature, i.e.:

δσsyst =
√

(δσtotal)2− (δσstat)2

The same expression is used to get the impact of a single systematic uncer-
tainty, δσstat is replaced by the uncertainty from the profile likelihood ratio
when one systematic is disabled.

5.3 Event selections
tt̄ events are characterized by high jet multiplicity and a large amount of miss-
ing transverse momentum (Emiss

T ) due to the escaping neutrinos. High pT lep-
tons are also expected and they are required to be isolated, i.e. the energy sum
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in a cone around the lepton is required to be below some threshold. This re-
quirement reflect the fact that signal leptons, defined below, originate from
the leptonic decay of W or Z bosons. In effect, the cut reduce the background
contamination from non-signal leptons. In the case of `+ jets, at least 4 jets
are required, which means that ideally all the jets from the tt̄ decay are re-
constructed, c.f. Figure 2.6(b). There is a chance that jets escape the detector
acceptance. Furthermore, jets from initial of final state radiation could be re-
constructed instead, which would bring the total jet multiplicity back up to 4,
or above. Two jets are required in the di-lepton channel, in addition to two
leptons of opposite charge, c.f. Figure 2.6(a).

For di-lepton events in the ee and µµ channels, the Drell-Yan background
is reduced by imposing two cuts on the invariant mass of the lepton pair (mll).
By demanding that the invariant mass is above some level (typically 15 GeV
in the later analyses) the low mass Drell-Yan and the non-signal lepton back-
grounds are reduced. The contribution from Z + jets at the Z pole mass is
reduced by demanding that |mll − 91| > 10 GeV. Since the ATLAS trigger is
fully simulated, all events are required to have a global lepton trigger fire, in
both data and MC, as well as having match between the EF trigger objects and
the analysis leptons.

All objects are reconstructed with respect to a primary vertex, which is
required to have at least 5 tracks. Each of the tracks should have a significant
amount of pT, typically at least 1 GeV.

Two of the jets in tt̄ events originate from b-quarks. There are several ways
to tag such jets using the fact that b-hadrons have large masses, relatively long
lifetimes and often decay to unisolated leptons. Such b-tagging procedures are
used in some of the analyses to purify the signal region.

5.4 Object definitions
5.4.1 Electrons
The base of an electron object is a LAr energy cluster matched in η and φ to
an inner detector track [31]. There is a gap in the LAr calorimeter between the
barrel and the extended barrels 1.37 < |η | < 1.57 that is excluded. Electrons
are then classified according to their tightness: A tighter electron definition
means a higher jet rejection [38], i.e. higher purity, but lower efficiency. A
“loose" electron has requirements on the shower shape variables of the sec-
ond layer in the calorimeter and on the hadronic leakage. A “medium" elec-
tron satisfy the loose electron requirements as well as additional requirements
on the shower shape variables in the first calorimeter layer and track qual-
ity. A “tight" electron has additional requirements on: the E/p ratio (E is the
calorimeter energy and p is the track momentum), pixel b-layer hits and the
number of TRT hits.
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Analysis electrons must satisfy the “tight" requirements and have a pT
above 20 GeV in the early analyses and above 25 GeV in the later analyses.
Also, the isolation energy sum within a cone ∆R < 0.2 of the electron is re-
quired to be less than some analysis dependent upper threshold. This energy
sum is corrected for hadronic leakage and pile-up effects.

The energy scale of electrons in data is calibrated to the Z peak, and the
energy resolution in MC is adjusted by smearing the energy to match the mea-
sured resolution of the detector. Scale factors are applied to MC to adjust for
differences in identification-, reconstruction and trigger efficiencies. The scale
factors are computed from data and MC efficiencies (ε) estimated in Z → ee
events: SF = εdata/εMC.

5.4.2 Jets
Jets are reconstructed starting from topological clusters of energy depositions
in the calorimeters, using the anti-kt algorithm [39, 40, 41] with a radius of
∆R = 0.4. The cluster energy is calibrated to the electromagnetic (EM) energy
scale, i.e. the energy scale for electrons and photons. The energy of the entire
jet is then adjusted to the hadronic scale using calibration factors derived from
MC, and the jet is said to be calibrated to EM+JES (Jet Energy Scale) [42, 31].

The coordinates of the jet (in η and φ ) are defined relative to the primary
vertex. The original detector coordinates, relative to the centre of ATLAS,
are kept and used to avoid overlap with electrons and muons. The jet pT is
required to be above 20 GeV for the early analysis and 25 GeV for the later
and |η |< 2.5. Jets within ∆R < 0.2 of an electron are removed. Only one jet,
the closest, per electron is removed this way.

5.4.3 Muons
Muon objects are reconstructed with the MuID algorithm [36], using infor-
mation from the inner detector, calorimeters and the muon spectrometer. A
track in the MS is constructed starting with track segments in the outer layer
and then proceeding inwards, matching to further track segments. The MS
muon track is then matched to an inner detector track. The measured energy
losses in the calorimeter are taken into account when matching the momen-
tum of the inner (ID) and outer (MS) tracks. The final tight muons are recon-
structed by performing a global refit of both tracks. Analysis muons must have
pT > 20 GeV, |η |< 2.5 and there are requirements on the inner detector track
quality, including a minimum amount of hits together with checks on the num-
ber of dead sensors the track passes through. There are also requirements on
the maximum amount of calorimeter isolation in a cone with ∆R < 0.3, and
on track isolation in a cone ∆R < 0.3. For both track and calorimeter isola-
tion, the contribution from the muon itself is removed. A muon that lie within
∆R < 0.4 of an analysis jet is removed.
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Differences in detector modelling with respect to reconstruction, identifica-
tion and trigger are corrected for by applying scale factors to MC. The muon
momentum is smeared in MC to match the detector resolution, measured in
Z → µµ events.

5.4.4 Missing transverse energy - Emiss
T

The Emiss
T is the negative transverse vector sum of all energy depositions in

the detector. It includes contributions from all objects according to the object
definitions given above. Contributions from all calorimeter cells with energy
above the noise level are added, the fraction of energy associated with a spe-
cific type of analysis object (jet, electron, tau, muon or photon) is calibrated
to the appropriate energy scale. The following terms are included in the Emiss

T
[43]:
• ~Eele

T : Tight electrons, calibrated to the EM scale.
• ~Eγ

T : Tight photons, calibrated to the EM scale.
• ~Eτ

T : Tight taus calibrated to the EM scale.
• ~E jet

T : AntiKt4 jets with pT > 20 GeV with energy calibrated to EM+JES
scale.

• ~ESo f tJet
T : AntiKt4 jets with 7 < pT < 20 GeV, calibrated to the EM scale.

• ~Eµ

T : Tight muons with distance to jet ∆R > 0.4.
• ~ECellOut

T : All energy not associated to an object, could be cells completely
disconnected from or partially connected to an object. This contribution is
calibrated to the EM scale.

The final result is:

~Emiss
T =−(~Eele

T +~Eγ

T +~Eτ
T +~E jet

T +~ESo f tJet
T +~Eµ

T +~ECellOut
T ) (5.3)

The absolute value of this vector, Emiss
T = |~Emiss

T |, is a commonly used quantity.

5.5 Backgrounds
Several processes in the Standard Model have significant cross-sections in the
tt̄ region, and many of them also have at least one signal lepton in their final
state. Before proceeding with specifying these processes, a formal definition
of “signal lepton" is required.

Definition 5.5.1 (Signal lepton) A signal lepton is an electron or a muon from
the leptonic decay of a W– or Z boson that is produced in a hard scattering,
c.f. section 2.7. Leptonic boson decays through taus to electrons or muons are
included.

There is also a class of events with leptons that are not signal leptons and they
are introduced in section 5.5.1.

The following processes contain at least one signal lepton in the final state:
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• Production of a single top with leptonic decay: Section 5.5.2.
• Di-boson production, WW , WZ or ZZ with leptonic decays: Section 5.5.3.
• Production of a single W and subsequent leptonic decay: Section 5.5.4.
• The Drell-Yan process, i.e. the production of a Z/γ∗ and the subsequent

decay into two same flavor leptons: Section 5.5.5.

5.5.1 Non-signal leptons
The concept of signal leptons is an idealization; the detector and reconstruc-
tion software produces reconstructed leptons. Due to detector and software
imperfections, not all signal leptons, that otherwise satisfy lepton criteria such
as momentum, η and φ cuts, will end up as reconstructed leptons. The proba-
bility that a signal lepton will be reconstructed is referred to as the reconstruc-
tion efficiency, which is highly dependent on the lepton definition used in the
analysis.

The set of all reconstructed leptons is made up of two disjoint subsets; re-
constructed signal leptons and fake leptons, sometimes referred to as non-
signal leptons. A fake lepton is an object reconstructed as a lepton, electron
or muon, but not produced according to definition 5.5.1. An event containing
at least one fake lepton is called a fake event. The probability for a non-signal
lepton to be reconstructed as a lepton is called intrinsic fake rate.

Because the detector and reconstruction software are designed to distin-
guish between signal and fake leptons, the rejection of fake leptons is very
high. This implies that a very large number of events have to be simulated to
produce a statistically significant result. Furthermore, the origin of the fake
leptons is uncertain, i.e. what processes that do contribute and their intrinsic
fake rates for the produced non-signal leptons.

In electro-weak (EWK) processes the dominating source of fake leptons is
photon conversions. Photons can produce a lepton pair early in the detector,
which means that there are both tracks and an electro-magnetic cluster. In
some cases this is reconstructed as a single electron.

For QCD processes, jets are responsible for inducing fake leptons. Top
quark pair production is a special case because the top quark itself has such a
short lifetime and decays to W and a b-quark, with 100% probability, before
it can hadronize to a jet. Real leptons can be created inside jets, but they are
not signal leptons because they are not isolated.

A data driven method is needed because of the mentioned difficulties with
simulating the fake lepton background. Such a method will be presented in
chapter 6.

5.5.2 Single top production
Of the four single top production processes shown in Figure 5.1, only the
Wt channel is a signal process in the di-lepton final state. All processes may
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contribute to fake di-lepton events and to the EWK background in ` + jets.
The processes where the W decays hadronically gives a tiny contribution to
the fake lepton background in the `+ jets. The computed cross-section for the
t-channel is 64.57+2.71

−2.01 pb [44], the s-channel cross-section is 4.63+0.19
−0.17 pb [45]

and the Wt channel cross-section is 15.74+1.06
−1.08 pb [46]; all three cross-sections

are computed at NNLL precision.
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Figure 5.1: Single top production with leptonic W decays.

5.5.3 Di-boson production
There are three different di-boson processes that contribute signal leptons,
both in the `+ jets and di-lepton final states: WZ shown in Figure 5.2, WW
and ZZ shown in Figure 5.3. The decay products of the bosons are not shown,
but the possible final states are: fully hadronic, semi-leptonic, di-leptonic, tri-
leptonic and quad-leptonic in case of ZZ. Leptonic decays of W bosons will
result in neutrinos that contribute to Emiss

T . The cross-sections for the processes
were computed at NLO by MCFM to: σ(WW ) = 44.9± 2.2 pb, σ(WZ) =
18.5±1.3 pb and σ(ZZ) = 9.53±0.46 pb, when both Z masses are assumed
to be above 12 GeV.

5.5.4 W+jets production
Figure 5.4(a) shows an example of single W boson production together with
a gluon jet and the subsequent leptonic decay of the boson. The neutrino will
contribute to the Emiss

T . In the di-lepton final state this process is one of the
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Figure 5.2: WZ production.

�
q

q̄

W+

W−

(a) t-channel WW production

�
Z/γ∗/H

q

q̄

W+

W−

(b) s-channel WW production

�
g

g

W+

W−

(c) WW production in quark loop

�
q

q̄

Z

Z

(d) ZZ production

Figure 5.3: WW and ZZ production.

larger sources of fake lepton events, when the jet is miss-reconstructed as a
lepton. The cross-section σ(W± → lν) = 10.46± 0.52 nb was computed at
NNLO precision by the FEWZ tool [47][73]. Because LHC collides protons,
the cross-section for W+ is larger than that for W−, σ(W+ → l+ν) = 6.16±
0.31 nb and σ(W−→ l−ν) = 4.30±0.21 nb.

5.5.5 Drell-Yan+jets
Examples of the Drell-Yan process are shown in Figures 5.4(b) and 5.4(c). A
Z boson or a virtual photon (γ∗) is produced together with zero (b) or one (c)
jet created by an ISR gluon, c.f. section 2.7. Close to zero intrinsic Emiss

T is
generated in this process when Z/γ∗ decays to ee or µµ .
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Figure 5.4: W+jets and Drell-Yan production with leptonic decays.

The invariant mass spectrum in the di-lepton final state has a narrow peak
around the Z boson mass (91 GeV). This process is in itself well understood
and it is a good source of signal leptons that can be used for energy calibrations
and efficiency studies of both leptons and jets. The cross-section at NNLO
precision is σ(Z/γ∗→ ll) = 1.07±0.054 nb [47][73].

5.6 Systematic uncertainties
There are two main categories of systematic uncertainties: detector modelling
uncertainties and signal or background modelling uncertainties. The former
contains the following sources of uncertainty:
• The energy scale (LES) and energy resolution (LER) of the lepton. Uncer-

tainty on the efficiency for triggering, identifying and reconstructing.
• Jet energy scale (JES) and energy resolution (JER). Jet reconstruction effi-

ciency (JEE) and b-tagging uncertainties.
• Variations in energy scales of objects in the event is propagated to the Emiss

T ,
but the uncertainty on the energy of the cells not associated to any jet or soft
jet, the SoftJet and CellOut terms in eq. (5.3), has to be estimated (MET).

• The luminosity uncertainty is often reported as a separate uncertainty in
measured cross-sections, but kept in the detector section for completeness.
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• Other detector imperfections not properly modelled in the default simula-
tion may require additional uncertainties.
The signal and background modelling uncertainties are:

• Comparison between different event generators for the tt̄ signal (GEN).
• Difference between parton shower models for the tt̄ signal (PS).
• Initial (ISR) and final (FSR) state radiation modelling. Estimated by adjust-

ing the scale for the computation of αs and PDF value, in case of ISR, in
the parton shower model. For ISR the maximum allowed parton virtuality
is also adjusted. These shifts are only evaluated for the tt̄ signal.

• The experimental and theoretical uncertainty for parton distribution func-
tions (PDF).

• Normalization and shape of dominant backgrounds such as fake leptons,
W + jets and Z + jets.

The actual implementation, magnitude and final impact of these uncertainties
vary between the different analyses. All uncertainties are evaluated by chang-
ing the model; data is not shifted, only calibrated to a baseline.





6 Estimation of the non signal lepton
background to tt̄

6.1 Overview
This chapter deals with the tt̄ background due to non signal leptons, i.e. ob-
jects not produced according to the definition 5.5.1. To estimate the number
of fake lepton events in the signal region1, a data driven method is required.
The QCD processes giving rise to fake leptons are probably not modelled well
enough by the simulation, nor is the reconstruction efficiency for such objects
expected to be accurately described by simulations. A high jet rejection for the
tight analysis lepton also makes simulation of the background very inefficient
especially for di-lepton double fake leptons. The jet rejection is expected to
be at least 50000 for electrons [48]. A data driven method for determining the
fake lepton background, known as the matrix method, is introduced in section
6.3. This is not a single method, but rather an approach that leads to differ-
ent solutions depending on the assumptions being made. Two different, and
complementary, solutions will be presented and compared.

The main part of the results presented in this chapter was obtained from
the 35 pb−1 of data taken during 2010 used for paper III and the 689 pb−1 of
data taken during 2011 used for paper paper IV. Some results are also shown
for the earliest analysis of the 2.9 pb−1 of data used for paper I. More details,
particularly control region plots, can be found in reference [8].

6.2 Origins of fake leptons
The primary origins of fake leptons are: photon conversions, light flavour jets
and heavy flavour jets.

For muons, the number of fake leptons from photon conversions is expected
to be very small. Fake electrons from conversions are produced when a photon
interacts with detector material and splits into an electron-positron pair; when
this happens in the inner detector, a track can be left which, combined with the
EM cluster from the electron and positron, may be reconstructed as an elec-
tron. The majority of conversion fake leptons are removed by a requirement
of a hit in the very first layer of the tracker, but random calorimeter clusters
can still be combined with conversion tracks to form fake electrons.

1The signal regions used in the final analysis are defined in section 5.3.
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Jets are produced in a number of different ways, such as in hard QCD pro-
cesses, from ISR/FSR2 in electro-weak processes or in the hadronic decay of
gauge bosons. A typical jet consists of a number of hadrons, some of them
charged that leave tracks in the ID. If the jet is reconstructed with a large frac-
tion of EM energy and there is a random track that matches the calorimeter
cluster, this could be interpreted as an electron. Pions are commonly produced
in jets and they might decay to photons, leaving a high EM energy fraction.
Leptons produced inside a jet in EWK processes, eg. leptonic decay of a b-
hadron, is another source. Many fake electrons and a majority of the fake
muons are expected to be produced this way.

In the di-lepton final state, the largest fake lepton contribution in the high
Emiss

T region is expected from W+jets where the W decays leptonically and
the jets may result in fake leptons, c.f. Figure 5.4(a). In the low Emiss

T regions
bb̄ production gives a large contribution and this process result in two heavy
flavour jets with expected higher probability to generate fake leptons. Another
big source is tt̄ itself, where one of the top quarks decays hadronically, i.e.
the W decays to a quark pair, c.f. Figure 2.6(b). QCD processes such as quark
pair production are expected to give the largest fake lepton contribution in the
`+ jets final state.

6.3 Method overview
6.3.1 Lepton definitions
The first step in the fake lepton estimation procedure is to define a loose lep-
ton. The loose lepton is, as suggested by the name, an object with a looser
definition than that of the analysis lepton, defined in section 5.4. In the con-
text of fake leptons, the analysis lepton is often referred to as a tight lepton3.
Definitions of the loose electrons and muons used in the following analyses
are given in section 6.4. There are two different loose lepton definitions for
both muons and electrons. The reason for this is that the two different variants
of the matrix method uses different loose lepton definitions. The first variant
is called the low rate matrix method (lMM), and the corresponding loose lep-
tons are much looser than those of the other variant, called the high rate matrix
method (hMM). An important point is that the same tight lepton, defined by
the analysis, is used in both methods.

6.3.2 Fake rate and real efficiency measurements
The next step in the procedure is to measure a fake rate ( f ) and a real efficiency
(r) for the loose lepton definitions, with r > f required. In the following equa-

2see section 2.7
3The label tight lepton should not be confused with a lepton fulfilling the “tight" quality re-
quirement which is also called a tight lepton in some cases, c.f. section 5.4.
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tions T refers to a reconstructed tight lepton, L refers to a reconstructed loose
lepton that fails the tight requirements while l denotes a lepton that is recon-
structed as loose but may also satisfy the tight lepton requirements. R refers
to a signal (real) lepton while F refers to a fake lepton.

The fake rate is the probability for a loose fake lepton to be reconstructed
as a tight lepton:

f =
NT

F

Nl
F

(6.1)

This ratio is measured in a control sample, dominated by fake leptons, that
contains Nl

F loose leptons out of which NT
F also satisfy the tight lepton defi-

nition. One can choose the loose lepton to be close to the tight lepton which
gives a high fake rate. The other alternative is to choose very loose lepton
definition which gives a low fake rate.

The real efficiency is the probability for a loose signal lepton to be recon-
structed as a tight lepton:

r =
NT

R

Nl
R

(6.2)

This ratio is measured in a control sample dominated by signal leptons, that
contains Nl

R loose leptons out of which NT
R also satisfy the tight lepton defini-

tion.

6.3.3 Fake lepton matrix
In the matrix method, the number of real loose (Nl

R) and fake loose (Nl
F ) events

are related to the observed number of tight (NT ) and loose (NL) events by a
matrix built from the real efficiency and fake rate. The single lepton matrix
equation is written as:(

NT

NL

)
=

(
r f

1− r 1− f

)(
Nl

R

Nl
F

)
(6.3)

The inverse of this matrix gives the relation between the number of real and
fake lepton events, given the observed number of tight and loose lepton events:(

Nl
R

Nl
F

)
=

1
r− f

(
1− f − f

r−1 r

)(
NT

NL

)
(6.4)

The superscripts l in the equations above indicate that the number of fake
lepton events is given in the loose basis, i.e. Nl

F is the number of fake events
in the inclusive sample of loose leptons. To move from the loose sample to the
tight sample, a factor f is needed. Thus, the number of fake lepton events in
the tight sample can be written:

NT
F =

f r
r− f

NL +
f (r−1)
r− f

NT (6.5)
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By definition r < 1, and since r > f is required, the second term will be strictly
negative. This term is interpreted as a correction for the contamination of real
leptons that fail the tight lepton acceptance and end up in the exclusive loose
sample.

6.3.4 Extrapolation to the signal region
The rate for the three (two) different origins of fake electrons (muons) may be
different for the chosen lepton definitions. In order to investigate and quantify
this, the fake rate is measured in three (two) sub samples that are enriched in
the different origins of fake leptons. Furthermore, the compositions of both the
loose control sample and the loose signal sample are unknown, i.e. the frac-
tions of fake loose leptons from conversions, heavy flavour and light flavour.
The MC truth information is used to estimate these fractions both in the signal
and the control samples. The flavour fractions are then used to extrapolate the
rate from the control region where it is measured, to the signal region where
the fake lepton yield is estimated.

6.3.5 Signal region fake lepton yield
To estimate the yield in the di-lepton final state, a sample with one tight lepton
and one loose lepton is used in the low rate matrix method. A sample with two
loose leptons is used for the high rate. The reason for using only one loose
lepton in the low rate method is because the loose lepton is too loose to match
the lepton trigger requirements. In the `+ jets final state, a sample with one
loose lepton is selected.

Each event in the loose signal sample is then weighted according to the
elements of the inverted fake lepton matrix. For `+ jets, the weights from eq.
(6.5) are used.

Systematic uncertainties of the fake lepton yield then has to be estimated.
Kinematic and sample compositions differences between the control sample
and the loose lepton signal sample are expected to be the dominating sources
of systematic uncertainties.

Summary
Figure 6.1 shows a diagram summarizing all the steps in the fake lepton yield
estimation procedure. Details of all the steps will be given in the following
sections. The diagram should be read from left to right:
• The control samples are used to determine raw fake rates ( fl for the low

rate, fh for the high rate) and real efficiencies (rl and rh).
• The raw fake rates are extrapolated to the loose signal region using infor-

mation about sample composition from simulation.
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• A matrix with the extrapolated rate (hM1 for single lepton high rate, hM2
for di-lepton high rate and lM2 for low rate di-lepton) will then be applied
to the loose signal samples to give a fake lepton yield (N f1 the number of
single fake lepton events and N f2 is the number of di-lepton fake events).

• The yield will be validated in various distributions, like transverse mass MT

(or wT ) and Emiss
T , in control regions with either one or two leptons.

Rate
estimation

Lepton def.

hM
1

Jet/lepton 
sample

Lepton 
sample

hM
2

lM
2

Real
correction

Nf
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Nf
2

Nf
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M
T
 1j, 2j, 3j

f
l
/f

h

Efficiency
estimation r

l
/r

h

E
Tmiss

 Njets

E
Tmiss

 Njets

Ctrl. → Signal
Extrapolation

Figure 6.1: Overview of the fake lepton estimation procedure, should be read from
left to right. Cylinders represent input data, measured or simulated. Boxes with dotted
borders represent computations and initial, intermediate or final information is repre-
sented by file symbols.

6.4 Loose object definitions
6.4.1 Low rate loose lepton definitions
A low rate loose electron is an electro-magnetic cluster with a track, satisfying
quality requirements “loose”, which means cuts on the shower shape and the
hadronic leakage variables [38]. An inner detector track, with charge compat-
ible with +1e or -1e must be matched to the cluster. For 35 pb−1, the object
cuts are similar to those of the tight analysis lepton, defined in section 5.4.1,
except that the cut on the corrected calorimeter isolation in a cone ∆R ≤ 0.2
has been loosened and is required to be less than 6+0.3pT GeV. For 2.9 pb−1

the calorimeter isolation, with the same cone size, is required to be less than
4+0.023pT GeV.

A low rate loose muon is an isolated track. For 35 pb−1 the cut on the
track are similar to those applied to the tight analysis muons 5.4.3, except for
loosened isolation cuts; track isolation in a cone ∆R≤ 0.3 is required to be less
than 10 GeV and calorimeter isolation in a cone ∆R ≤ 0.3 must be less than
10 GeV. For 2.9 pb−1 the calorimeter isolation in a cone ∆R ≤ 0.2 is required
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to be less than 0.1pT GeV and the track is required to have 3 SCT hits as well
as 2 hits in the pixel detector.

6.4.2 High rate loose lepton definitions
High rate loose electrons satisfy the “medium" quality requirements for an
electron. The cuts on the loose electron are similar to the ones for the tight
analysis electron, defined in section 5.4.1, except for loosened calorimeter
isolation. The isolation in a cone ∆R ≤ 0.2 is required to be less than 6 +
0.3pT GeV in the 35 pb−1 analyses, and less than 6 GeV in the 689 pb−1 anal-
ysis. Compared to the tight electron, the requirements on track matching is
looser, there is no conversion check and there are no TRT hit requirements.

The only difference between the tight analysis muon and the high rate loose
muon is the absence of isolation cuts on the latter.

6.5 The di-lepton matrix
To estimate the contribution from fake leptons in the tight signal sample one
starts with the fake rate f , defined in eq. (6.1), and the real efficiency r, defined
in eq. (6.2).

There are four disjoint subsets in the di-lepton loose signal sample, if the
leptons are ordered in pT: NT T , NT L, NLT and NLL. Now construct a matrix that
relates these numbers to the “true” contents of the sample : Nll

RR events with
two signal leptons, Nll

RF (Nll
FR) events where the first (second) lepton is a signal

lepton and the other a fake lepton and Nll
FF where both leptons are fake:

M =



r1r2 r1 f2 f1r2 f1 f2

r1 (1− r2) r1 (1− f2) f1 (1− r2) f1 (1− f2)

(1− r1)r2 (1− r1) f2 (1− f1)r2 (1− f1) f2

(1− r1)(1− r2) (1− r1)(1− f2) (1− f1)(1− r2) (1− f1)(1− f2)


(6.6)

where the index on r and f refers to the first (1) or second (2) lepton in the
event, where the leptons are ordered by pT. There is an analytical expression
for the inverse of M:

M−1 =
1

(r1− f1)(r2− f2)



(1− f1)(1− f2) ( f1−1) f2 f1 ( f2−1) f1 f2

( f1−1)(1− r2) (1− f1)r2 f1 (1− r2) − f1r2

(r1−1)(1− f2) (1− r1) f2 r1 (1− f2) −r1 f2

(1− r1)(1− r2) (r1−1)r2 r1 (r2−1) r1r2


(6.7)
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The equation for the sample becomes:
NT T

NT L

NLT

NLL

= M


Nll

RR

Nll
RF

Nll
FR

Nll
FF

 (6.8)

which can be solved for the expected number of fake di-lepton events:
Nll

RR

Nll
RF

Nll
FR

Nll
FF

= M−1


NT T

NT L

NLT

NLL

 (6.9)

The matrix inverse in eq. (6.7) solves for the expected number of fake di-
lepton events in the loose signal sample. Changing the basis in eq. (6.9) to tight
according to eq. (6.2) and eq. (6.1), the fake lepton contribution becomes:

NT T
f = NT T

RF +NT T
FR +NT T

FF (6.10)

= r1 f2Nll
RF + f1r2Nll

FR + f1 f2Nll
FF

= αr1 f2 [( f1−1)(1− r2)NT T +(1− f1)r2NT L + f1 (1− r2)NLT − f1r2NLL]
+α f1r2 [(r1−1)(1− f2)NT T +(1− r1) f2NT L + r1 (1− f2)NLT − r1 f2NLL]
+α f1 f2 [(1− r1)(1− r2)NT T +(r1−1)r2NT L + r1 (r2−1)NLT + r1r2NLL]

where
α =

1
(r1− f1)(r2− f2)

(6.11)

α > 1, since f < r. For clarity, eq. (6.10) can be rewritten as:

NT T
f = ANT T +BNT L +CNLT +DNLL (6.12)

where

A = 1− r1r2(1− f1)(1− f2)α B = r1r2 f2(1− f1)α

C = r1r2 f1(1− f2)α D =−r1r2 f1 f2α

If the fake rates and lepton efficiencies were constants, the fake lepton estimate
would be obtained by counting the exclusive event numbers NT T , NT L, NLT

and NLL, then weight by the corresponding constant numbers A through D.
However, the rates and efficiencies are not constants but rather dependent on
object quantities such as pT and η of the leptons. Dependencies on topological
variables such as the number of jets in each event or Emiss

T is undesirable since
that would require a more complicated transformation from the control region
to the signal region.
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With real efficiencies and fake rates dependent on object variables, the
weights in eq. (6.12) must be applied to each event in the loose signal sample.
The resulting yield, in a bin or in total, is the sum of these weights. For this
procedure to work, the fake rate and efficiency for an object must be suffi-
ciently different for any η and pT, otherwise the denominator in the weight
expressions, eq. (6.11), will be very small and the weights will be large.

The fake rate will depend greatly on the loose lepton definition. If the loose
lepton is defined to be very loose, the rate will be low. This can be exploited
by making simplifications to the weights expression eq. (6.12); higher order
terms in f can be ignored. If one further assumes that the contribution from
double fake lepton events can be neglected, then D = 0 and the fake di-lepton
contribution can be written as:

N
′T T
f = f2NT L + f1NLT −

[
f1(1− r1)

r1
+

fr(1− r2)
r2

]
NT T (6.13)

In this approach the requirement on exactly 2 leptons is relaxed; one tight
lepton and at least one loose (inclusive) is selected. Every pair of tight and
loose lepton in the event contribute to the total weight.

The weights in eq. (6.13) are used for the low rate matrix method, while the
weights in eq. (6.12) are used for the high rate method.

6.6 Real efficiency measurements
To estimate the real efficiencies, a control sample dominated by signal leptons
is needed. Di-lepton events from Z decays provide such a sample, under the
assumption that the efficiency is an object quantity, approximately indepen-
dent of other objects in the event. For the high rate, events with two loose
leptons are selected. In the case of the low rate leptons, events with one loose
and one tight lepton are selected, again because the low rate loose leptons
do not fulfil the lepton trigger requirements. The two leptons are required to
have opposite sign and to have an invariant mass compatible with the Z mass,
|mll −91|< 10 GeV.

The number of loose leptons (Nl
os) and the number of loose leptons that

also passes the tight requirements (NT
os) are counted. The efficiency r may

depend on one or several variables; detector geometry effects are taken into
account by parametrization in η and resolution effects by a parametrization in
pT. Background events are accounted for by removing the contribution from
same sign di-lepton events (NT

ss and Nl
ss), also satisfying the invariant mass

requirement. To summarize:

r(pT,η) =
NT

os(pT,η)−NT
ss(pT,η)

Nl
os(pT,η)−Nl

ss(pT,η)
(6.14)

The efficiencies do depend on pT and η , as indicated in eq. (6.14), but they
are approximately constant in several regions. For the final measurement of
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the efficiencies, regions in pT and η with approximately constant efficiencies
have been identified. The plots in Figure 6.2 show the real efficiency plot-
ted against electron η for high rate and low rate for 35 pb−1 as well as high
rate for 689 pb−1. As comparison, the efficiencies from Z → `` MC samples,
generated by PYTHIA, are shown as well. Some common features because of
detector geometry are clearly visible, like the efficiency decrease for η around
1.5, which corresponds to the crack region in the calorimeter, c.f. the electron
definition in section 5.4.1.

The low rate real efficiency for 35 pb−1 electrons ranges from ∼ 70% for
low pT to ∼ 80% at high pT, with statistical uncertainties of a few percent.
The high rate real efficiency is slightly higher, ranging from ∼ 80% at low pT
to above 90% at high pT, again with a statistical uncertainty of a few percent.
The high rate electron real efficiency for 689 pb−1 is higher still because of the
tightened loose electron definition. For muons the real efficiency is roughly
constant; 96% for low rate muons and 99% for high rate muons, both for
35 pb−1 and 689 pb−1, with statistical uncertainties below one percent.

Since the statistical uncertainties on the real efficiencies are at the level
of at most a few percent they will be ignored in what follows. Systematic
uncertainties of the efficiencies are not estimated beacuse the uncertainties of
the fake rate are expected to dominate in the final calculation.

6.7 Fake rate measurements
Fake rates are estimated from either a jet or a lepton trigger stream. The jet
stream contains events with at least one jet trigger fire, and this stream is used
to estimate the rate for the low rate method, since these leptons are too loose
to satisfy the lepton trigger requirements. The lepton stream contains events
where at least one lepton trigger has fired, and this stream is used to estimate
the rate for the high rate method. The same lepton triggers are used in the
analysis and they are chosen to not be prescaled, which means that statistics
is significantly higher compared to the jet stream with prescaled triggers.

All events are required to pass the standard quality cuts, described in section
5.3, except for an adjustment of the jet electron overlap removal: For each
electron, if the closest jet is within ∆R < 0.1 it is removed, unless it is the
leading jet. All loose and reconstructed leptons are removed in a cone ∆R <
0.7 around the leading jet. The event is then required to have at least one jet
in the case of high rates and two jets for the low rates, to reduce trigger bias.

For the jet stream, events triggered by one of six different jet triggers are
used, the jet thresholds are 20, 30, 40, 50, 75 and 95 GeV. In case of a jet
20 trigger, the leading jet is assumed to be the triggered object and its pT is
required to be > 20 GeV as well, to further reduce any trigger bias. There are
corresponding requirements for the other jet thresholds. Events from the four
lower jet thresholds are grouped together in a sample designated jlow, and
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Figure 6.2: Real efficiency for electrons as a function of lepton |η | for low and high
rate electrons in the 35 pb−1 dataset together with the high rate efficiency for the
689 pb−1 dataset. The efficiency drop in the calorimeter crack region for |η | around
1.5 is clearly visible.

events for the two highest triggers are called jhigh. In the lepton stream, the
same jet thresholds apply for the leading jet, but no jet trigger is required. In-
stead, a lepton trigger fire is required. The reason for having two jet trigger
groups is to have an alternate handle on the uncertainties from event kinemat-
ics. This technique was only used for the 35 pb−1 dataset.

To get a sample free from signal leptons, an iterative cleaning process is
implemented for the 35 pb−1 and 689 pb−1 datasets. The biggest concerns are
contamination from W + jets and Z + jets, but other processes such as tt̄ can
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also contribute. Di-lepton events are suppressed by demanding that the events
contain only one loose lepton, and consequently at most one tight lepton. W +
jets is suppressed by choosing a low Emiss

T region4. The procedure uses a data
driven MC normalization to remove the signal lepton contribution. In each
step the rate is computed using the number of events in the low Emiss

T regions
as:

f =
NT,low− cT NT,low

mc

Nl,low− clNl,low
mc

(6.15)

where cT and cl are MC scale factors, set to zero in the first iteration, NT,low

(Nl,low) is the number of tight (loose) leptons in the low Emiss
T region and

NT,low
mc (Nl,low

mc ) is the number of tight (loose) signal leptons in the low Emiss
T

region estimated from MC. When the rate has been estimated, the one lepton
matrix method in eq. (6.4) is used to estimate the number of fake leptons in
an extended control sample; for the 35 pb−1 dataset, this sample is obtained
by increasing the Emiss

T threshold, in the first iteration it coincides with the
low Emiss

T region, and in subsequent iterations it is increased by 10%. For the
689 pb−1 dataset the extended region is fixed to Emiss

T < 40 GeV. The num-
ber of estimated fake events NT,high

F in the high Emiss
T region is then subtracted

from the total number of events in the sample, to give an estimate of the con-
tamination of real leptons. The MC scale factors are computed as:

cT =
NT,high−NT,high

F

NT,high
mc

cl =
Nl,high−Nl,high

F

Nl,high
mc

The values of cT and cl are then inserted in eq. (6.15) for the subsequent
iteration, and a corrected rate is computed. After a few iterations, the rates
converge.

6.8 Signal region extrapolation
The fake rates are highly dependent on the flavour composition of the sam-
ple, i.e. the fraction of fake leptons from heavy flavour hadrons, light flavour
hadrons and photon conversions. Since the flavour compositions differ be-
tween the control and the signal regions, an extrapolation procedure has been
implemented, which uses flavour compositions determined from MC together
with a linear transformation. This procedure is only needed for electrons, a
more direct method is sufficient for muons.

The control sample is split into three sub samples, labelled "b-tag", "c-tag"
and anti "b-c-tag", and they are defined as:
• b-tag All leptons close to a jet tagged by the SV0 [49] b-tagger. This b-

tagging algorithm attempts to reconstruct a secondary vertex inside the jet.

4Emiss
T < 50 GeV for low rate electrons, Emiss

T < 20 GeV for high rate electrons as well as low
rate muons and Emiss

T < 10 GeV (20 GeV for 689 pb−1) for high rate muons.
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The fraction of fake leptons from heavy flavour jets is enhanced in this
sample.

• c-tag All leptons that are within ∆R < 0.1 of a conversion vertex. This
sample is completely dominated by fake leptons from conversions.

• anti b-c-tag All leptons not satisfying the b-tag and c-tag requirements
above. This sample is enriched in light flavour fake leptons.
Figures 6.3 and 6.4 show the fake rates with the different flavour tags, for

high rate electrons and muons, and low rate electrons and muons.
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Figure 6.3: High rate electron fake rate for different flavor tags.

The rates in the three sub samples in the control region, b-tag, c-tag and anti
b-c-tag, are related to the “true” rates for heavy flavour, photon conversions
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Figure 6.4: High rate muon fake rate for different flavor tags.

and light flavour by a matrix containing the flavour compositions: Rbt

Rct

R!bc

=

 HFbt PCbt LFbt

HFct PCct LFct

HF!bc PC!bc LF!bc


 RHF

RPC

RLF

 (6.16)

where HFx, PCx and LFx are the heavy flavour, conversion and light flavour
fractions, x denotes the tagged sub samples: bt for the b-tag sample, ct for the
conversion tag sample and !bc for the light flavour sample with anti b-c-tag.
All fractions are positive and less than one and their sum is one. Rx denotes
the rates measured in the different sub samples.



66 Chapter 6: Estimation of the non signal lepton background to tt̄

Given the control region flavour composition, the matrix in eq. (6.16) can
be inverted to give the rates RHF , RPC and RLF that, to a first approximation,
correspond to pure rates for the different flavour fractions. The extrapolation
to the signal region is done using the composition of fake leptons in the signal
MC samples5.

pT( GeV) HFbt PCbt HFct PCct HF!bc PC!bc

20 → 25 0.81 0.034 0 1 0.12 0.11

25 → 30 0.78 0.035 0 1 0.082 0.12

30 → ∞ 0.69 0.030 0 1 0.043 0.14

Table 6.1: Flavour composition of the control sample for high rate electrons, 35 pb−1.

pT( GeV) HFbt PCbt HFct PCct HF!bc PC!bc

20 → 25 0.17 0.18 0 1 0.0091 0.30

25 → 30 0.15 0.18 0 1 0.0074 0.30

30 → ∞ 0.13 0.16 0 1 0.064 0.28

Table 6.2: Flavour composition of the control sample for low rate electrons, 35 pb−1.

pT( GeV) HFbt PCbt HFct PCct HF!bc PC!bc HF LF

25 → 30 0.91 0.02 0 1 0.19 0.11 0.27 0.21

30 → 40 0.97 0.01 0 1 0.07 0.12 0.21 0.30

40 → ∞ 0.50 0.00 0 1 0.02 0.14 0.11 0.29

Table 6.3: Flavour composition of the control and signal samples for high rate elec-
trons, 689 pb−1.

The systematic uncertainty due to the unknown composition of the signal
sample is estimated by assuming a 40% uncertainty on the flavour contents
HF and PC for the 35 pb−1 dataset and 20% for the 689 pb−1 dataset. The
extrapolated rate is given by the expression:

fe(~x, pT,η) = HF(~x)RHF(pT,η)+PC(~x)RPC(pT,η)+LF(~x)RLF(pT,η)

where~x represents the variable(s) that parametrize the flavour fractions in the
signal region. In case of the low rate electrons for 35 pb−1, the variables are
N jets and Emiss

T , and the flavour fractions are given in Table 6.4. For the high
rate electrons with the 35 pb−1 dataset, the flavour fractions are constant with
HF = 23.2% and PC = 20.6%. In case of high rate electrons for 689 pb−1

5tt̄, bb̄, single top, di-boson(WW, WZ and ZZ), W + jets and Z + jets
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the flavour fractions, shown in Table 6.3, are parametrized by electron pT.
A special fake rate for use in a b-tagged signal sample is produced by using
constant fractions HF = 0.5 and PC = 0.1.

For high rate muons in the 35 pb−1 dataset, the rate is the mean of the
heavy flavour and light flavour rates and the systematic uncertainty is half the
difference:

fµ(pT,η) = 0.5(RHF(pT,η)+RLF(pT,η))

δ fµ(pT,η) = 0.5|RHF(pT,η)−RLF(pT,η)|

The rate for the 689 pb−1 dataset is computed by letting the heavy flavour
fraction increase from 50% to 53%, and to 75% for the b-tagged rate.

Region HF PC

N jets < 2 Emiss
T < 40 0.034 0.50

N jets ≥ 2 Emiss
T < 40 0.049 0.35

N jets < 2 Emiss
T > 40 0.008 0.30

N jets ≥ 2 Emiss
T > 40 0.020 0.26

Table 6.4: Flavour composition of the signal sample for low rate electrons in the
35 pb−1 dataset.

The extrapolation is done for each pT and η bin and the result for hMM
electrons is shown in Table 6.5 and for hMM muons in Table 6.6 with both
statistical and systematic uncertainties. For the lMM electrons the rate for
electron goes from about 10% at low pT to 5% at high pT, for muons the
rate is around 15%. The extrapolated fake rates for electrons in the 689 pb−1

dataset are shown in Table 6.7, and for muons in Table 6.8.
For the 3 pb−1 dataset, the extrapolated rate and uncertainties were esti-

mated using only two different sub samples, a heavy flavour enriched sam-
ple and a heavy flavour depleted sample, and the extrapolation is done using
flavour fractions from MC with 100% uncertainties.

Like the real efficiency, the fake rate for electrons has geometric dependen-
cies, visible in the η plots of Figure 6.3, while the muon rate is flat in η , which
can be seen in Figure 6.4. The electron flavor rates have strong kinematic de-
pendencies, seen in the pT plots of Figure 6.3. The b-tagging is efficient in
enhancing or depleting the sample of fake leptons from heavy flavor, the pu-
rity is high as seen in Tables 6.1, 6.2 and 6.3. The kinematic and geometric
dependencies are evened out by the extrapolation, but some differences in η

regions and pT remain, as visible in Tables 6.5, 6.6, 6.7 and 6.8.
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pT(GeV) |η | Fake rate

20 → 25 0 → 1 0.34±0.95%±44%

25 → 30 0 → 1 0.30±2.05%±39%

30 → 60 0 → 1 0.29±3.6%±36%

60 → ∞ 0 → 1 0.31±33%±52%

20 → 25 1 → 2.5 0.29±1.5%±38%

25 → 30 1 → 2.5 0.28±3.0%±24%

30 → 60 1 → 2.5 0.27±5.1%±24%

60 → ∞ 1 → 2.5 0.31±31%±24%

Table 6.5: Extrapolated high electron fake rates for the 35 pb−1 dataset with statistical
and systematic uncertainties.

pT(GeV) |η | Fake rate

20 → 30 0 → 1.6 0.34±2.2%±33%

30 → ∞ 0 → 1.6 0.34±1.7%±41%

20 → 30 1.6 → 2.5 0.36±2.6%±42%

30 → ∞ 1.6 → 2.5 0.34±2.6%±42%

Table 6.6: Extrapolated high muon fake rates for the 35 pb−1 dataset with statistical
and systematic uncertainties.

6.9 Cross checks
In order to check the validity of the extrapolated fake rate from the previous
section, the one lepton matrix in eq. (6.5) is applied in the `+ jetssample. Only
the high rate is tested because the tight lepton trigger requirements prevent the
testing of the low rate.

The plots in Figure 6.5 show the estimated fake lepton yield for electrons
in events with at least one jet with the 35 pb−1 dataset, versus the kinematic
variables lepton pT and lepton η . The two bottom plots show results for a b-
tagged sample. Figures 6.6 show the same plots for muons. In the figures, the
contribution for all processes, except fake leptons, are taken from simulations.
The model plus the fake lepton background agrees with data, and the same
holds for the b-tag sample, where a larger contribution from heavy flavour
fake leptons is expected. A cut Emiss

T > 30 GeV is applied.
An important variable is the transverse mass, denoted mT , defined as:

mT =
√

2pTEmiss
T (1− cos∆φ)
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pT(GeV) |η | Fake rate B-tag fake rate

25 → 30 0.0 → 1.0 0.35±0.5%±45% 0.44±0.5%±36%

30 → 35 0.0 → 1.0 0.35±1.0%±35% 0.41±1.0%±29%

35 → 40 0.0 → 1.0 0.35±2.0%±24% 0.38±2.0%±22%

40 → 50 0.0 → 1.0 0.35±3.2%±34% 0.47±3.2%±25%

50 → ∞ 0.0 → 1.0 0.42±9.2%±48% 0.37±9.2%±54%

25 → 30 1.0 → 1.8 0.21±0.9%±76% 0.31±0.9%±53%

30 → 35 1.0 → 1.8 0.27±1.7%±48% 0.31±1.7%±41%

35 → 40 1.0 → 1.8 0.27±3.1%±50% 0.29±3.1%±47%

40 → 50 1.0 → 1.8 0.28±5.0%±56% 0.41±5.0%±39%

50 → ∞ 1.0 → 1.8 0.35±9.0%±50% 0.38±9.0%±45%

25 → 30 1.8 → 2.5 0.40±1.9%±17% 0.42±1.9%±17%

30 → 35 1.8 → 2.5 0.44±3.9%±24% 0.41±3.9%±26%

35 → 40 1.8 → 2.5 0.45±5.9%±28% 0.41±5.9%±30%

40 → 50 1.8 → 2.5 0.46±8.1%±43% 0.40±8.1%±50%

50 → ∞ 1.8 → 2.5 0.52±10%±33% 0.47±10%±37%

Table 6.7: Extrapolated high electron fake rates for the 689 pb−1 dataset with statistical
and systematic uncertainties.

pT(GeV) |η | Fake rate B-tag fake rate

20 → 30 0.0 → 1.0 0.34±1.4%±40% 0.28±48%±72%

30 → 40 0.0 → 1.0 0.30±6.2%±58% 0.22±78%±90%

40 → ∞ 0.0 → 1.0 0.47±17%±62% 0.34±86%±59%

20 → 30 1.0 → 1.6 0.37±1.7%±38% 0.31±46%±65%

30 → 40 1.0 → 1.6 0.33±7.9%±58% 0.24±78%±82%

40 → ∞ 1.0 → 1.6 0.45±18%±60% 0.33±81%±60%

20 → 30 1.6 → 2.5 0.29±2.3%±45% 0.23±56%±87%

30 → 40 1.6 → 2.5 0.26±9.9%±64% 0.18±90%±110%

40 → ∞ 1.6 → 2.5 0.46±19%±50% 0.36±64%±55%

Table 6.8: Extrapolated high muon fake rates for the 689 pb−1 dataset with statistical
and systematic uncertainties.
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Figure 6.5: e+ jets yield for kinematic variables in the region Emiss
T > 30 GeV for the

35 pb−1 dataset

where ∆φ is the distance in φ between the Emiss
T vector and the transverse

lepton momentum vector and pT is the transverse lepton momentum. The plots
in Figure 6.7 show the estimated electron yield distributions in pT, η and
mT for the 689 pb−1 dataset, with Emiss

T > 30 GeV and at least one jet in the
events. Figure 6.8 show the same distributions but in a b-tagged region. The
corresponding distributions for muons are shown in Figures 6.9 and 6.10.



6.10 Fake di-lepton yield estimation 71

 [GeV]
T

lepton p
0 10 20 30 40 50 60 70 80 90

E
ve

nt
s 

/ 5
 G

eV

0

2000

4000

6000

8000

10000

12000

14000

 [GeV]
T

lepton p
0 10 20 30 40 50 60 70 80 90

E
ve

nt
s 

/ 5
 G

eV

0

2000

4000

6000

8000

10000

12000

14000
m

-1 L dt = 35 pb∫
data

 lltt
Single top

ττZ
WW
Diboson

+jetsγZ/
W+jets
Fake leptons

(a) Muon pT

ηlepton 

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

E
ve

nt
s 

/ 0
.1

0

0

200

400

600

800

1000

1200

1400

1600

1800

2000

ηlepton 

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2

E
ve

nt
s 

/ 0
.1

0

0

200

400

600

800

1000

1200

1400

1600

1800

2000 m

-1 L dt = 35 pb∫

(b) Muon η

 [GeV]
T

lepton p
0 10 20 30 40 50 60 70 80 90

E
ve

nt
s 

/ 5
 G

eV

0

200

400

600

800

1000

1200

1400

 [GeV]
T

lepton p
0 10 20 30 40 50 60 70 80 90

E
ve

nt
s 

/ 5
 G

eV

0

200

400

600

800

1000

1200

1400
m

-1 L dt = 35 pb∫
data

 lltt
Single top

ττZ
WW
Diboson

+jetsγZ/
W+jets
Fake leptons

(c) Muon pT, b-tag sample

ηlepton 

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

E
ve

nt
s 

/ 0
.1

0

0

20

40

60

80

100

120

140

ηlepton 

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2

E
ve

nt
s 

/ 0
.1

0

0

20

40

60

80

100

120

140
m

-1 L dt = 35 pb∫

(d) Muon η , b-tag sample

Figure 6.6: µ + jets yield for kinematic variables in the region Emiss
T > 30 GeV for the

35 pb−1 dataset

6.10 Fake di-lepton yield estimation
The matrix method, using weights given by eq. (6.12) and eq.(6.5), can now
be applied to get an estimate of the fake lepton yield in the di-lepton signal
region, defined in section 5.3, with relaxed cuts on jet multiplicity.

Table 6.9 shows the high rate fake lepton yield versus the number of jets in
the 35 pb−1 dataset. Because of low statistics, the predicion for same charge
lepton was used in the ee and µµ channels. A global systematic uncertainty
of 50% has been introduced. Table 6.10 lists the prediction from the low rate
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Figure 6.7: Electron + jets yield in the region Emiss
T > 30 GeV for the 689 pb−1 dataset.
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method for the 35 pb−1 dataset. The results from the high and low rate meth-
ods agree in the signal region (≥ 2 jets).

The opposite sign fake lepton yield for the 689 pb−1 dataset is shown in
Table 6.11.

N jets ee eµ µµ

0 1.61 ± 0.81 ± 0.81 0.0 ± 0.7 ± 0.35 0.47 ± 0.48 ± 0.24

1 0.55 ± 0.54 ± 0.28 1.12 ± 0.93 ± 0.56 0.0 ± 0.46 ± 0.23

≥ 2 0.98 ± 0.7 ± 0.5 1.92 ± 1.52 ± 0.96 0.44 ± 0.44 ± 0.22

Table 6.9: High rate fake lepton yieldfor the 35 pb−1 dataset.

N jets ee eµ µµ

0 1.1 ± 0.093 ± 1.6 0.25 ± 0.039 ± 0.21 0.15 ± 0.038 ± 0.13

1 0.81 ± 0.075 ± 1.3 1.1 ± 0.088 ± 1.3 0.12 ± 0.035 ± 0.11

≥2 1.1 ± 0.092 ± 1.4 2.5 ± 0.14 ± 3.5 0.055 ± 0.027 ± 0.055

Table 6.10: Low rate fake lepton yield for the 35 pb−1 dataset.

N jets ee eµ µµ

0 3.3 ± 2.5 ± 3.3 3.8 ± 2.3 ± 3.8 0 ± 0.39 ± 0

1 4.1 ± 2.8 ± 4.1 19 ± 5.6 ± 19 0.4 ± 1 ± 0.4

≥2 4.0 ± 4.6 ± 2.0 44 ± 9.5 ± 22 6.3 ± 2.7 ± 3.2

Table 6.11: High rate fake lepton yield for the 689 pb−1 dataset.

Inclusive distributions in the variables jet multiplicity and Emiss
T are shown

for same charge eµ events in Figures 6.11 for the 35 pb−1 dataset. For the
low rate method, the fake lepton yield is notably lower, while the statistics
is higher. In the region dominated by tt̄ (events with at least 2 jets and some
Emiss

T ) the methods are in agreement.
The result from the low rate method is used as a cross-check, while the

result from the high rate method is the primary result, and it is used in the
cross-section measurement in paper III and II. The differences between model
and data in the control regions and the low statistics warrants a 50% systematic
uncertainty in the entire region.

For the 689 pb−1 dataset, the jet multiplicity and Emiss
T distributions for

same sign eµ events are shown in Figure 6.12. In the region with high Emiss
T

or two jets, the model predictions agree with data, but in the low Emiss
T and

jet multiplicity bins there seems to be a deficit in the fake lepton predictions.
To account for the differences, a systematic uncertainty of 50% is decided for
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the opposite sign signal region with high Emiss
T and two jets, and 100% for the

region with 0 and 1 jets.
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Figure 6.8: Electron + jets yield with b-tagging in the region Emiss
T > 30 GeV for the

689 pb−1 dataset.
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Figure 6.9: µ + jets yield in the region Emiss
T > 30 GeV for the 689 pb−1 dataset.
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Figure 6.10: µ + jets yield with b-tagging in the region Emiss
T > 30 GeV for the

689 pb−1 dataset.
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Figure 6.11: Fake lepton yield in eµ same sign for the 35 pb−1 dataset.
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Figure 6.12: Fake lepton yield in eµ same sign for the 689 pb−1 dataset.





7 Measuring the total cross-section
of tt̄ pair production

7.1 Overview
Three measurements of the top pair production cross-section are presented in
this chapter. All of them are made in the di-lepton channel, although the final
published results are in some cases combined with measurements from other
channels, e.q. `+ jets and di-lepton with b-tagging. Successively larger data
sets are used for the measurements, starting with 2.9 pb−1 in paper I through
35 pb−1 in III ending with 689 pb−1 in paper IV. All data were collected by
ATLAS during 2010 and 2011.

The remarkable increase in integrated luminosity has been achieved by tun-
ing the beam parameters, thus increasing the instantaneous luminosity, c.f.
section 3.1. Increasing instantaneous luminosity has allowed for gradually
tightened object and event selection criteria, to reduce background contam-
ination of the signal region, and hereby lowering the uncertainty due to back-
ground modelling. The downside of increased instantaneous luminosity is that
the effects of pile-up become more problematic. More protons in each bunch,
smaller bunches and shorter time between colliding bunches increase the num-
ber of secondary interactions.

Pile-up can be either in time or out of time, where the former refers to multi-
ple interactions within the same bunch crossing as the hard interaction, while
the latter refers to interactions belonging to other bunch crossings, later or
earlier. Both types of pile-up will increase the entire energy level in the de-
tector, as well as giving rise to additional jets or energy depositions. Most
objects and observables are affected by pile-up to varying degrees. As a con-
sequence, systematic uncertainties may receive additional contribution from
pile-up. The average number of interactions per bunch crossing will rise from
2 at the highest instantaneous luminosity in the 2.9 pb−1 dataset, to 5.6 in the
689 pb−1 dataset.

With increased running time of the experiment, experiences are gained that
allow for more advanced analysis strategies. One example is the use of b-jet
tagging methods. Identifying jets from hadronized b quarks from the top de-
cay can greatly increase the signal efficiency for tt̄. No b-tagging information
is used for the di-lepton channel in the first analysis; but already in the sec-
ond analysis of ten times the integrated luminosity, a baseline b-tagger [50] is
used. An even more advanced b-tagger [51] is used in the third analysis. How-
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ever, the introduction of b-tagger demands additional corrections and uncer-
tainties; differences in b-tagging efficiencies between MC and data are taken
into account by scaling MC to match the efficiency in data. The mis-tagging
efficiency of light jets is dealt with in the same way. Uncertainties on both tag-
ging and mis-tagging efficiencies are propagated to the final result. The back-
ground modelling also takes b-tagging into account. This is especially true for
the fake lepton background estimate since application of a b-taggger changes
the sample composition, which the fake rate is highly dependent upon, c.f.
section 6.8.

The usefulness of tt̄ total cross-section measurements is shown in refer-
ences [52] and [53]. Here the total cross-section is used to find or constrain
new physics in the language of an effective field theory.

7.2 Backgrounds
7.2.1 Z+jets
One of the largest background processes with two high pT leptons in the final
state, is Z + jets. At low di-lepton invariant mass and around the Z pole mass
(91 GeV) this process dominates. To reduce its contribution, events with in-
variant mass below some threshold or around the Z pole mass are removed.
There remains however a large contribution with a large uncertainty in the tt̄
signal region. The uncertainty is both due to uncertainties in the Z + jets Emiss

T
spectrum and to theoretical uncertainties from the production of a Z together
with at least 2 jets. A data driven method is used to estimate this background,
which reduces the systematic uncertainty. The region around the Z peak is
used as a control region. Other processes are insignificant in this region, but
the small contributions are removed using the estimated MC values. Next, a
scale factor is computed using the ratio between Z events in the control and
signal regions, and this factor is used to extrapolate the Z + jets contribution
from the control- to the signal region:

NSR
data ≈

NSR
MC

NCR
MC

NCR
data

where NCR
data is the background corrected value.

7.2.2 Fake leptons
The fake lepton backgrounds were estimated using the methods described in
chapter 6.
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7.2.3 Other backgrounds
All other backgrounds to tt̄, i.e. single top and dibosons, described in section
5.5, are simulated.

7.3 Cross-section measurement
The final cross-section is estimated by combining measurements in different
channels. In the first paper using 3 pb−1 of data, the combination is between
the three di-lepton and the two ` + jets channels. In the second analysis of
35 pb−1 the result is a combination of the three di-lepton channels and the two
lepton plus track channels. In the last analysis, using 689 pb−1 of data, the
di-lepton channels and the two lepton plus track channels are combined with
ee and µµ with b-tagging.

A likelihood method is used to combine the channels, and the impact of sys-
tematic uncertainties is estimated using profiling, c.f. section 5.2. The number
of expected events in channel i has background contributions from both MC
(NMC

ji ) and data driven methods (NDD
ji ):

Nexp
i (σtt̄ ,L ,~α) = L Ai(~α)σtt̄ +∑

j
NMC

i j (~α)+∑
j

NDD
i j (~α)

Ai is the acceptance for channel i. For all three di-lepton channels together
the acceptance is 1.43% in the first measurement, 1.69% in the second and
0.96% in the last. This expression for Nexp is used in a likelihood function,
eq. (5.2). The background expectation uncertainty distributions are modelled
differently depending in the analysis; in the first low luminosity analysis, they
are modelled by Gamma distributions, because the expected yield is small and
the uncertainties asymmetric. In the two subsequent analyses, Gaussian distri-
butions are used, the uncertainties are assumed to be symmetric. The methods
with likelihood ratios and profile likelihood ratios are used to estimate the
cross-section and its uncertainties.

7.4 Results
The final cross-section values, and the SM predictions, are presented and com-
pared in chapter 10. Table 7.1 shows an overview of the observed and total
expected number of events as well as the expected number of tt̄ events and
predicted fake lepton background in each di-lepton channel. Two numbers are
given for the fake lepton background, both the baseline estimate, which is the
high rate method from chapter 6, and the backup low rate method labelled
“Fake lepton II" in the table. The uncertainties are purely statistical for the
observed event yield, and purely systematic for tt̄ and the fake lepton pre-
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dictions. The two fake lepton predictions agree within uncertainties, giving
credibility to the presented numbers.

The impact of some important uncertainties are shown in Table 7.2. Sta-
tistical uncertainties dominate in the first two measurements, for all chan-
nels. As the luminosity reaches 689 pb−1, systematic uncertainties, especially
from jet energy scale (JES), dominate. Improvements in luminosity measure-
ments [30, 54] reduced the uncertainty drastically from the earliest analysis
of 2.9 pb−1 of data. As the object definitions and event selection is tightened,
the expected fake lepton background decreases and so does its impact on the
overall uncertainty.

The top mass dependency of the total cross-section was investigated in the
2.9 pb−1 analysis. It was found that changing the mass by ±1 GeV changes
the cross-section by ∓0.5%.

2.9 pb−1 35 pb−1 689 pb−1

ee Observed 2 17 165

Expected 1.79±0.30 14±1.7 149±18

tt̄ 1.19±0.19 10.9±1.2 124±17

Fake lepton I 0.16±0.18 1.0±0.9 4.0±5.0

Fake lepton II 0.10±0.10 1.1±1.4 −
µµ Observed 3 30 301

Expected 2.75±0.55 26.6±2.1 298+17/−20

tt̄ 1.87±0.26 19.4±1.5 241+15/−18

Fake lepton I −0.08±0.07 0.5±0.5 6.2±4.1

Fake lepton II 0.0±0.06 0.06±0.06 −
eµ Observed 4 57 963

Expected 4.82±0.65 55.1±4.4 906±54

tt̄ 3.85±0.51 45.7±3.7 746±42

Fake lepton I 0.47±0.28 1.9±1.7 44±24

Fake lepton II 0.10±0.10 2.5±3.5 −

Table 7.1: Summary of predicted and observed number of events for each channel in
the total cross-section measurements.
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2.9 pb−1 [%] 35 pb−1 [%] 689 pb−1 [%]

ee Statistics +126/−79 +33/−29 ±8.1

Total systematic +44/−25 +15/−13 +16.4/−14.4

Jet reconstruction +13/−7 +5/−4 ±5.7

Fake leptons +24/−31 +8/−6 ±3.3

Luminosity +16/−11 ±4 +4.4/−3.8

µµ Statistics +100/−67 +26/−23 ±6.1

Total systematic +30/−25 +9/−8 +8.8/−6.4

Jet reconstruction +9/−14 +4/−3 +6.4/−3.5

Fake leptons +1/−4 +3/−1 +1.5−1.3

Luminosity +16/−11 ±4 +4.4/−3.9

eµ Statistics +77/−56 +17/−15 ±3.9

Total systematic +25/−14 ±8 +8.2/−6.8

Jet reconstruction +5/−3 ±3 +4.7/−3.2

Fake leptons +8/−15 +3/−4 ±3.0

Luminosity +14/−12 ±4 ±4.2

Table 7.2: Overview of the impact on the final cross-section values for dominant un-
certainties for each di-lepton channel.





8 Simultaneously measuring the
total cross-sections of tt̄, WW and
Z → τ+τ−

8.1 Overview
This chapter gives a summary and some background to the di-lepton template
cross-section measurement in paper II. In this analysis the production cross-
sections of three very important SM processes are simultaneously measured
in 35 pb−1 of data taken during 2010. The strategy behind this analysis has
been presented under several different names: in the ATLAS CSC book [36]
it was referred to as “inclusive template analysis”, and it has also been called
AIDA (An Inclusive Di-lepton Analysis). in this context, inclusive refers to
jet multiplicity, i.e. there is no jet multiplicity requirement.

Objects, electrons, jets and muons, in the events are selected according to
the object definitions in section 5.4. All events satisfy the criteria given in
section 5.3 with Emiss

T > 40 GeV in the ee and µµ channels, but without any
requirement on the number of jets.

Section 8.2 gives an overview of the method, and the expected signal and
background distributions are shown in section 8.3. Section 8.4 lists the sys-
tematics affecting this measurement, and section 8.5 gives the signal model
and the likelihood function used to compute the results that are shown in sec-
tion 8.6.

8.2 The method
The idea behind this analysis is to simultaneously measure the total produc-
tion cross-sections of tt̄, WW and Z → τ+τ− in the di-lepton channels. The
basic observation is that these three processes populate different regions in a
plane spanned by the topological variables jet multiplicity (number of jets)
and Emiss

T . In the di-lepton final state of tt̄ one expects at least two jets and
a substantial amount of Emiss

T , because of the two neutrinos, c.f. section 2.8.
In WW and Z → τ+τ− events one expects jets only from higher order QCD
corrections. A substantial amount of Emiss

T is again expected for WW events
while less is expected in Z → τ+τ− events.
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MC is assumed to give a good description of the shape of the distributions
for the signal processes. Shape templates1 parametrized by the number of jets
and Emiss

T in each event, are created for these three processes, for each of
the three di-lepton channels. In addition, several absolute valued templates
are created for the background processes single-top, dibosons (WZ and ZZ),
Drell-Yan and fake leptons. Results from the high rate method, presented in
chapter 6, are used to create the templates for the fake lepton background.

Template distributions for the eµ channel are shown in Figure 8.1. The
lower right plot shows the absolute template for fake leptons while the other
plots show normalized shape templates for the signal processes. There is one
rectangle for each histogram bin, and their sizes are proportional to the bin
content. Bins with negative content are marked with a cross. Some of the
bins in the fake lepton template have a negative estimated yield, which is an
inconvenient side effect of the fake lepton method when applied with limited
statistics.

A likelihood function is constructed from the expected number of events in
each bin, parametrized by the cross-sections for he signal processes and a set
of nuisance parameters describing the systematic uncertainties in the analysis.
The cross-section values are estimated in a profile likelihood fit combined with
pseudo experiments, c.f. section 5.2.

8.3 Expected yield
Figures 8.2, 8.3 and 8.4 show the expected number of events in each Emiss

T
and jet multiplicity bin, for eµ , ee and µµ , compared to data. The expected
yield for all processes, except for the fake lepton background, are taken from
simulations using theoretical production cross-sections. Shaded areas show
the systematic uncertainties on the expected yield, of which the fake lepton
uncertainty is a large part.

Very few fake lepton events are predicted for the µµ channel, which seems
to be consistent with data. In eµ the largest contribution to fake leptons is from
fake electrons. The distributions of fake leptons are not smooth, and in some
bins the prediction is negative, because of the problem with limited statistics
mentioned earlier.

8.4 Systematic uncertainties
All significant systematic uncertainties, listed in section 5.6, are taken into
account. Uncertainties affect not only the acceptances and background nor-
malizations, but also the shape of the model templates.

1Histograms normalized to one, i.e. the bin sum is one.



8.4 Systematic uncertainties 89

)tNumber of jets (t

0 0.5 1 1.5 2 2.5 3 3.5 4

M
E

T 
[G

eV
]

0

20

40

60

80

100

120
ATLAS
Preliminary

-1 L = 35 pb∫

(a) tt̄

Number of jets (WW)

0 0.5 1 1.5 2 2.5 3 3.5 4

M
E

T 
[G

eV
]

0

20

40

60

80

100

120
ATLAS
Preliminary

-1 L = 35 pb∫

(b) WW

)ττNumber of jets (Z

0 0.5 1 1.5 2 2.5 3 3.5 4

M
E

T 
[G

eV
]

0

20

40

60

80

100

120
ATLAS
Preliminary

-1 L = 35 pb∫

(c) Z → τ+τ−

Number of jets (Lepton fakes)

0 0.5 1 1.5 2 2.5 3 3.5 4

M
E

T 
[G

eV
]

0

20

40

60

80

100

120
ATLAS
Preliminary

-1 L = 35 pb∫

(d) Fake leptons

Figure 8.1: Shape templates for tt̄ WW and Z → τ+τ− as well as the absolute tem-
plate for the fake lepton background in the eµ channel, parametrized by Emiss

T and jet
multiplicity.

The jet reconstruction efficiency uncertainty is estimated by removing 2%
of the jets at random. The uncertainty from the fake lepton background nor-
malization is constrained to 50% and the shape uncertainty is estimated by
comparing the data driven shape to the shape from MC. The Z + jets normal-
ization uncertainty is constrained to 50% and the uncertainty on the theoretical
cross-section for single top is constrained to 10%. The parton shower uncer-
tainty, affecting acceptance, is estimated by comparing result from POWHEG

[55, 56, 57] with both HERWIG and PYTHIA and MC@NLO with HERWIG.
Uncertainties from the modelling of ISR and FSR (see section 2.7) are esti-
mated using the ACERMC generator [58]. Uncertainties on tt̄ and single-top
acceptance from the PDF:s is estimated to 2% per channel from the error band
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Figure 8.2: Templates for eµ , compared to data in each jet multiplicity bin.
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Figure 8.3: Templates for ee, compared to data in each jet multiplicity bin.
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Figure 8.4: Templates for µµ , compared to data in each jet multiplicity bin.
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envelope for the PDF sets CTEQ66, MSTW08 [59] and NNPDF 2.0 [60]. The
uncertainty on the total integrated luminosity, αL, is constrained to 3.4%

All systematic uncertainties are incorporated into the final likelihood func-
tion as nuisance parameters, their impact on the total cross-section are esti-
mated by profiling, except for JER, JEE, ISR/FSR, PS, GEN, PDF and the
fake lepton shape. These uncertainties are one sided or have no well described
dependency on a single parameter. All individual uncertainties are estimated
in pseudo experiments using MC only. For a profiled uncertainty the corre-
sponding d is kept at zero, and the result from the pseudo experiments is
subtracted in quadrature from the total uncertainty, i.e. when all d are var-
ied. The impact from a non-profiled uncertainty is estimated by symmetrizing
the quadratic difference between nominal and shifted. The final uncertainty
on the cross-sections is estimated by profiling in data, one cross-section at
a time, and the non-profiled uncertainties are added in quadrature. A modi-
fied Barlow–Beeston method [61] is used to include uncertainties from MC
statistics; one parameter per bin is used.

8.5 Signal model
The expected number of events in bin i j, for one channels, is given by:

N pred
i j (~σ sig,~α) = ∑

sig
L Asig(~α)T sig

i j (~α)σ sig (8.1)

+∑
bkg

L Ãbkg(~α)T bkg
i j (~α)σbkg(~α)+∑

DD
NDD

i j (~α)

where sig denotes the signal processes: tt̄, WW and Z → τ+τ−, and bkg are
the EWK background processes: di-bosons (WZ and ZZ) and single-top. The
other ingredients are:
• A : Acceptance.
• L : Integrated luminosity.
• ~α : Nuisance parameters for systematic uncertainties.
• T sig

i j : Signal process template, normalized to 1.
• ~σ : The cross-section for each signal processes.
• T bkg

i j : Expected EWK background templates.
• σbkg : Constrained EWK background cross-sections.
• NDD

i j : Data driven background estimates: Drell-Yan and fake leptons.
All templates (Ti j and NDD

i j ) are expanded, like the acceptances, in the system-
atic shifts and morphed by the corresponding nuisance parameters.

Assuming Poisson statistics for the number of observed events in each bin
and Gaussian constraints for all nuisance parameters, the signal model is used
in a likelihood function, eq. (5.2).
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8.6 Results
The results from the inclusive template analysis are summarized in Tables
8.1 and 8.2. The first row shows cross-section for the eµ channel only, and the
second row for all three channels combined. Row three shows recent measure-
ments for comparison and the last line shows the theoretical cross-sections.
The last column in Table 8.1 shows the measured tt̄ cross-sections when the
cross-section of Z → τ+τ−and WW are constrained to within 15% of their
predicted values. All measured cross-sections are compatible with the SM
predictions and the other measured vales. The tt̄ cross-section is compared to
the other measurements in this thesis of the total cross-section in chapter 10.

σtt̄ [pb] σtt̄ [pb] (Z & WW fixed)

eµ 163±28±14±6 164±27±14±5

All ch. 171±22±14±5 173±21±14±5

Other 145±31+42
−27 (section 7.4) 145±31+42

−27

Theory 165+11
−16 [19] 165+11

−16 [19]

Table 8.1: cross-sections for tt̄ measured with the inclusive template method for
35.3 pb−1 of data, compared to recent measurements and theoretical values.

σWW [pb] σZ→ττ [pb]

eµ 46±26±9±2 1400±290±160±40

All ch. 59±21±12±2 1400±290±160±40

Other 41±15±6±4 [62] 970±70±60±30 [63]

Theory 46.2+2.3
−2.3 1076+54

−54

Table 8.2: cross-sections for WW and Z → τ+τ− measured with the inclusive tem-
plate method for 35.3 pb−1 of data, compared to recent measurements and theoretical
values.

The impact of each source of systematic uncertainty on the total cross-
section for tt̄ are shown in Table 8.3, for WW in Table 8.4 and for Z → τ+τ−

in Table 8.5.
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Relative σtt̄ uncert. [%]

Source ±eµ ±All

Statistical uncertainty 18 13

Object selection

Lepton reconstruction, ID, trigger 5 5

Jet energy reconstruction 2 2

Background rates

Fake leptons 2 1

Drell-Yan 1 1

Monte-Carlo simulation stat. 0 1

Signal simulation

Initial/final state radiation 6 6

Generator 2 1

Integrated luminosity 4 3

Total systematic uncertainty 9 9

Stat. + syst. uncertainty 20 16

Table 8.3: Uncertainties on the tt̄ cross-section.

All parameter values, including nuisance parameters, after the fit are shown
in Table 8.6. The middle column shows the values in the fit of the eµ channel
only, and the right column the values for the fit to all channels.
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Relative σWW uncert. [%]

Source ±eµ ±All

Statistical uncertainty 56 36

Object selection

Lepton reconstruction, ID, trigger 5 5

Jet reconstruction efficiency 1 2

Jet energy reconstruction 1 13

Jet energy resolution 3 0

Background rates

Fake leptons 17 13

Drell-Yan 1 2

Single top 0 5

Signal simulation

Initial/final state radiation 2 2

Generator 4 1

Integrated luminosity 3 3

Total systematic uncertainty 19 20

Stat. + syst. uncertainty 59 41

Table 8.4: Uncertainties on the WW cross-section.

Relative σZ→ττ uncert. [%]

Source ±eµ ±All

Statistical uncertainty 21 21

Object selection

Lepton reconstruction, ID, trigger 6 6

Background rates

Fake leptons 10 10

Monte-Carlo simulation stat. 1 1

Signal simulation

Initial/final state radiation 0 1

Integrated luminosity 3 3

Total systematic uncertainty 12 12

Stat. + syst. uncertainty 24 24

Table 8.5: Uncertainties on the Z → ττ cross-section.
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Parameter Value (eµ) Value (eµ + ee+ µµ)

σtt̄ 163+30
−27 171+25

−23

σWW 46+27
−22 59+23

−20

σZ→ττ 1396+311
−275 1400+314

−278

αefake -0.31+0.58
−0.41 -0.32+0.45

−0.37

αmfake -0.31+0.58
−0.41 -0.40+0.51

−0.37

αJES 0.85+0.88
−0.88 0.78+0.84

−0.83

αL 0.00+0.03
−0.03 0.00+0.03

−0.03

αDYee 0.00+0.50
−0.50 0.05+0.48

−0.48

αDYmm 0.05+0.50
−0.50 0.56+0.43

−0.43

αW Z 0.00+0.10
−0.10 0.00+0.10

−0.10

αst 0.00+0.10
−0.10 0.00+0.10

−0.10

αeµ 0.00+0.05
−0.05 -0.01+0.05

−0.05

αee – 0.01+0.05
−0.05

αµµ – 0.01+0.05
−0.05

Table 8.6: Parameters of the likelihood function after the maximum likelihood fit





9 Measuring the differential tt̄
production cross-section

9.1 Overview
This chapter gives a summary of and some additional information to the mea-
surement of the differential tt̄ production cross-section in paper V.

After studying the total cross-section the natural step to take, when enough
data has been collected, is to analyse differential cross-sections, i.e. the cross-
section as a function of some variable: dσtt̄/dx. Three different variables have
been used in this analysis: the invariant mass (mtt̄), the transverse momen-
tum (pTtt̄) and the rapidity (ytt̄) of the tt̄ system. From a theoretical point of
view, new phenomena could alter the shape of the distribution in one of these
variables relative the SM prediction, without changing the total cross-section
significantly [52].

In order to compute the kinematic variables of the top pair, the four-vectors
of the produced top quarks are needed. In this analysis, the four-vectors are
obtained by making a kinematic likelihood fit of the event using reconstructed
objects and Emiss

T . The same method of reconstructing tt̄ four-vectors was pre-
viously used in a measurement of the tt̄ charge asymmetry [64]. The recon-
structed particle four-momenta have been smeared by experimental effects
with respect to the parton four-vectors. To retain the unsmeared values, the
distributions are unfolded [37]. The reason for presenting unfolded results is
to enable comparisons of the measured values to theoretical predictions by
people outside the ATLAS experiment that do not have access to the simula-
tion infrastructure. To reduce the impact of systematic uncertainties, relative
differential cross-sections 1/σtt̄dσtt̄/dx are measured. Large systematic un-
certainties, correlated between the total and differential cross-section, cancel,
giving a lower overall uncertainty.

9.2 Object and event selection
The basic event selection is one isolated lepton, electron or muon, fulfilling
high quality requirements, together with at least four well separated jets and a
substantial amount of Emiss

T , c.f. section 5.3.
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9.2.1 Electrons
Electrons are reconstructed with tight quality requirements and pT > 25 GeV,
as described in section 5.4.1. The calorimeter energy sum within a cone ∆R <
0.2 is required to be less than 3.5 GeV. Every electron is also required to match
an event filter trigger object.

In about 42% of the data taken, front end electronics malfunctioned in a
specific region of the electro magnetic calorimeter (0 < η < 1.45 and 0.578 <
φ < 0.788). An equal fraction (about 6%) of MC has to be adjusted to ac-
count for this loss of acceptance by removing electrons falling in this detector
region. A systematic uncertainty is associated to this procedure.

Figure 9.1 show the invariant mass distributions for opposite sign electrons,
with no requirement on jets. The uncertainty band includes all systematic un-
certainties described in section 9.5, except for theory uncertainties. In partic-
ular, the electron energy scale and resolution as well as scale factor uncer-
tainties are important. Agreement between data and MC, within uncertainties,
indicate that the reconstruction, trigger and identification efficiencies as well
as the electron energy scale and resolution are well described.

The e + jets signal region is defined by the cut Emiss
T > 35 GeV, to reduce

the background contributions, primarily from fake leptons and Z + jets.
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Figure 9.1: Invariant mass distribution for opposite sign electrons.
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9.2.2 Muons
Muons are reconstructed as described in section 5.4.3. Analysis muons are
required to have pT > 20 GeV and |η |< 2.5. The sum of all track pT within 0.3
cone is required to be less than 4 GeV and the sum of calorimeter depositions
in a cone 0.3 is also required to be less than 4 GeV.

No trigger matching is done for muons because of a misconfiguration in
the simulation that affects muons with a pT larger than 150 GeV. Instead the
simulated events are re-weighted with the measured trigger efficiency.

The muon momentum is calibrated in data. Figure 9.2 shows the invariant
mass distribution for opposite sign muons. The uncertainty band includes all
uncertainties described in section 9.5 except for theory uncertainties. The dis-
tributions for MC and data agree within uncertainties, which shows that the
scales, resolution and efficiencies for muons are well modelled.

In the signal region, a lower cut on Emiss
T > 20 GeV is applied together with

a triangular cut (Emiss
T + mT) > 60 GeV. The latter cut is optimized to reduce

the fake lepton background, in particular.
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Figure 9.2: Invariant mass distribution for opposite sign muons.
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9.2.3 Jets
Analysis level jets are selected according to the description in section 5.4.2.
Jets are required to have pT > 25 GeV. The effects of the malfunctioning front
end electronics are simulated by vetoing events. 42% of the events in MC,
having a jet with pT > 20 GeV in the dead region, are rejected.

One of the largest systematic uncertainties is the jet energy scale (JES) and
another jet related uncertainty is the jet energy resolution (JER). Figure 9.3
show a profile plot of the pT balance in Z events. Opposite sign di-electron
events have been selected that contain one jet that satisfy ∆R( jet, pZ) > 3π/4,
i.e. the jet and the Z are roughly back-to-back. The spread in jet-pT/ZpT is
plotted as a function of ZpT for both data and MC. The central values agree,
implying that the energy scale of the jets match between data and MC. There
is a tendency for data to have slightly larger spread, i.e. the jet energy reso-
lution is slightly worse in data. To estimate the Jet Energy Resolution (JER)
systematic the jet energy is smeared to give a worse jet resolution.
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Figure 9.3: Comparison of jet energy resolution between data and MC. The plots
shows profile histograms of the ration of jet to Z pT in di-electron + jet events, where
the di-electrons have a mass compatible with Z, and the Z and jet momenta are roughly
back-to-back.
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9.2.4 B-tagging
Since tt̄ contains two possible b-jets, the use of jet b-tagging increases the
purity of the signal region. A b-tagger consisting of two sub algorithms [51]
is used in this analysis. The first tagger (JetFitter) attempts to reconstruct sec-
ondary vertices and the second tagger (IP3D) uses the impact parameter sig-
nificance of the tracks belonging to the jet. In JetFitter, the path of the heavy
hadron from the primary vertex to the decay vertex is approximated using a
Kalman filter [65] and a likelihood discriminant between c- and b-hadrons is
built out of masses, momenta and flight length significances. An artificial neu-
ral network combines the two taggers and constructs a single discriminating
variable which is cut at a value corresponding to 70% b-tagging efficiency in
tt̄ events and a light jet rejection of 99 together with a c-jet rejection of 5.

There are differences between the tagging efficiencies in data and simula-
tion. To compensate for this, scale factors are applied to MC. There are factors
both for tagging efficiency of b-jets and mis-tagging efficiency for light jets.

Figure 9.4 show data and MC comparisons of tag rates for the e + jets and
µ + jets channels, as a function of jet pT. The tag rate is computed by dividing
the number of tagged jets by the total number of jets, the tagging efficiency
scale factors are included in case of MC. The plots show the data tag rate
divided by the MC tag rate. Data and MC are in agreement, especially in the
high pT region, where the b-tagger was less thoroughly tested.

Figure 9.6 show the jet multiplicity distributions in the two channels for
events with at least one b-tagged jet. The signal purity can be seen to increase
with respect to the un-tagged sample shown in Figure 9.5. The model predic-
tions agree with data, within uncertainties, which shows that the background
normalizations are well estimated. In Figure 9.7 the b-tag multiplicity distri-
butions are shown. The results corroborate the conclusion drawn from Figure
9.4, that the tag rates in data and MC are compatible within uncertainties.

9.3 Backgrounds
9.3.1 Fake leptons
The fake lepton background is estimated using a single lepton matrix method
like the one outlined in chapter 6. Fake rates are estimated in a ` + jets re-
gion dominated by fake leptons; this is a low Emiss

T region, slightly different
between e+ jets and µ + jets. The contribution from real leptons is subtracted
using simulation of W + jets and Z + jets, the dominating real lepton processes
in this region.
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Figure 9.4: B-tag rate comparisons between data and simulation as a function of jet
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Fake muons
A loose muon is defined by removing the isolation requirement on the tight
muon. The fake rate is measured in a µ + jets sample with mT < 20 GeV and
a triangular cut Emiss

T +mT < 60 GeV.

Fake electrons
A loose electron is a medium electron with additional requirements on a hit in
the pixel b-layer and a loosened isolation requirement, from 3.5 to 6 GeV. The
fake rate is measured in a e+ jets control sample defined by 5 GeV < Emiss

T <
20 GeV

9.3.2 W+jets
As W + jets is the largest process after tt̄ in the signal region, an accurate
estimate is required. A three stage data driven method is used to normalize
the MC generated distributions. The base of the estimate are the six ALPGEN
samples for W production in association with zero to five partons, assumed to
be massless. Zero mass is a good approximation for light quark production,
but for production of b and c quarks, mass effects have to be included. Separate
ALPGEN samples for Wbb+jets, Wcc+jets and Wc+jets exists for up to a total
of five outgoing partons1. The first step is to estimate the flavour composition,
i.e. the fractions of the W+light, Wbb, Wcc and Wc contributions. The method

1The cross-section for Wb+jets is very small and thus ignored.
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uses measurements of one lepton plus one or two jets, with a possible b-tag.
Equations containing the different heavy flavour fractions are then solved. The
number of unknowns are reduced by estimating fractions between Wbb in one
and two jets and the fraction between Wcc and Wbb, from simulation. The
W+light jet fraction is adjusted to keep the overall normalization constant.

In the second step, the W + jets normalization is estimated from data with
a method that exploits the fact that W production is charge asymmetric in
proton-proton collisions; roughly 40% more W+ is produced. One of the un-
derlying, and well founded [59, 66, 67], assumptions is that this ratio (r) be-
tween W+ and W− can be accurately computed from MC:

r =
NMC

W+

NMC
W−

=
Ndata

W+

Ndata
W−

(9.1)

Next, one assumes that the dominating source of charge asymmetry in data is
due to W + jets (the small contribution from single top is removed by subtract-
ing the MC expectation):

Ndata
W+ −Ndata

W− ≈ Ndata
+ −Ndata

− (9.2)

Equation (9.1) and (9.2) can be used to solve for Ndata
W+ and Ndata

W− :

Ndata
W+ =

r
r−1

(Ndata
+ −Ndata

− ) Ndata
W− =

1
r−1

(Ndata
+ −Ndata

− )

and the expression for the total W + jets estimate becomes:

NW = Ndata
W+ +Ndata

W− =
r +1
r−1

(Ndata
+ −Ndata

− ) (9.3)

Finally, the W normalization for b-tagged events has to be estimated, which
is done using a method similar to the one used in paper I. The plots of the
transverse mass in Figure 9.8, with cuts on jet multiplicity and Emiss

T , show
agreement between data and model within uncertainties.

9.4 Reconstruction of event kinematics
The aim of the event kinematics reconstruction is to get the complete four-
vectors of the two top quarks. Given an event with at least four jets, one iso-
lated lepton and Emiss

T , there are several ways to assign the jets to outgoing
partons in the tt̄ decay, see Figure 2.6(b). If there are more than five jets in
the event, only the five leading jets, i.e. with highest pT, are considered. A
likelihood is constructed out of a possible assignment of the jets to outgoing
partons in the event, combined with the lepton and the neutrino momenta. The
likelihood is then maximized once for each possible jet permutation, and the
permutation with the largest likelihood is kept.
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The first step in the kinematic reconstruction is to approximate the neutrino
z-component by combining the lepton four-vector with the transverse Emiss

T
components and demanding that the sum should be compatible with the four-
vector of an on-shell W. Since this is a second degree equation, there might be
two real solutions that can serve as initial values.

The likelihood consists of two parts: the transfer function part and the Breit-
Wigner part. A transfer function ( f (Ê,E)) will give the probability for a par-
ticle of true energy E to be reconstructed with energy Ê. There are separate
transfer functions for b-jets as well as light jets, leptons (both e and µ) and
neutrino momenta. The Breit-Wigner part contains factors for both leptonic
and hadronic W and top decays. The full likelihood can be summarized as:

L = fb(Ê
lep
b ,E lep

b ) fb(Êhad
b ,Ehad

b )
flight(Ê1

light ,E
1
light) flight(Ê2

light ,E
2
light)

flept(Êlept ,Elept) fx(Êmiss
x ,Emiss

x ) fy(Êmiss
y ,Emiss

y )

BW (M̂lept
W ,MW ,ΓW )BW (M̂had

W ,MW ,ΓW )

BW (M̂lept
t ,Mt ,Γt)BW (M̂had

t ,Mt ,Γt)εb (9.4)

where a quantity with circumflex denotes a free (output) parameter in the like-
lihood fit. Quantities with a superscript lept (had) means that it belongs to the
leptonic (hadronic) W decay branch. εb is a factor that take b-tagging effi-
ciency and light jet rejection into account. A measured b-tagged jet that is
assigned to a b in the top decay will contribute with a factor of the tagging
efficiency, i.e. probability for tagging a true b-jet. If the b in the top decay is
assigned a jet without b-tag, there will be a factor 1−ε , and the same for light
jets and the rejection efficiency.

Figure 1 of paper V show the distributions of the negative log likelihood for
e+ jets and µ + jets. The region below -52 corresponds to badly reconstructed
events, typically one jet in the tt̄ decay escapes detection because of the ac-
ceptance limits, and an ISR-, or possibly FSR-, jet is reconstructed and this
combination happens to give the largest likelihood.

The plots in Figure 2 of paper V show the reconstructed tt̄ mass, tt̄ pT
and rapidity distributions, for events with a cut on likelihood and b-tagging
requirement.

9.5 Systematic uncertainties
The systematics listed in section 5.6 apply to this analysis, with some
modifications and additions. There is an uncertainty associated with the dead
calorimeter region that is estimated by varying the jet threshold ±4 GeV.
The total PDF uncertainty is the convolution of the uncertainties from the 44
pdf:s for CTEQ66, the 40 pdf:s of MSTW2008 and the 100 pdf:s in NNPDF,
according to a prescription in reference [68]. For W + jets the normalization
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uncertainty is estimated in the data driven method and the shape uncertainty
is taken from MC. The normalization uncertainty for Z + jets is 48%, and for
fake leptons it is 50% in the pretag sample and 100% in the tagged sample.
The uncertainty from ISR and FSR modelling is estimated by varying
parameters accoring to the Perugia tune [69], using the AcerMC generator
[58]. The uncertainty for ISR and FSR in each bin is the difference between a
shifted sample and a baseline tt̄ AcerMC sample.

9.6 Unfolding, combination and propagation of
uncertainties
The starting point for the unfolding and treatment of uncertainties is the total
cross-section formula eq. (5.1). For differential measurements one has to take
migration into account, i.e. the fact that the reconstructed variable is smeared
with respect to the true variable. Let Mi j denote the probability for an event
with true value in bin j to have a reconstructed value in bin i. M is called the
migration matrix. The differential cross-section for bin j can now be written:

σ j =
∑i M−1

ji (Ndata
i −Nbg

i )
A jL

(9.5)

A j is the acceptance for true bin j. Figure 4 in paper V shows plots of the
effective acceptance as a function of mtt̄ , pT,tt̄ and ytt̄ . Only statistical uncer-
tainties are included. Table 2 in paper V show the acceptance in the final bins
used in the unfolding step.

M is estimated from simulated tt̄ events, and it has to be invertible in or-
der for the unfolding procedure to work. The bins are chosen to be broader
than the resolution of the variable in question, to make sure that the matrix
is invertible, even under systematic shifts. To ensure a total probability, the
following normalization is applied:

∑
i

Mi j = 1

After normalization, the diagonal elements are expected to have a value of
about 0.68, corresponding to one standard deviation of the true variable. The
normalization ensures that operation with the matrix preserves the L1 norm.

Systematic uncertainties affect the migration matrix (M), the acceptance (A)
and the background estimate (Nbg). To propagate these uncertainties to the
cross-section and to combine the measurements for the e + jets and µ + jets
channels, a method based on pseudo experiments was devised, see section
5.2. The method was implemented in a tool-kit called CASE2. This method

2Combination And Systematics Evaluation tool, developed by colleagues at Stockholm Univer-
sity.



108 Chapter 9: Measuring the differential tt̄ production cross-section

also takes the statistical uncertainties in the two channels into account. Each
source of systematic uncertainty is associated with a normal distributed pa-
rameter: dk ∼ N (0,1). The quantities in eq. (9.5), Nbg, A and M are then
Taylor expanded about dk, and only linear terms are kept. Assuming Poisson
statistics for measurements in bin i, the cross-section formula can be written:

σ j =
∑i M−1

i j (~d)(Po(Ndata
j )−Nbg(~d))

A j(~d)L (~d)
(9.6)

For each pseudo experiment, the parameters d0 . . .dn are picked at random
from N (0,1) and the cross-section is computed for each bin and channel.

To reduce the impact of systematic uncertainties the quantity estimated
is the relative differential cross-section σ j

σtotal
, where the total cross-section

(σtotal) is computed as:

σtotal =
Po(Ndata)−Nbg(~d)

A(~d)L (~d)

where A is the total effective acceptance and Ndata is the total number of mea-
sured events in data. Estimates from e + jets and µ + jets are then combined
with a BLUE3 that uses the covariance matrix (C j) between σ e

j /σtotal and
σ

µ

j /σtotal:

σ j

σtotal
=

1
w j

(1,1)C−1
j

(
σ e

j /σtotal

σ
µ

j /σtotal

)
w j = (1,1)C−1

j

(
1

1

)

The covariance matrix C is estimated from pseudo experiments using simula-
tion of tt̄. The result for each bin is the median of σ j

σtotal
together with the 68%

confidence limits.

9.7 Results
The final unfolded results for mtt̄ , pT,tt̄ and ytt̄ are shown in Figure 5 of paper
V. In the first plot the mtt̄ result is compared to theoretical predictions from
two cross-section integrators: MCFM that produces a result at NLO, and a spe-
cial MC [70] that provides a result at NLO+NNLL accuracy. The second plot
shows the same result for mtt̄ compared to two event generators with parton
showering, MC@NLO and ALPGEN. The other two plots show the results
for pT,tt̄ and ytt̄ . Here the comparison is between MC integration at NLO with
MCFM and event generation by MC@NLO and ALPGEN. An overview of
the impact of all uncertainties is shown in Table 4 of paper V. One noticeable
thing is that the systematic uncertainties dominate over the statistical, even in

3Best Linear Unbiased Estimate
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the high mass bins, were statistics is low. Jet systematics, including JES and
JER, are large contributors together with the generator systematics, especially
ISR/FSR.

The measured differential cross-sections agree with the SM predictions,
within uncertainties. The total cross-section is also measured and its value
agree with the corresponding SM prediction. See chapter 10 for a comparison
of the total cross-section to the other values presented in this thesis.
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Figure 9.5: Jet multiplicity distributions in the tt̄ signal region with a relaxed cut on jet
multiplicity and without b-tagging requirement, for e+ jets (top) and µ + jets (bottom).
All uncertainties except for theoretical uncertainties are included.
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Figure 9.6: Jet multiplicity distributions in the tt̄ signal region with a relaxed cut on
jet multiplicity, for e + jets (top) and µ + jets (bottom). All uncertainties except for
theoretical uncertainties are included.
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Figure 9.7: b-tagged jet multiplicity distributions in the tt̄ signal region, for e + jets
(top) and µ + jets (bottom). All uncertainties except for theoretical uncertainties are
included.
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Figure 9.8: Transverse mass distributions in the tt̄ signal region with a relaxed cut on
jet mT and without b-tagging requirement, for e+ jets (top) and µ + jets (bottom). All
uncertainties except for theoretical uncertainties are included.
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10.1 Summary
This thesis has presented measurements of the tt̄ cross-section in both the
`+ jets and di-lepton channels. Both channels have their strengths and weak-
nesses. The `+ jets channel has a large irreducible W + jets background but
much higher branching ratio and it also offers the possibility to make a more
accurate reconstruction of the parton four-momenta, since the di-lepton chan-
nel has got two neutrinos in the final state. The di-lepton channel has low
background, especially in the eµ channel, but suffers from a small branching
fraction, 6.5% compared to 47.8% for ` + jets. The Z + jets process is both
an asset and a great problem; it provides a clean control region for perfor-
mance measurements, but it contaminates the signal region in both channels.
All measured values agree with the corresponding SM prediction, within un-
certainties.

10.2 Total cross-section measurements
Figure 10.1 shows an overview of the cross-section measured in each di-lepton
channel for the three dedicated tt̄ cross-section measurements. Results from
the template cross-section measurement, chapter 8, are also included for the
eµ channel, both for the case when WW and Z → τ+τ−are constrained to 15%
of their theoretical predictions (b), and when they are unconstrained (c). The
theoretical computation (a) is made with HATHOR v1.2 [19] and the uncertain-
ties from scale shifts and PDF:s are added linearly to give the total theoretical
uncertainty. One thing to note is that the eµ channel by itself is very strong,
(b) to (f), i.e. it has both low statistical and systematic uncertainties compared
to the other di-lepton channels.

An overview of the final combined cross-section measurements is shown
in Figure 10.2. Here the total cross-section estimated in the differential cross-
section measurement (h) has been included as well as the results from the tem-
plate measurement, (e) and (f). There is a trend towards higher cross-section
values in the measurements, not significant however. Recent theoretical devel-
opments [71] give a higher cross-section (b) and almost no uncertainty due to
scale shifts, one of the motivations behind the Principle of Maximum Confor-
mality (PCM) used to set the renormalization scale in the computations.
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 [pb]
tt

σ
100 150 200 250 300 350

-1(l)  0.70 fb -32
+36186

-1(k)    35 pb -63
+74202

-1(j) ee 3 pb -161
+259193

-1(i)  0.70 fb -18
+21167

-1(h)    35 pb -47
+52192

-1 3 pbµµ(g) -134
+195185

-1(f)  0.70 fb -16
+18177

-1(e)    35 pb -31
+31172

-1 3 pbµ(d) e -76
+107129

-1 35 pbµ(c) AIDA e -32
+32163

-1 fix. 35 pbµ(b) AIDA e -31
+31164

(a) HATHOR ~NNLO -16
+12165

Figure 10.1: Results for total tt̄ cross-section measurements in each di-lepton channel.

 [pb]
tt

σ
100 150 200 250 300 350

-1(h) Differential 2.05 fb  25±160 

-1(g) Dilepton 0.70 fb -14
+17176

-1(f) Template fix. 35 pb  26±173 

-1(e) Template 35 pb  27±171 

-1(d) Dilepton 35 pb  25±177 

-1(c) Combined 3 pb -41
+52145

(a) HATHOR ~NNLO

(b) HATHOR + PMC

-16
+12165

-3.5
+3.8172

Figure 10.2: Combined results for total tt̄ cross-section measurements.

10.3 Fake lepton estimation
Getting a reliable estimate of the fake lepton background is a difficult problem.
Since the fake rate is highly dependent on the loose lepton definition, this has
to be chosen with care. The dependency enters in three major ways; first in the
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measurement of the raw rate, then in the extrapolation procedure and finally
in the yield determination from the loose signal sample.

Two methods for estimating the fake yield in the di-lepton final state were
presented in chapter 6. Using the freedom to choose the loose definition, two
significantly different loose leptons were chosen and the fake rates and recon-
struction efficiencies determined from data. The definition leading to a high
rate was tested in the `+ jets final state, and the result agreed with data. Next,
the estimates from both methods were used on the di-lepton final state. The
results for the high rate gave a higher estimate in the low Emiss

T and jet multi-
plicity regions, but the methods agreed in the high Emiss

T and jet multiplicity
region that is dominated by tt̄.

An approximation that has been implicitly made is that the di-lepton matrix
method ignores TTL events, that are included in the signal region selection.
A possible extension of the method is to add the three lepton fake estimate,
transformed to the TTL basis, to the two lepton result, to get a more accurate
di-lepton estimate. Adding a veto on additional loose leptons is another so-
lution, but this has the unfortunate drawback of introducing a dependency on
the loose lepton definition in the final analysis.

The matrix method itself as well as the implementation and evaluations
have proven successful. This is evident from the fact that the resulting es-
timates were used in other top analyses [5, 6] besides the top cross-section
analyses. However, greater accuracy and lower uncertainties on the estimate
will likely be required in the future, which means that the method will be
continuously updated and refined.

Higher instantaneous luminosity will require tighter trigger object defini-
tions, to meet the trigger budget; but the matrix method needs a significantly
looser lepton definition, with respect to the analysis lepton definition, in order
to work. New strategies might soon be needed to work around the problems
posed by increased instantaneous luminosity and tighter trigger definitions.

10.4 Differential cross-section measurement
Chapter 9 summarized the measurement of the relative differential
cross-section for tt̄, from paper V. Much effort went into finding a method
that minimized the bias and the uncertainties. The unfolding technique with
matrix inversions provided a method with low bias, since it does not rely on
regularization, such as comparable methods like SVD unfolding [72]. The
small bias was verified in pseudo experiments with tt̄ baseline MC, and in
tests with artificially enhanced signal in single bins.

A big fraction of the systematic uncertainties come from ISR/FSR, but a
recent published measurement of tt̄ production with a veto on extra central
jets from ATLAS [5] shows that the current shift with the Perugia tune [69] is
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too conservative in the top sector. The measurement in reference [5] constrains
the ISR/FSR variations to a narrower interval.

The slight tension seen between the unfolded rapidity distribution in Fig-
ure 5.d in paper V, and the simulated distribution was first though to be due
to the lack of higher order emissions in the cross-section integrator result,
but a comparison to results from ALPGEN still shows some discrepancies,
not significant however. The measured and simulated mass and pT distribu-
tions, Figure 5 in paper V agree. For pT there is a (non significant) tendency
for MC@NLO to agree better with the measured values in the low pT bins,
which is expected since that region is highly sensitive to soft parton radiation
mainly through ISR. These effects are in general better handled by event gen-
erators with parton showers than a cross-section integrator with resummation,
because the former includes emissions of many low pT partons.

Although the uncertainties are already dominated by systematics in many
bins, the analysis can benefit from higher statistics. Increased luminosity to-
gether with an effort to reduce dominating systematics such as jet energy scale
can improve the measurement. A higher centre of mass energy, together with
increased statistics and lower systematics will enable the analysis to probe
higher masses. There is however one phenomena that tends to get more prob-
lematic at higher masses and energies: the merging of jets and leptons. As the
energy in the hard collision increases, the outgoing particles, quarks and lep-
tons, gets boosted. This gives rise to merging of jets, and of leptons with jets.
This was already seen in the analysis presented in this thesis, as an acceptance
drop at high tt̄ masses. A possible improvement of the analysis is to consider
semi boosted final states, where two partons are allowed to merge. This would
require a more complicated likelihood but could increase the acceptance in
high mass bins.

10.5 Future top measurements
With the recent observation at the LHC of a new boson with a mass around
126 GeV, by both ATLAS [15] and CMS [16], the top sector will receive re-
newed attention. In order to establish if the observed boson is indeed the elu-
sive Higgs boson, its couplings to other particles must be measured. Since
Higgs couples to mass, and the top quark is the heaviest known particle, the
Higgs-top couplings will be one of the most important quantities to study in
the near future.

As new energy domains become available, and low energy regions exhaus-
tively searched, boosted and semi-boosted analysis strategies have to be ex-
plored.
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