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Abstract

The high increase in traffic and data rate for future generations of mobile communication systems,
with simultaneous requirement for reduced power consumption, makes Multihop Cellular
Networks (MCNs) an attractive technology. To exploit the potentials of MCNs a number of new
network paradigms are proposed in this thesis. 

First, a new algorithm for efficient relaying topology control is presented to jointly optimize
the relaying topology, routing and scheduling resulting in a two dimensional or space time routing
protocol. The algorithm is aware of intercell interference (ICI), and requires coordinated action
between the cells to jointly choose the relaying topology and scheduling to minimize the system
performance degradation due to ICI. This framework is extended to include the optimization of
power control. Both conventional and cooperative relaying schemes are considered. 

In addition, a novel sequential genetic algorithm (SGA) is proposed as a heuristic
approximation to reconfigure the optimum relaying topology as the network traffic changes.
Network coding is used to combine the uplink and downlink transmissions, and incorporate it into
the optimum bidirectional relaying with ICI awareness. 

Seeking for a more tractable network model to effectively use context awareness and relying
on the latest results on network information theory, we apply a hexagonal tessellation for inner
partition of the cell into smaller subcells of radius r. By using only one single topology control
parameter (r), we jointly optimize routing, scheduling and power control to obtain the optimum
trade-off between throughput, delay and power consumption in multicast MCNs. This model
enables high resolution optimization and motivates the further study of network protocols for
MCNs. A new concept for route discovery protocols is developed and the trade-off between
cooperative diversity and spatial reuse is analyzed by using this model. 

Finally, a new architecture for MCN is considered where multihop transmissions are
performed by a Delay Tolerant Network, and new solutions to enhance the performance of
multicast applications for multimedia content delivery are presented. 

Numerical results have shown that the algorithms suggested in this thesis provide significant
improvement with respect to the existing results, and are expected to have significant impact in
the analysis and design of future cellular networks. 

Keywords: cooperative diversity, dynamic traffic distribution, intercell interference,
multicast, multihop cellular network, network optimization, reuse factor, routing,
scheduling, topology control
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Tiivistelmä

Tiedonsiirron ja tiedonsiirtonopeuksien suuri kasvu sekä tehonkulutuksen pieneneminen tulevien
sukupolvien matkapuhelinjärjestelmissä tekevät monihyppyiset matkapuhelinverkot houkuttele-
viksi vaihtoehdoiksi. Tässä työssä esitetään uusia tiedonsiirtoverkkojen paradigmoja monihyp-
pyisten matkapuhelinverkkojen hyödyntämiseksi. 

Työssä esitellään uusi algoritmi tehokkaaseen releointitopologian hallintaan, joka optimoi
yhtäaikaisesti topologian, reitityksen sekä lähetyshetkien ajoituksen ja mahdollistaa tila-aika-rei-
titysprotokollan toteutuksen. Esitetty algoritmi huomioi solujen keskinäishäiriön ja vaaditulla
solujen välisellä koordinoidulla hallinnalla saadaan yhdessä valittua topologia ja ajoitus, jotka
minimoivat solujen keskinäisistä häiriöistä johtuvan suorituskyvyn heikentymisen. Myöhemmin
tätä viitekehystä on laajennettu lisäämällä siihen tehonsäädön optimointi. Työssä on tutkittu sekä
perinteisiä että kooperatiivisia releointimenetelmiä. 

Lisäksi työssä esitetään uusi geneettinen algoritmi heuristiseksi approksimaatioksi verkon lii-
kenteen muutoksen vaatimaan releointitopologian uudelleen järjestelyyn. Työssä tarkastellaan
lisäksi verkkokoodausta ylä- ja alasuuntaan tapahtuvan tiedonsiirron yhdistämiseksi sisällyttä-
mällä se solujen keskinäishäiriön huomioivaan kahdensuuntaiseen releointiin. 

Etsittäessä paremmin mukautuvaa ja kontekstitietoisuutta hyödyntävää verkkomallia, joka
käyttää hyväkseen viimeisimpiä verkkojen informaatioteoreettisia tuloksia, voidaan verkon solut
pilkkoa pienempiin kuusikulmaisiin alisoluihin. Käyttämällä ainoastaan näiden alisolujen sädettä
r voidaan puolestaan verkon reititys, ajoitus ja tehon säätö optimoida yhtäaikaisesti saavuttaen
paras mahdollinen kompromissi verkon läpäisyn, viiveen ja tehonkulutuksen välillä. Kehitetty
malli mahdollistaa korkean resoluution optimoinnin ja motivoi uusien verkkoprotokollien kehi-
tystä monihyppyisissä matkapuhelinverkoissa. Tätä mallia käyttäen esitellään myös uusi konsep-
ti reitinetsintäprotokollille sekä analysoidaan kooperatiivisen diversiteetin ja tila-avaruudessa
tapahtuvan uudelleenkäytön välistä kompromissiratkaisua. 

Lopuksi työssä tarkastellaan monihyppyisen matkapuhelinverkon uutta arkkitehtuuria, jossa
monihyppylähetykset suoritetaan viivesietoisella verkolla ja esitetään uusia ratkaisuja multime-
diasisällön monilähetysten tehokkuuden parantamiseksi.

Työssä saadut tulokset osoittavat, että ehdotetut algoritmit parantavat järjestelmien suoritus-
kykyä verrattuna aiemmin tiedossa olleisiin tuloksiin. Työn tuloksilla voidaan olettaa myös ole-
van suuri vaikutus tulevaisuuden matkapuhelinverkkojen analysointiin ja suunnitteluun. 

Asiasanat: dynaaminen liikenteen jakauma, kooperatiivinen diversiteetti,
monihyppyinen matkapuhelinverkko, monilähetys, reititys, topologiakontrolli,
uudelleenkäyttökerroin, verkon optimointi
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List of symbols and abbreviations 

A Availability matrix 

a Access vector 

a’ Differential access vector 

aI  Access vector corresponding to the intial traffic 

aF  Access vector after the traffic has changed 

APi Interfering Access Point 

APr Reference Access Point 

b Time slot index 

B Length of the scheduling cycle 

B1 Number of time slots for the initial optimum topology 

B’ Number of time slots for the optimum topology associated to the 

differential access vector a’ 
c Capacity vector 

cl Capacity of link l 

cR Capacity of the route R 

D Destination matrix 

D Number of destinations 

dCD Channel defading distance 

di Interfering distance 

di,,j  Distance between user i and user j  
d0  Unit distance 
dr Relaying distance 

Dx Infection rate of destination infected by packet x  

D  Set of all destination users 

E[T] Average of packet delivery delay  

f  Vector of flow rates  

fl Flow on link l  

F Set of contention based schemes 

gm Multicast gain 

g(µ) Lagrange dual function 

G Graph 

Gi,j Channel gain between user i and user j  
fL

G  Number of times a packet is copied in its entire lifetime 

fT
G  Number of times a packet is copied at the time of delivery  

h Hop index 
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hl Hop distance 

H Maximum number of hops 

I  Identity matrix 

I i,j Interference power at the position of the reference receiver j  

 due to the cochannel interfering signal transmitted by i  

irf  Intercell reuse factor 

I  Set of base stations 

l Link index 

L Number of links 

Lf Lifetime of packet f 

L Set of links 
L(b) Set of links actived in slot b 
L(n) Set of links used by node n 

M Maximum number of sessions in the network 

m Mobile user 

m(h,θ) User location in polar coordinates 

md Mobile destination 

mi Mobile user located in reference cell i 

mr Mobile user located in reference cell r 

( , )m hθΓ  Location in polar coordinates of the user belonging to cluster Γ  

M Set of intermediate users 

N Number of users in the network 

Nc Number of cells  

Nes Number of topologies generated by exhaustive search 

Nga Number of topologies generated by genetic algorithm 

Ns Number simultaneous transmissions 

n Node 

nm Number of mutations 

N Set of nodes 

N(l) Set of nodes using link l 

P Transmission power 

p Protocol index 

Pmax Maximum power 

Pmin Minimum power 

Pi,j Transmision power from user i to user j 

pr(t) Probability of recovery from infection 
bPT  Partial topology in slot b 
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P Set of multicast protocols  

r Subcell radius in the tessellation scheme 

R Cell radius 

R Routing matrix 

R(b) Partial routing matrix in slot b 

Rx Recovery rate from packet x  

R Set of relaying users 
(2)ℜ  Set of two dimensional relaying topology  

S Cell area 

T Topology matrix 

TD Packet delivery delay for D destinations 

Thr Throughput 
b
T  Set of candidate users available to transmit in slot b 

(2)ℑ  Set of two dimensional topologies 

TTTT  Topology submatrix 

U Utility function 

U(down) Utility function on the downlink 

U(up) Utility function on the uplink 

v Terminal speed 

w1, w2 Weights of the optimization 

x  Transmission rate vector 

x(2) Extended rate vector 

xn Rate of source n 

zj Resource allocation at network element j 

Z Set of physical layer resource allocation schemes 

 

 

α Propagation constant 

α(αh,θ) Routing matrix in polar coordinates 

β Spatial user distribution matrix 

γ Gene index 
Γ Clustering factor 

∆ Variation of the traffic in the network  
δ Overall downlink network traffic 

εe Energy efficiency 

εt Time efficiency 

θ Location of the user in polar coordinates 
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( )hΘ  Set of angles for the users located in hop h 

λ Overall uplink network traffic 

λm Arrival rate of user m 

µ Lagrange multiplier 

ξ Diversity order 

Π Scheduling set 

φ Location of the interfering user in polar coordinates 

ρu Density of users 
b

Ψ
   

Transmission matrix in slot b 

υ Timer 

Ωd Broadcast directivity 

 

 

2G 2nd Generation 

3G 3rd Generation 

4G 4th Generation 

5G 5th Generation 

AODV Ad hoc On-Demand Distance Vector 

AP Access Point 

BS Base Station 

CD Channel Defading 

CDF Cumulative Distribution Function 

CDMA Code Division Multiple Access 

CONR CONventional Relaying  

COOR COOperative Relaying  

CPU Central Processing Unit 

DCM Destination Cooperative Multicast  

DFRP Directed Flooding Routing Protocol 

DNCM Destination Non-Cooperative Multicast  

DSL Digital Subscriber Lines 

DSR Dynamic Source Routing  

DTN Delay Tolerant Network 

DVBH Digital Video Broadcast–Handheld  

FFR Fractional Frequency Reuse  

GA Genetic Algorithm 

I2M Intercell Interference Management  

ICFC Intercell Floofing Coordination 
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ICI Intercell Interference  

IEEE Institute of Electrical and Electronics Engineers 

IFNC Inter Flooding Network Coding 

InSyNet Inter System Networking  

LAR Load Aware Routing 
LTE Long Term Evolution 

MAC Medium Access Control 

MANET Mobile Ad hoc NETwork 

MBMS Multimedia Broadcast Multicast Services  

MCN Multihop Cellular Network 

MIMO Multiple Input Multiple Output 

MRC Maximum Ratio Combining 

MSN Mobile Sensor Network 

NP-hard Non-deterministic Polynomial-time hard 

NRDP Nano Route Discovery Protocol 

NSCM Nano Scale Channel Model 

NSNM Nano Scale Network Model 

NUM Network Utility Maximization 

ODE Ordinary Differential Equations  

OFDMA Orthogonal Frequency Division Multiple Access 

PER Polymorphic Epidemic Routing 

PF Proportional Fairness 

QoS  Quality of Service 

RREQ Route REQuest 

RRES Route RESponse 

RRM Radio Resource Management  

SAPR Shortest Available Path Routing 

SCF Store-Carry and Forward  

SCN Single-hop Cellular Networks  

SDMA Space Division Multiple Access 

SGA Sequential Genetic Algorithm  

SI Spatial Interleaving 

SINR  Signal-to-Interference-plus-Noise Ratio 

SIR  Signal-to-Interference Ratio 

SNR  Signal-to-Noise Ratio 

(TC)2 Traffic Cognitive Topology Control 

TCN Traffic Cognitive Network 
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TCP Transmission Control Protocol 

TDMA Time Division Multiple Access 

TSL Topology Search program  

TTL Time-To-Live 

UMTS Universal Mobile Telecommunications System 

WiMAX  Worldwide Interoperability for Microwave Access 

WLAN Wireless Local Area Network 
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1 Introduction 

1.1 Motivation 

Multihop cellular networks (MCNs) are proposed in respond to the demand for 

next generation cellular systems to support high data rates with efficient power 

consumption, enlarge coverage area and provide good QoS for multimedia 

applications [1], [2]. Simultaneous need of increasing the capacity and reducing 

the power will require more spatial reuse. One technique under consideration to 

achieve this goal is the deployment of small cells. By scaling down the cell size 

and so increasing the total number of channels in space, the network capacity can 

be linearly increased, proportional to the number of new base stations (BSs) or the 

scaling factor. However, the deployment of more BSs and their interconnections 

to the wired backbone results in high network cost. This problem can be 

overcome by deploying wireless multihop routers instead of new BSs or allowing 

selected mobile terminals to act as routers, to establish a wireless MCN. In this 

way, by shortening the links, the required transmit power is reduced which is 

highly desirable in interference-limited networks and provides the opportunity for 

capacity increase when suitable techniques are applied.  

MCNs are economically convenient due to the capability of providing faster 

deployment by using the existing infrastructure of cellular networks. Different 

architectures based on 2G, 3G and WiMAX can coexist and different types of 

networks such as femtocells, delay tolerant networks, WLANs might be used as 

an augmented technology.  

The concept of adding ad hoc capabilities to cellular nodes is widely explored 

in MCNs [1], [2]. The advantages of this hybrid architecture include increasing 

the throughput of the network, enlarging the coverage area of the base station, 

decreasing the power consumption of the mobile users, and increasing the 

network scalability. In order to exploit those advantages, the selection of the most 

appropriate relays among the existing mobile terminals [3] should be jointly 

considered with routing and scheduling. The throughput on each hop and 

opportunity for spatial reuse increases with the number of hops, but the 

complexity of the system also increases. Consequently, a large number of 

possibilities results in a large scale optimization problem. Additionally, the delay 

from source to destination is increased with more hops, which may not be 

tolerated by delay-sensitive services. The above problem becomes more complex 
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in the multicell scenario where intercell interference (ICI) is present. Thus, to 

exploit the potentials of MCN, a systematic approach to network optimization is 

needed to study the gains and trade-offs associated with this type of networks. 

A number of radio resource management (RRM) schemes, such as relay 

selection and radio resource partition, along with a number of routing and 

topology control algorithms have been proposed for ad hoc networks [4]. Some of 

the earliest information theoretic work by Cover and El Gamal [5] gave capacity 

bounds for the simple relay channel, while more recent work by Gupta and 

Kumar [6] expanded this work to give asymptotic results for general ad hoc relay 

networks. However the problems associated with this type of networks are 

different from those of cellular networks, so the results are not directly applicable 

to cellular multihop relay scenarios. 

A number of potential opportunities and challenges are related to MCNs. To 

take advantage of such potentials, it is necessary to overcome important 

technological challenges, such as the design and joint optimization of robust, 

adaptive and context aware multihop routing protocols, as well as scheduling and 

energy efficient radio resource allocation. Different architectures, protocols, and 

analytical models for MCNs have been proposed in the literature where different 

system aspects were investigated. This chapter aims to provide a survey of the 

major research issues and challenges in MCNs. 

1.2 Research challenges in multihop cellular networ ks 

1.2.1 Overview 

In this section, some of the most important research issues in MCNs are 

summarized, and in each subsection the main solutions for the introduced 

problems are presented.  

The architecture of MCNs consists of cellular and ad hoc relaying 

components as shown in Fig. 1. In such hybrid network architecture, MCNs 

combines the benefits of single-hop cellular networks (SCNs) and ad hoc 

networks. The SCNs have reliable performance and mature technology support. 

However, their infrastructure is costly to build and suffers from some limitations 

on the channel data rate when the number of mobile users is high or there is heavy 

traffic during peak hours. They also have limitations on system capacity and 

network expansion. On the other hand, ad hoc networks are cheap to deploy but 
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channel contention and interference between nodes are more difficult to predict 

and control, and the end-to-end paths between source and destination are more 

vulnerable to node mobility and failure. To preserve the advantages and cope with 

the limitations of both networks when operating standalone, a number of factors 

should be taken into account for designing a MCN.  

The most important factors are multihop routing, topology control, the design 

of RRM protocols, particularly for the management of the ICI, and load balancing 

schemes. These factors are closely inter-related and affect power consumption, 

capacity, coverage and QoS provisioning. 

 

a) 

             
b) 

  

Fig. 1. a) Single hop cellular network; b) Multihop  cellular network. 

 

In Fig. 2 we represent the protocol stack indicating where each of those functions 

is located. A number of papers have shown that by exploiting useful interactions 

of protocols in different layers, the network performance can be improved 

significantly (cross-layer optimization). For example, the coordination between 
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routing and resource scheduling in MCNs is crucial and warrants careful 

investigation [7]. A cross-layer routing protocol with constrains in relay node 

selection and source to destination path selection is proposed in [8] for a single 

cell scenario. In [9] a cross-layer throughput analysis is presented for fixed 

topologies and without optimization of the power allocation. The jointly 

optimization of ICI avoidance and load balancing schemes in a multicell network 

is addressed in [10]. 

The above examples are just few, from a vast variety of issues addressed in 

the literature of MCNs. In the remainder of this section, each of those main 

problems is discussed in detail in separate subsections to bring more insight in 

their impact on overall characteristics of MCNs. 

 

 

Fig. 2. Protocol stack illustrating different design  decision factors in MCNs. 

1.2.2 Multihop routing 

The relaying technology has been studied intensively for applications in MCNs 

and is included in most third- and fourth-generation wireless system 

developments and standardizations [11]-[12]. The relay channel was introduced in 

[13] by assuming that there is a source that wants to transmit information to a 

single destination and a relay terminal that is able to help the destination (relay-

assisted transmission). The relaying concept is the basis of multihop routing and 

cooperative transmission too [14].  
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Routing is a major issue in MCNs because it affects packet delay and system 

throughput. In mobile ad hoc network (MANET) many routing algorithms have 

been proposed [15]. These algorithms are designed with network infrastructure 

nonexistence in mind, and their main objective is to establish/maintain network 

connectivity, rather than to maximize system capacity. As a result, these 

algorithms are not suitable for MCNs. 
A routing algorithm in MCN introduces extra signaling overhead when 

broadcasting route information which adds extra interference. The effect of the 

interference is normally ignored in MANETs but cannot be neglected in cellular 

networks. This is mainly because the transmission power of nodes in MCNs can 

be several orders of magnitude higher than that of nodes in MANETs. In both 

MANETs and MCNs, the amount of signaling overhead mainly depends on the 

chosen routing algorithm. The routing algorithms can generally be classified into 

two categories: a) proactive routing and b) reactive routing [16], [17]. Proactive 

routing mechanisms discover and calculate routes all the time. Each node 

periodically exchanges its routing information with its neighbors by continuously 

broadcasting hello/topology messages, and thus, its signaling overhead depends 

on the broadcasting interval and the number of nodes in the network. On the other 

hand, reactive routing schemes find and maintain routes only when needed. The 

signaling overhead of reactive routing increases with the increasing number of 

active communication pairs as well as with the number of nodes [16], [17]. In 

MCNs, the radio resources are centrally controlled, and thus, a mobile terminal 

has to establish a connection with the BS before data is transmitted. In such an 

environment, reactive routing offers several advantages over proactive routing.  

First, reactive routing produces less signaling overhead, as there is no routing 

unless data transmission is required. Second, reactive routing only maintains 

necessary routing entries. Most of the routing entries maintained by proactive 

routing could be obsolete due to discontinuous reception (DRX) [18] or users’ 

mobility. In reactive routing, a source node normally utilizes flooding to deliver a 

route request (RREQ) packet to the destination. Once an RREQ reaches its 

destination, the destination reports a route response (RRES) back to the source 

along the nodes that the RREQ has traversed. In the case when multiple RREQs 

are received, the route with the best performance metric would be reported. 

During the route-discovery phase, the RREQ can be broadcast to the entire 

network (i.e., complete flooding) or a certain part of it (i.e., directed flooding). 

For example, dynamic source routing (DSR) [19] utilizes complete flooding to 

find a route to its destination if a source cannot reach the destination in a single 
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hop. In contrast, the Ad-hoc On-Demand Distance Vector (AODV) routing 

protocol [20] uses incremental scoped flooding to find a route. A source gradually 

enlarges the flooding diameter until it finds a destination or the search diameter 

reaches a predefined “time-to-live (TTL)” threshold (i.e., the maximum number 

of relay nodes in the routing path). AODV should use complete flooding if no 

route is found when the search diameter hits the threshold. The drawback of the 

proactive routing is the delay in the data transmission. 

It seems that for MCNs that enable DRX the reactive routing approach would 

be a better choice. Hence, the existing routing protocols proposed for MCNs 

normally adopt DSR to discover the best route. Some routing protocols utilize a 

scoped flooding approach to reduce the signaling overhead of DSR. For example, 

Choi and Cho [21] proposed an inhibit access control method that utilized the 

path loss (or, equivalently, distance) to eliminate useless forwarding participants. 

In [18] TTL threshold is used to limit the search diameter of each RREQ. 

Generally, the TTL threshold can be derived based on the given system level 

constraints of MCNs. For example, the TTL threshold may depend on the 

maximum intracell interference [22], the end-to-end delay requirement of the 

multihop transmission [23], the maximum route discovery time [21], or the 

performance metric of the routing protocol [18]. 

When designing a routing protocol, the control strategy and path selection 

metric (cost function) need to be defined. As MCNs contain coordinators (BSs or 

APs) and mobile users, routing control may be centralized, de-centralized, or 

hybrid. In centralized routing, BSs are responsible for route discovery and 

maintenance. BSs have unlimited power supply and high computational power 

which helps to avoid consuming the limited battery power of mobile nodes for 

route information exchange and route computation. In CAHAN [24], a central 

controller periodically receives the location information from each user in the cell 

to determine the route of the ad hoc subnet (cluster) heads with which mobile 

users communicate. However, when mobiles are outside of the maximum 

transmission range of a BS or an AP, a decentralized (distributed) routing scheme, 

such as DSR, is desirable. Some MCN proposals employ distributed routing 

schemes. For example, in mobile-assisted data forwarding (MADF) [25], mobile 

nodes may be willing to relay data packets based on their local traffic condition. 

If the traffic is less than a certain threshold, they broadcast a message to their 

neighboring mobile nodes indicating that they have available channels for 

relaying data packets. Then, a mobile node in a congested cell chooses a relaying 
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node to relay its data packets to a less congested neighboring cell based on the 

link quality between itself and the relaying node and estimated packet delay. 

In MCNs, a hybrid routing approach is commonly used. Route control is 

shared by the BS and mobile users. For example, in cellular based routing (CBR) 

[26] and cellular based source routing (CBSR) [27], mobile nodes collect 

information about the neighborhood and send it to the BS for route computation. 

This helps reduce the route computation overhead at relaying nodes. In addition, 

not only source node can initiate a relaying request, a relaying node can also take 

the initiative by advertising their free channels (available capacity) for relaying 

[25, 26, 28]. Hence, routing overhead is shared amongst source nodes and 

relaying nodes. 

Different routing protocols consider different path selection metrics. Metrics 

include BS reachability, hop count, path loss, link quality, signal strength, bit 

error rate (BER), carrier-to-interference ratio (C/I), delay-sensitivity, throughput, 

power, battery level, mobile speed, and energy consumption. If BS reachability 

information is available e.g., provided by relaying nodes, mobile nodes can select 

the best next hop relaying node to reach the BS. Limiting the number of hops 

helps bound the packet delay, but reduces the chance of obtaining relaying paths, 

and, hence, the reachability. This can be overcome by using topology control as it 

will be explained in the next subsection. Nevertheless, choosing paths based on 

the smallest number of hops also raises fairness and energy efficiency issues [29], 

[30].  

Several routing algorithms have been proposed for MCNs based on e.g., 

location [31], path-loss [32], transmission-power [33], and congestion [34]. In [35] 

the relay station overload problem is considered in the route selection protocol. 

But in these approaches the selected routes are not necessarily optimal in terms of 

the system resource utilization and the signaling overhead was ignored. Link 

quality may be expressed as a function of path loss, BER, and C/I. Delay and 

throughput are common metrics because they reflect the network performance 

directly. Minimum power routing is important in CDMA-based MCNs to reduce 

interference and achieve high cell capacity. Battery level, mobile speed, energy 

consumption are useful for assuring the reliability of relaying paths. Other 

possible metrics include traffic load, mean queue length, and number of packets 

queued along the path.  
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Joint routing and resource management schemes 

The coordination between routing and resource scheduling in MCNs is crucial 

due to the strong interdependency between the two functions. In MCNs, multihop 

transmissions normally consume less system capacity if routing is appropriately 

performed, and the radio resource scheduler should promptly capture the saved 

resources and assign them to others who suffer a deficit. Consequently, radio 

resource scheduling should be based on the results of routing. On the other hand, 

radio resource scheduling affects the system interference/loading pattern, which 

in turn might affect the decisions of user route selection. Performing joint routing 

and scheduling is known to produce superior performance results, as compared 

with decoupled scheduling and routing [36]. The optimal radio resource 

allocation problem in MCNs, with the objective of throughput maximization, is 

proven to be NP-hard [37]. So, it is quite challenging to devise efficient RRM 

schemes that tackle the joint problem.  

The strategy for effective coordination of routing and packet scheduling in 

packet-based MCNs is addressed in [38], and a heuristic algorithm, named 

integrated radio resource allocation (IRRA) algorithm is proposed to find 

suboptimal solutions. In [39] the optimal placement of relay nodes and the time 

allocation were studied for the system employing one relay in a cell with uneven 

traffic distribution. 

Several existing routing algorithms proposed in the literature aim to minimize 

total transmission power or maximize the transmission rate on each routing path 

while ignoring interference due to concurrent transmissions on different hops and 

among different routing paths [40]. When the effects of interference are not 

considered, the optimum routing path and/or optimum number of hops can 

usually be found given high node density. These achievable capacity gains are, 

however, very optimistic and much higher than what could be achieved in real 

networks. When both intracell and intercell interference as well as self-

interference on each routing path are taken into account, there is a tight coupling 

between the interest in high spatial reuse for efficient radio resource consumption 

and the interference level in the network [39, 41]. In fact, the interference level of 

the network can be quantified through a Perron-Frobenius eigenvalue of the 

system path gain matrix [41]. Therefore, the design of a joint resource allocation 

and routing scheme should be done in such a way that the interference level is 

low enough and the desired QoS performance in terms of bit error rate (BER) or 

signal-to-interference-and noise ratio (SINR) can be achieved. 
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There are two popular approaches to modeling interference in an MCN. In the 

first approach interference is explicitly captured by SINR, and the feasibility of a 

QoS constraint can be checked through the Perron-Frobenius eigenvalue of the 

channel gain matrix [39, 41]. This approach was employed to develop an 

interference aware routing algorithm in [42]. In that paper the authors first 

obtained the minimum path loss routing solution. Then this initial routing solution 

was renavigated to find a routing path that improves the interference level in the 

network based on the Perron-Frobenius eigenvalue. Two-hop relaying schemes 

are the most commonly considered [43]. Limiting the number of hops to two 

degenerates the routing problem into a relay selection one [39], which can 

simplify the protocol design and minimize the communication overhead 

significantly, but this is a quite artificial model that may be far from a real 

network.  

For the second approach, the joint resource allocation and routing problem is 

solved by using graph theory [44]. In this approach transmission links that 

interfere with each other are assumed to be known (based on interference range). 

Given this information, only links that do not interfere with one another are 

allowed to be active (i.e., transmitting data) at the same time. Given a routing path 

for end-to-end data delivery (i.e., from the source node to the destination node), 

there is an optimal transmission schedule of minimum length where in each time 

slot of the schedule only noninterfering links are allowed to transmit. Thus, the 

joint resource allocation and routing problem is equivalent to finding routing 

paths for all active mobile users and a transmission schedule such that the total 

number of time slots required to activate each link once on these routing paths is 

minimized. If all links in the network transmit at the same rate (i.e., single-rate 

transmission), the end-to-end throughput for each active mobile user is equal to 

the ratio between this transmission rate and the length of the schedule (i.e., the 

minimum number of time slots used in the schedule). If we map each time slot in 

the schedule to one color, the underlying problem is equivalent to a graph-

coloring problem which is usually NP-hard [44]. Therefore, good polynomial-

time heuristic algorithms with probable performance bounds are usually 

developed to solve the problem. The penalty of suboptimality is, however, quite 

high in many cases, which may ultimately result in very poor performance. For 

example, the algorithm proposed in [44] for the multicast problem achieves only a 

quarter of maximum throughput in the worst case, which may be unacceptable 

considering the potential gain due to multihop implementation. 



 30

The latest trend in this field, especially for multimedia applications, is based 

on matrix game theory and soft graph colouring [45]. 

Multipath routing 

The “cooperative diversity” concept in multihop relaying networks is explored in 

[14, 46]. The main objective of the cooperative diversity is to improve the 

performance of cellular networks by using multiple nodes between the user and 

BS to simultaneously carry the same information. This idea resembles Multiple 

Input Multiple Output (MIMO) systems in a distributed manner. Since it is 

physically difficult to deploy multiple antennas on a single palm-sized mobile 

host, receiving multiple replicas of the main message from different relay nodes 

may improve the system performance due to its diversity nature. Multipath 

routing is one way for such cooperation by using multiple parallel paths between 

source and destination nodes, where the main data stream is split into streams of 

lower data rates and routed to the destination through the MCN. Multipath 

cellular networks are capable of supporting high data rate services with less 

transmission power consumption. 

Several works explore the idea of multipath routing in MCNs [47- 49]. 

However, sufficient attention is not given for resource allocation and power 

conservation in these works. The key issues related to cooperation in multipath 

cellular networks are efficient relay selection and resource allocation. The aim is 

to find the best set of relays nodes that can cooperate with the user and the BS to 

establish a high data rate cellular connection and, a resource allocation algorithm 

that assigns appropriate transmission power and data rates to each of the selected 

relay nodes. Relay nodes will be selected among all idle nodes based on their 

willingness to cooperate, their channel quality, and their remaining battery 

resources. 

1.2.3 Topology control 

Topology control was originally developed for wireless sensor networks [50] to 

reduce energy consumption and interference. It works as a middle ware, 

connecting routing and lower layers as shown in Fig. 2. Topology control focuses 

on network connectivity with the link information provided by medium access 

control (MAC) and physical layers. When constructing network topology in 

MCNs, topology control takes care about the interference and link availability 
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prediction. The way the network topology is defined has a strong impact on 

routing. Topology control aims to simplify the routing process by providing: a) 

connectivity between nodes, b) energy efficient links, c) robustness against 

changes in location and removal of nodes, and d) maximization of link capacity. 

From routing perspective, it is expected that data packets are routed via a 

stable and reliable path to avoid frequent rerouting problem, since frequent 

rerouting may induce broadcast storm to the network, waste scarce radio 

resources and degrade end-to-end network performance such as throughput and 

delay [51] which is especially critical in MCNs. 

Previous work on interference avoidance topologies is based on one of these 

two assumptions: the network has power control or the network has channel 

control. Topology control through transmit power control generally utilizes a 

single shared channel and assumes a MAC for temporal separation of interfering 

transmissions. Burkhart [52] pioneered the power control based approach, 

assigning weights to connections that are equal to the number of radios the 

connection interferes with. This is used in the Min-Max Link Interference with a 

property P (MMLIP), Minimize the Average Interference Cost while Preserving 

Connectivity (MAICPC) and Interference Minimum Spanning Tree (IMST) [53] 

algorithms. Another power control based approach uses a radio interference 

function, in which the interference contribution of a radio is the maximum 

interference of all connections incident upon it. This is used in the Min-Max Node 

Interference with a property P (MMNIP) [53] and the Low Interference-Load 

Topology (LILT) [54] algorithms. Alternatively, the Average Path Interference 

(API) [55] approach trims high-interference, redundant edges from the Gabriel 

graph (GG)1. The channel control approach assumes the connectivity of the 

network is fixed and that two radios can only communicate if they share a 

common channel, of which there are fewer available than needed; this is 

illustrated by Connected Low Interference Channel Assignment (CLICA) [56], a 

heuristic approach, and Subramanian’s [57] Tabu-search based algorithm. Several 

cooperation-based topology control algorithms have been proposed to create 

power efficient topologies (for a recent survey, see [50]). These algorithms 

assume total cooperation amongst radios, which collectively set their transmission 

power level so as to achieve a network-level goal. 

                                                           
1 Graph with vertex set S in which any points P and Q in S are adjacent if they are distinct 
and, the closed disc of the line segment PQ is a diameter containing no other elements of S. 
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In cellular networks there are nodes of different classes (e.g., BS and mobile 

users), where BS is the origin/termination of all downlinks/uplinks of its service 

area. Topology control algorithms for ad hoc and sensor networks are designed 

with infrastructureless networks in mind and usually distributed, whereas in 

cellular networks it is possible to use centralized algorithms run within the base 

station. In the former, the aim is to maintain the connectivity between the nodes 

with minimum energy consumption. In contrast, in MCNs, energy consumption is 

less important than link throughput and delay. In [58] several classic topology 

control algorithms for ad hoc networks, such as Gabriel graph (GG), relative 

neighborhood graph (RNG), Yao graph (YG) and Delaunay graph (DG) are 

adapted to the cellular environment.  

Limited work has been done in designing effective topology reconfiguration 

algorithms to offer optimal routing solutions in MCNs. The future data 

transmissions will have to face multiple radio access standards and complex 

spectrum allocation situations, and topology reconfiguration has emerged as a key 

technological enabler for supporting transmissions among heterogeneous 

networks, adapting to the time-varying environment and managing the joint radio 

resources across different spectrum bands. In [59], the authors provide an 

overview of the research in the field of topology control for cognitive radio 

networks, proposing Prediction-based Cognitive Topology Control (PCTC) to 

predict the duration of link availability. Based on this prediction, PCTC constructs 

a reliable topology which is aimed at improving network performance. Recently, 

some work has been done in applying bio-inspired algorithms for topology 

reconfiguration [60]-[62]. In [60] a particle swarm optimization is presented for 

minimum spanning tree (MST) problem for WSNs. In [61] a genetic algorithm is 

used for topology control in ad hoc networks to minimize the node degree, while 

preserving the network connectivity. A genetic algorithm with immigrants and 

memory schemes is presented in [62] to solve the dynamic shortest path (SP) 

problem in MANETs. 

1.2.4 Intercell interference management 

The exponential increase on data traffic demand in cellular networks requires a 

highly efficient exploitation of the available spectrum. 4G cellular standards are 

targeting aggressive spectrum reuse (frequency reuse 1) to achieve high system 

capacity and simplify radio network planning. The increase in system capacity 

comes at the expense of link SINR degradation due to increased ICI (i.e. 
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interference that two or more neighboring cells using the same frequency resource 

cause to each other), which severely impacts cell-edge user capacity and overall 

system throughput. Hence, advanced interference management schemes are 

critical to improve the performance of cell edge users. The main ICI management 

schemes for improving system performance can be classified in the following 

three groups: 

a) Radio resource management through adaptive fractional frequency reuse:  

Multicellular RRM efficiently partitions resources across cells in order to manage 

per resource interference experienced in each cell. Hybrid schemes that are a 

combination of universal reuse and higher reuse factors, so called fractional reuse 

(FFR) partitioning, were first introduced in [63] and are suggested for standards 

like LTE and WiMAX [64]. 

In particular, a mix of high and low reuse frequency resources (e.g., 

frequency reuse 1 and 3, respectively) are allowed in each cell as shown in Fig. 3. 

Resources governed by frequency reuse 1 can be assigned to users that are closer 

to the center of the cell and hence experience less interference from other cells, 

while the lower reuse resources are assigned to interference-limited users at the 

cell edge. Allowing a combination of frequency reuse patterns overcomes the 

capacity limitation inherent with lower frequency reuse, while also keeping a low 

interference environment to retain throughput and coverage for cell edge users. 

The definition of what constitutes cell center versus cell edge users is an 

important part of FFR design and is typically based on SINR metrics rather than 

actual user location within the cell. 

Different FFR schemes are proposed for interference management in the 

downlink, while uplink is closely tied to power control mechanisms for 

interference management. From a link perspective the downlink allows for a more 

tractable analysis since if the desired mobile terminal location is known, the 

distances to all potential interfering BSs can be easily determined based on the 

network geometry, and hence a probabilistic estimate of the SINR can be 

calculated based on the channel fading conditions for the desired signal and the 

interfering signals. 

Analysis of the uplink interference requires knowledge of not only the 

location of the desired mobile terminal under consideration, but also the relative 

locations of all potential interfering mobile terminals. This includes the locations 

of the interfering terminals, the number of potential terminals, and their speed.  
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Nevertheless, these a-priori hand-crafted schemes are still far from optimal in 

the sense that they do not adapt to dynamic network environments, e.g., time-

varying user loads/locations. In addition, user scheduling working 

opportunistically based on perceived time-varying channels must be considered in 

conjunction with ICI management to achieve a high performance gain.  

 
 
 
 
 
 
 
                                                               
 
 

Fig. 3. FFR scheme. 

More elaborate work on mitigating ICI has been done by [65]–[66]. Resource 

allocation management can prevent in-band concurrent transmissions to cause 

intra-cell and inter-cell interference by full time and frequency orthogonalization 

of resources. But such orthogonal allocations are not spectral efficient. Li et al. 

[65] formulated an optimization problem to maximize the system throughput in a 

multicell OFDMA system. In their solution, a Radio Network Controller (RNC) 

coordinates the interference among multiple cells so that each cell utilizes not all 

but around 80% of its subbands to avoid the dominant ICI. Bonald et al. [66] 

examined the capacity gains achievable by intercell time resource sharing in 

CDMA/HDR systems. They formulated an optimization problem which 

coordinates the activity phases of BSs so as to provide higher data rate for 

boundary users by mitigating ICI. In both [65] and [66], it is noteworthy that 

using only partial resources (frequency and time, respectively) is essential to 

obtain potential performance gains associated with mitigating ICI. 

b) Power control:  

Historically power control has been employed in cellular systems to minimize 

near-far dynamic range effects by constraining the uplink power to be received 

with a constant power level at the base station. Such an approach, while not 
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optimal from an aggregate throughput or spectral efficiency perspective, assures 

fairness to cell edge users. 

Recently many works have been done on coordinated resource allocation in 

cellular wireless networks, including both centralized and distributed procedures. 

Centralized algorithms (e.g., [67], [68], [69], and many references in [70]) require 

global information to compute the transmit power. Due to the hardness of the 

problem, however, even centralized algorithms cannot guarantee that the globally 

optimal solution is found. Optimal binary power control (BPC)2 for sum rate 

maximization was considered in [67]. They showed that BPC could provide 

reasonable performance compared with the multi-level power control in the multi-

links system.  

On the other hand, distributed algorithms (e.g., [71]-[75]) do not require a 

central controller and may demand less information exchange and computational 

complexity. Huang et al. [71] derive a distributed algorithm for interference 

mitigation by using a game-theoretic approach: here, the transmit power is 

considered as a continuous variable which is adjusted to maximize some network 

utility function. In [72], it is proposed to first identify the users whose power 

should be set to zero and then Huang’s approach [71] is applied. Continuous 

power control requires more information exchange without significant benefits as 

shown in [68], [69]. Another drawback of the solutions in [71], [72] is that they 

require the knowledge of the channel gains from all other BSs to the scheduled 

users. Kiani et al. [73] propose a distributed binary power control algorithm for 

maximizing the total throughput which makes use of a simplified interference 

model. Stolyar et al. [74] propose a distributed algorithm aimed at minimizing the 

network power consumption while maintaining constant bit-rate for every user in 

each cell. In [75] a multicell power control optimization for interference 

management is presented to improve the spatial reuse factor. 

Another approach to power control for multicell systems is Opportunistic 

power control (OPC) and has been shown to be throughput optimal for data traffic 

[76]. OPC exploits channel fluctuations such that it increases the transmission 

power when the channel is good and the transmission rate is adjusted according to 

the received SINR ratio. Although the OPC concept is attractive because it 

maximizes the multicell throughput and lends itself for distributed 

implementations, it can become extremely unfair. Indeed, previous works 

                                                           
2 In the two-link case, BPC assigns full power to one link and minimum to the other, or full power on 
both links depending on the noise and channel gains.   
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proposed computationally efficient algorithms that deal with the fairness issue of 

OPC [76], [77], typically at the expense of some loss in the overall throughput. 

c) Smart antenna techniques to null interference from other cells: 

To attain the full potential gain of multicell networks, smart antenna techniques 

that exploit the spatial diversity for interference mitigation are proposed in the 

literature [78]. The key idea is to equip transmitters and receivers in the system 

with multiple antennas and then utilize the directivity and/or diversity properties 

of the multi-antenna processing. The main methods are 

c1) Transmit beamforming: 

Transmit beamforming is an efficient way to combat ICI, and in particular to 

protect the user at the cell edge. By transmitting in a narrow beam directed 

towards the desired user instead of a sector-wide beam, it is possible to reduce the 

interference spread to other cells in the system. In addition, the transmitted signal 

also gets a power boost from the resulting array gain. Beamforming can be carried 

out in different ways; at the highest level we distinguish adaptive and fixed 

beamforming. In adaptive beamforming the antenna weights are adaptively set in 

order to optimize the antenna pattern according to some optimization criteria. 

Fixed beamforming is a low-complexity approach, in which a finite set of antenna 

weights is used which generates a set of predefined beams. Hence, the 

beamforming problem reduces to beam selection, which requires less feedback 

information than adaptive approaches. 

Research on downlink beamforming using antenna arrays at the BS can be 

categorized into two classes. The first class of research focuses on designing 

algorithms for computing the beamforming weights (i.e., relative amplitudes and 

phase shifts of antenna elements) and transmission power for each user given a 

set of scheduled users [79]-[81]. This is often modeled as an optimization 

problem, where the objective is to minimize the total transmission power subject 

to the constraint that each user’s SINR requirement is satisfied. The second class 

of research focuses on the MAC layer with physical layer user separability 

constraints. The goal of this class of research is to maximize the number of 

scheduled users while satisfying their SINR constraint. This problem is extended 

and combined with other multi-user access schemes such as TDMA, OFDM and 

CDMA in [82]. The performance of various beamforming techniques has also 

been studied in the context of UMTS [83]-[85]. 
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c2) Spatial antenna techniques such as MIMO and SDMA: 

Gains due to SDMA [86], [87] and MIMO [88], [89] implementations have been 

extensively researched, and a number of MIMO and SDMA techniques are 

included in the LTE standard. The notion of network MIMO involves the use of 

multiple antennas at both the transmitter and receiver side. Joint encoding over 

geographically distributed antennas renders the network into a super-cell, which 

is related to the MIMO broadcast scenario [90]. On the downlink, multiple base 

stations can transmit one or more MIMO paths to a mobile, whereas on the uplink, 

the transmission by a mobile can be received by one or more BSs. The gains of 

these techniques have been well established through simulation [91] as well as 

trial implementations. In case that full channel state information and all data are 

available at a central controller, network MIMO can efficiently exploit all spatial 

degrees of freedom to eliminate ICI. Although the network’s performance is no 

longer limited by interference, there is a huge amount of additional complexity 

and coordination overhead compared to single cell signal processing.  

c3) Decoding algorithms: 

The use of multiple antennas at receivers facilitates establishment of spatial 

diversity branches, which can be used for implementation of receive diversity 

and/or interference rejection techniques in the receive processing. Since the radio 

channels from a transmit antenna to the receive antennas tend to fade differently, 

multi-antenna receivers provide diversity –both for the signal of interest and for 

the interference. With appropriate selection of the antenna combining weights, 

accounting for the radio channel, the interference power and the spatial coloring 

of the interference, such multi-antenna receivers may provide increased 

robustness to both fading and interference.  

The most well-known method for receive diversity is traditional Maximum 

Ratio Combining (MRC) [92]. Other recent receiver decoding innovations include 

Sphere and dirty paper coding [93]. 

1.2.5 Load balancing 

Another important issue in multicell networks is to resolve the load imbalance 

problem between cells. In order to balance the load among different cells, it is 

needed to transfer the over-loaded traffic from “hot” cells to neighboring “cooler” 
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ones. Various dynamic load balancing schemes to deal with the unbalanced traffic 

problem are proposed in the literature. We can broadly classify them into four 

groups: a) Strategies based on channel borrowing from cooler cells [94]; b) 

Strategies based on BS selection [95]; c) Strategies based on power control and 

cell breathing [96],[97],[99]; and d) Strategies based on relay-assisted traffic 

transfer [100]-[102].  

The basic idea of channel borrowing is to borrow a set of channels from 

“cooler” cells (with less traffic load) to “hot” cells. However, this will change the 

pre-defined spectrum reuse pattern and introduce more cochannel interference. 

Also, as future cellular networks move towards to universal frequency reuse, 

there is little space for channel borrowing schemes. In BS selection schemes, 

mobile users in hot cells will try to associate with a BS in a neighboring cooler 

cell and get service, but the throughput is limited due to low signal strength. The 

cell breathing effects allow adjustment of transmit power to reduce the size of hot 

cells to release over-loaded traffic to neighboring cooler cells. Sang et al. [96] 

proposed an integrated framework consisting of a MAC layer cell breathing 

technique and load aware handover/cell-site selection to deal with load balancing. 

Bu et al. [97] were first to rigorously consider a mathematical formulation of 

proportional fairness PF [98] in a network-wide manner with users' associations 

to BSs. They showed that the general problem is NP-hard and proposed a 

heuristic algorithm to approximately solve the problem. [99] extends this 

network-wide PF to the multicell network with partial frequency reuse where 

each BS has limited resources based on ICI pre-coordination scheme and 

independently runs a PF scheduler. Therefore, in cell breathing schemes, close 

cooperation among adjacent cells is required to guarantee full coverage and 

mitigate ICI. The last strategy consists of taking the advantage of MCNs to relay 

over-loaded traffic from hot cells to cooler cells. Load balancing in MCNs not 

only involves balancing among cells, but also balancing among relaying nodes 

and the choice of relaying device. Compared with previously discussed dynamic 

load balancing schemes, relay-based load balancing schemes are more flexible 

and will introduce less interference. 

In [100], a mobile-assisted call admission scheme is proposed to achieve load 

balancing in cellular networks, which requires an ad hoc overlay network on the 

cellular network. The authors divided the channels into two groups, one for the ad 

hoc overlay network and the other for the cellular network. The simulation results 

showed that a fixed division of channels is not efficient. In [101]-[102], the 

authors proposed dynamic load balancing schemes in the integrated cellular and 
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ad hoc relaying systems (iCAR) [101] and PARCelS [102]. The ad hoc relaying 

stations (ARS) compose an overlay ad hoc network, which can help relay traffic 

among different cells.  

In iCAR, low cost limited mobility ARSs are placed in hot spot areas for 

traffic relaying. This strategy is not only costly, but also not flexible enough to 

handle the highly dynamic load scenarios in 4G networks. PARCelS uses mobile 

nodes for relaying. When a BS is congested, mobile nodes search best routes to 

other non-congested cells. Route information is forwarded to BSs for selection. 

This strategy requires considerable routing overhead and does not take advantage 

of the presence of powerful BSs. In addition, both schemes do not take into 

account the load balancing among mobile users. Balancing among the users is 

important to avoid the situation where over-loaded relaying nodes run out of 

battery. This affects the availability of routes and connectivity. Although this issue 

is more related to routing, balancing load among cells and mobile users is 

important to achieve good network performance.  

ALBA [103] is a dynamic load balancing scheme for CDMA-based MCNs 

which considers the location and priority of mobile nodes for load migration. The 

basic idea is to shift traffic load from a hot cell to cooler cells in a best effort 

manner by checking periodically the load status of the cells in the network. Best 

effort is assumed because relaying routes for load migration may not exist 

especially in a highly dynamic loaded network. If cell load deviation is greater 

than a global load deviation threshold, then starts load migration planning. ALBA 

may be also applied to any heterogeneous load environment. Although simulation 

results show that this scheme has good performance in terms of throughput and 

lower call blocking ratio, like most load balancing schemes, ALBA is a heuristic.  

A novel message forwarding mechanism for load balancing in relay based 

multicell topologies is presented in [104]. When considering mobile relay nodes, 

the actual mobility of nodes can be used to physically propagate information 

messages. Furthermore, while full connectivity can be provided by the supporting 

BS, store-carry and forward (SCF) paradigm is proposed to provide the target 

performance gain at the expense of message delivery delay. It is important to note 

that the SCF paradigm was originaly conceived as a way to provide 

communication in intermittently connected networks [105]. However in this case, 

message forwarding is deliberately delayed to allow for the physical propagation 

of information messages. With knowledge on data traffic load conditions of 

neighboring cells, a BS has the flexibility to redirect delay tolerant information 

messages to adjacent cells by utilizing the underlay SCF scheme. In this way, 
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delay tolerant traffic can be guided to neighbor cells which have lower utilization 

level to avoid resource stagnation at the targeted cell. 

Load balancing for multicast applications 

Network integration also represents an interesting way to support multimedia 

services in cellular systems as it allows increasing the efficiency of the whole 

system in terms of coverage area, resource capacity, and number of 

simultaneously active users. The network load in this type of applications is 

especially critical.  

Cellular service providers have already had difficulties to keep up with the 

staggering increase in data traffic [106], [107], and will have to carefully engineer 

their networks to support the tremendous amount of mobile video traffic in the 

future. Today, cellular networks are unable to handle large scale live video 

distributions since existing cellular deployments do not natively support multicast 

and broadcast. 

Cellular service providers may address the capacity issue by: a) deploying 

more base stations, b) upgrading their base stations, e.g., to support Multimedia 

Broadcast Multicast Services (MBMS) [108], or c) building dedicated broadcast 

networks, such as Digital Video Broadcast–Handheld (DVBH) [109]. However, 

these solutions incur high infrastructure costs and may not be compatible with 

current mobile devices. Hence, a better solution is needed. Since modern mobile 

devices are equipped with multiple network interfaces, cellular service providers 

may offload mobile video traffic to an auxiliary network. In MCNs mobile 

devices relay video data among each other using ad hoc links. Exploiting such a 

free mechanism of distribution alleviates bottlenecks and reduces cost for cellular 

service providers. 

While MCNs have the potential to capitalize on the complementary features 

of both networks for low cost yet reliable massive live video distribution, 

transmission of video data must adhere to the timing needs inherent in the 

delivery and playback of video content. 

Law et al. [110] evaluate a hybrid network in which some mobile devices act 

as gateways and relay data to mobile users outside the range via a multihop ad 

hoc network. Lao and Cui [111] propose a hybrid network, in which each 

multicast group is either in the cellular mode or in the ad hoc mode. Park and 

Kasera [112] consider the gateway node discovery problem, and model ad hoc 

interference as a graph coloring problem. Bhatia et al. [113] formulate a problem 
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of finding the relay users to maximize the overall data rate, and they propose an 

approximation algorithm to solve it. Qin and Zimmermann [114] present an 

adaptive strategy for live video distribution to determine the number of quality 

layers to be transmitted between two mobile devices. Hua et al. [115] formulate 

an optimization problem in a hybrid network to determine the cellular broadcast 

rate of each quality layer. In the ad hoc network, a flooding routing protocol is 

used to discover neighbors and a heuristic is employed to forward video data. A 

lot of work remains to be done in this area since most of the previous works are 

based on single-cell scenario. 

1.3 Aims and outline of the thesis 

The aim of the thesis is to present a number of new network paradigms for future 

MCNs. The contributions include solutions for relaying topology control 

optimization, network reconfiguration issues, scheduling, new multihop routing 

protocols and different proposals for multicast traffic optimization in cellular 

networks as well as the integration of different types of networks within the MCN. 

A novel approach to the optimization, control and analysis of MCNs is used to 

address those paradigms.  

Physical layer issues, such as a new channel model for multihop networks, 

new interference management schemes and power control optimization, are also 

covered in this thesis.  

The thesis is organized in 6 chapters: 

– In Chapter 1, the introduction is presented as a literature review of the most 

important research results for MCNs. Open problems and future research 

directions are pointed out to highlight the motivation for the research. The 

main contributions of this thesis are included from Chapter 2 to 5 as follows: 

– Chapter 2, the results of which have been presented in [116]-[118], presents 

an algorithm for efficient relaying topology control, which is aware of 

intercell interference. The algorithm jointly chooses the relaying topology 

and scheduling in the adjacent cells in such a way to minimize the system 

performance degradation due to the intercell interference. A new topology 

search (TSL) program is developed to find the best topology in accordance 

with a given objective function. The set of constraints in the optimization 

program includes relaying specific system parameters and temporal and 

spatial nonuniform traffic distribution.  
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This framework is also extended to include the optimization of the power 

allocation and, the network performance is compared by using cooperative 

diversity relaying scheme (COOR) and conventional relaying scheme 

(CONR), resulting in two intercell interference management protocols I2M-

COOR and I2M-CONR, respectively. By including weights in the utility 

function we analyze the trade-off between throughput and power allocation.  

Numerical results demonstrate that an adaptive relaying topology control 

provides the network utility improvements and presents the framework for 

quantifying these improvements for spatially and temporally varying traffic. 

– Chapter 3, the results of which have been presented in [119]-[121], extends 

our previous results on relaying topology optimization and presents a novel 

sequential genetic algorithm (SGA) for dynamic reconfiguration of the 

relaying topology to the traffic variations in the network.  

Duplex transmission is considered and network coding is used to 

combine the uplink/downlink transmissions and, incorporate it into the 

optimum bidirectional relaying with ICI awareness resulting in a 

comprehensive solution for 4G/5G common air interface. 

Numerical results show that SGA-TSL provides both high performance 

improvements in the system, fast convergence (at least one order of 

magnitude faster than exhaustive search) in a dynamic network environment.  

– Chapter 4, the results of which have been presented in [122]-[124], presents a 

new approach to optimization in MCNs. A nano scale network model (NSNM) 

is developed for high resolution optimization. By applying hexagonal 

tessellation, the cell is partitioned into smaller subcells of radius r. By 

adjusting the radius of the subcell r, different hopping ranges are obtained 

which directly affect the throughput, power consumption and interference. 

With r as the optimization parameter, we jointly optimize routing, scheduling 

and power control to obtain the optimum trade-off between throughput, delay 

and power consumption. By using only one single topology control parameter 

(r) for multi objective system optimization we minimize the control traffic 

overhead that makes the system feasible for practical implementation.  

A set of numerical results demonstrates that NSNM enables high 

resolution optimization of the system and an effective use of the context 

awareness. A special nano scale channel model (NSCM) for this application 

is also included together with a new concept for route discovery protocols for 

MCNs which is aware of the mutual impact of all routes in the cell. 
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Numerical results show that our proposed algorithm is superior when 

compared to other existing route discovery protocols adapted to this scenario. 

In addition, the NSNM is used to analyze the trade-off between 

cooperative diversity and spatial reuse in multihop cellular networks. 

– Chapter 5, the results of which have been presented in [125], provides a 

promising way to support multimedia services in cellular networks by 

integration of Delay Tolerant Network (DTN) and cellular network. 

Polymorphic Epidemic Routing (PER) is proposed for multicast DTN and 

new adaptive recovery schemes are developed to remove the delivered 

packets from the network (recovery from infection). Analytical model of this 

system is presented to study the effects of different recovery schemes on the 

performance of multicast DTN. Numerical results show that our adaptive 

schemes increase the efficiency of the whole system in terms of reducing the 

message delivery delay and the resource consumption compared to existing 

schemes.  

– Finally, Chapter 6 concludes the thesis. The main results are summarized and 

future research directions are suggested. 

1.4 Author´s contribution to the publications 

This thesis is mainly based on four journal papers [116, 119, 122 and 125], and 

six conference papers [117, 118, 120, 121, 123 and 124]. Most of the results have 

been published or are under consideration for publication. I have coauthored all 

these papers with my supervisor Prof. Glisic. The author has had the main 

responsibility for performing the analysis, developing the simulation software, 

generating the numerical results, and writing all the aforementioned papers. Prof. 

Glisic provided opportunities, motivations, reviews and suggestions related to 

technical issues, editorial corrections and guidance in the study and publication 

process. All results and analysis presented in this thesis have been produced by 

the author. 
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2 Optimization of relaying topology in MCN 

In this chapter, we propose an optimization framework for relaying topology 

control in MCNs aware of the intercell interference (ICI). Firstly, we define the 

relaying topology in MCNs to answer the questions who is transmitting to whom, 

and when, in such a way to insure the best system performance. The transmission 

scheduling is included in the optimization to reduce the effects of the ICI while 

providing channel reuse factor one. The algorithm jointly chooses the relaying 

topology and scheduling in the adjacent cells in such a way to maximize the 

system performance. This results in a multicell jointly optimal relaying topology. 

In case of temporally and spatially varying traffic distribution, the optimal 

topology will also vary in time and an efficient way of topology control is needed. 

The optimization problem is formulated by using NUM (Network Utility 

Maximization) formulation and the aim is to jointly optimize the relaying 

topology, routing and scheduling in MCNs with ICI awareness. The utility 

function includes data rate, power consumption and delay. The overall 

optimization is solved by using the combination of a new topology search 

program (TSL) developed for this application and CVX program [126]. 

Numerical results demonstrate that an adaptive relaying topology control 

provides the network utility improvements and presents the framework for 

quantifying these improvements for spatially and temporally varying traffic. 

This framework is then extended to include the optimization of the power 

allocation and the utility function is modified by adding weights to model the 

trade-off between throughput and power consumption. We also compare the 

performance of conventional relaying (CONR) and cooperative relaying (COOR) 

schemes, resulting into two intercell interference management protocols I2M-

CONR and I2M-COOR, respectively. Numerical results show that I2M-COOR 

offers an improvement in the network throughput of at least 4 times and a 

reduction of power consumption up to 3 times compared to I2M-CONR.  

 The remainder of this chapter is organized as follows. An overview and 

background of cross-layer optimization is given in Section 2.1. System model and 

assumptions are then given in Section 2.2. The description of the relaying 

topology and motivating example are presented in Section 2.3. Section 2.4 

extends this model to cooperative relaying scheme (COOR). The traffic modeling 

is presented in Section 2.5. Jointly optimization of relaying topology control, 

routing and scheduling is shown in Section 2.6. In Section 2.7, the throughput-

power trade-off is presented. Numerical results are shown in Section 2.8 to 
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illustrate the performance of the proposed algorithms. Finally, Section 2.9 

concludes the chapter.  

2.1 Overview and background 

In the past, network protocols in layered architectures have been obtained on an 

ad hoc basis, and many of the recent cross-layer designs are also conducted 

through piecemeal approaches. Only recently, network protocol stacks are 

analyzed and designed as distributed solutions to some global optimization 

problems in the form of generalized Network Utility Maximization (NUM), 

providing insight on what they optimize and on the structures of the network 

protocol stack. Such a framework of “layering as optimization decomposition” 

provides a common framework for modularization, a way to deal with complex, 

networked interactions. It exposes the interconnection between protocol layers 

and can be used to study rigorously the performance trade-off in protocol layering, 

as different ways to modularize and distribute a centralized computation. Even 

though the design of a complex system will always be broken down into simpler 

modules, this theory will allow us to systematically carry out this layering process 

and explicitly trade off design objectives. 

By this framework, the network utility function is maximized by its 

decomposition into components which are implemented in different layers of the 

protocol stack. Each layer corresponds to a decomposed subproblem, and the 

interfaces among layers are quantified as functions of the optimization variables 

coordinating the subproblems. Different layers iterate on different subsets of the 

decision variables using local information to achieve individual optimality. Taken 

together, these local algorithms attempt to achieve a global objective. 

Intuitively, layered architectures enable a scalable, evolvable, and 

implementable network design. Each layer in the protocol stack hides the 

complexity of the layer below and provides a service to the layer above. It adopts 

a modularized and often distributed solution approach to network coordination 

and resource allocation. Such a design process of modularization can be 

quantitatively understood through the mathematical language of decomposition 

theory for constrained optimization [127]. Decomposition theory provides the 

analytical tool for the design of modularized and distributed control of networks.  

The application of “layering as optimization decomposition” has been 

illustrated through many case studies. The congestion control functionality of 

TCP has been reverse engineered by implicitly solving the Basic NUM problem 
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[128]. Other results also show how to reverse engineer Border Gateway Protocol 

(BGP) as the solution to the Stable Path Problem [129], and contention based 

Medium Acces Control (MAC) protocols as a noncooperative selfish utility 

maximization game [130]. A number of papers have been published in this area 

with the focus on jointly optimized congestion control and routing [131], [132]; 

routing, scheduling and power control [133], [134]; congestion control, routing 

and scheduling [135], [136]; congestion control and physical recource allocation 

[137], [138]; and different combinations of those problems [139]-[142]. The 

feasibility of using the above framework in mobile communications with fading 

and mobility is described in [140]. 

Since the early 1990s, it has been recognized that for efficient solution of 

optimization problems we need convexity. Convex optimization has become a 

computational tool of central importance in engineering, thanks to its ability to 

solve very large, practical engineering problems reliably and efficiently. Many 

communication problems can either be cast as or be converted into convex 

optimization problems, which greatly facilitate their analytic and numerical 

solutions. Furthermore, powerful numerical algorithms exist to find the optimal 

solution of convex problems efficiently [143]. 

In the sequel we provide the formulation of NUM, a description to the most 

common decomposition methods and the decomposition of NUM. For the basics 

in the area of convex optimization, the basics of convexity, Lagrange duality, 

distributed subgradient methods and other solution methods for convex 

optimization, the reader is referred to [143]. 

NUM formulations 

We consider a network modeled as a set L  of links (scarce resources) with finite 

capacities ( )lc l= , ∈c L . They are shared by a set N  of sources indexed by n. 

Each source n  uses a set ( )n ⊆L L  of links. Let ( ) { ( )}l n l n= ∈ | ∈N N L  be the 

set of sources using link l . The sets { ( )}nL  define a L N×  routing matrix 

{ }lnr=R  with 1lnr = , if ( )l n∈L , i.e., source n uses link l and 0, otherwise. 

The Basic NUM problem is the following formulation, known as monotropic 

programming. TCP variants have recently been reverse engineered to show that 

they are implicitly solving this problem, where source rate vector 0≥x  is the 

only set of optimization variables, and routing matrix R  and link capacity vector 

c  are both constants: 
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where the utility function nU  is often assumed to be smooth, increasing, concave, 

and dependent on local rate only, although recent investigations have removed 

some of these assumptions for applications where they are invalid.  

Many of the papers on “layering as optimization decomposition” are special 

cases of the following Generalized NUM for the entire protocol stack: 
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where the rate of source n is designated as nx , and these rates are arranged in 

vector x. Parameter jz  denotes the physical layer resource at network element j. 

The utility functions nU  and jV  are concave functions and in general may be any 

nonlinear, monotonic functions. R is the routing matrix, and c are the logical link 

capacities as functions of both, physical layer resources z and targeted decoding 

error probabilities eP  which capture for example, the functional dependency of 

power control and interference level in the network. Routing matrix [ ]lnr=R  has 

entries 1 lnr = if source n (n = 1,2,..,N) is using link l (l = 1,2,..,L) and 0 otherwise. 

If in addition an ARQ protocol is used, a constraint set 1( )ePC  is included. The 

issue of rate-reliability trade-off and coding is captured in this constraint. The 

rates are further constrained by the medium access success probability which is 

modeled by 2( )FC , where F is the contention matrix, or the scheduling constraint 

set Π . The sets of possible routing algorithms, scheduling or contention based 

MAC schemes and physical layer resource allocation schemes are represented by 

ℜ , F  and Z , respectively. Within these algorithms the optimization variables 

are x, z, eP , F and R.  

Decomposition Methods 

The basic idea of decomposition is to split the original large problem into smaller 

subproblems, which are then coordinated by a master problem by means of some 

kind of signalling. Most of the existing decomposition techniques can be 

classified into primal decomposition and dual decomposition methods. The 
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former is based on decomposing the original primal problem, whereas the latter is 

based on decomposing the Lagrange dual of the problem. Primal decomposition 

methods have the interpretation that the master problem directly gives each 

subproblem an amount of resources that it can use. The role of the master 

problem is then to properly allocate the existing resources. In dual decomposition 

methods, the master problem sets the price for the resources to each subproblem 

which has to decide the amount of resources to be used depending on the price. 

The role of the master problem is then to obtain the best pricing strategy. Primal 

decomposition and dual decomposition can in fact be inter-changed by 

introducing auxiliary variables [127]. Almost all the papers in the vast, recent 

literature on NUM use a standard dual-based distributed algorithm. Contrary to 

the apparent impression that such a decomposition is the only possibility, there 

are in fact many alternatives to solve a given network utility problem in different 

but all distributed manners [147], including multi-level and partial 

decompositions as shown in Fig. 4. Each of the alternatives provides possibly 

different network architectures with different engineering implications. 

 

 

Fig. 4. Multilevel decomposition. 

Dual decomposition of the Basic NUM 

In this section, we illustrate how the dual decomposition approach can be applied 

to the Basic NUM problem to produce the standard dual-decomposition-based 
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distributed algorithm. Assume that the utility functions are concave, and possibly 

linear functions. The Lagrange dual problem of (1) is formed as 
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where 0lµ ≥  is the Lagrange multiplier (i.e., link price) associated with the linear 

flow constraint on link l. Additivity of total utility and linearity of flow constraints 

lead to a Lagrangian dual decomposition into individual source terms 
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where 
( )n ll n

q µ
∈

=∑ L
. For each source n, ( , ) ( )n n n n n n nL x q U x q x= −  only depends 

on local rate nx
 
and the path price nq  (i.e., sum of lµ  on links used by source n).  

The Lagrange dual function g(µ) is defined as the maximized L(x, µ) over x 

for a given µ. This “net utility” maximization obviously can be conducted 

distributively by each source  

 ( ) arg max  [ ( ) ] .       n n n n n n
x

x q U x q x n∗ = − , ∀  (5) 

The Lagrangian maximizer x*(µ) will be referred to as price-based rate allocation 

(for a given price µ). The Lagrange dual problem of (1) is  
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where the optimization variable is µ. Since g(µ) is the point wise supremum of a 

family of affine functions in µ, it is convex and (6) is a convex minimization 

problem. Since g(µ) may be nondifferentiable, an iterative subgradient method 

can be used to update the dual variables µ to solve the dual problem (6) 
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 is the lth component of a subgradient vector of g(µ), t 

is the iteration index, and β(t) > 0 is the step size. Certain choices of step sizes, 

such as β(t) = β0/t, β > 0, guarantee that the sequence of dual variables µ(t) 

converges to the dual optimal µ*  as . It can be shown that the primal 

variable * ( ( ))x tµ  also converges to the primal optimal variable x* . For a primal 
t → ∞
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problem that is a convex optimization the convergence is towards a global 

optimum.  

In summary, the sequence of source and link algorithms (5), (7) forms a 

standard dual-decomposition-based distributed algorithm that globally solves 

NUM (1) and the dual problem (6), i.e., computes an optimal rate vector x*  and 

optimal link price vector µ*  without explicit need for signalling. This is because 

the subgradient is precisely the difference between the fixed link capacity and the 

varying traffic load on each link, and the subgradient update equation has the 

interpretation of weighted queuing delay update.  

In the Generalized NUM coupling can happen in the constraints, and also in 

the objective function, where the utility of source n, { } ( )
( , )n n i i n

U x x
∈I

, depends on 

both its local ratenx and the rates of a set of other sources with indices in set 

( ).nI  If nU  is an increasing function of { } ( )i i n
x

∈I
, this coupling models 

cooperation in a clustered system, otherwise it models competition such as power 

control in wireless network or spectrum management in DSL. Such coupling in 

the objective function can be decoupled [147] by first introducing auxiliary 

optimization variables and consistency equality constraints, thus shifting coupling 

in objective to coupling in constraints. This can be decoupled by applying dual 

decomposition and solved by introducing “consistency prices”. These consistency 

prices are iteratively updated through local message passing. For more details in 

the area of decomposition theory, the reader is refered to [127]. 

In what follows, we present a new design of relaying topology control 

algorithms for MCNs based on Network Utility Maximization (NUM) 

formulation. The design jointly optimizes the relaying topology, routing and 

scheduling resulting in a two dimensional or space time routing protocol. This 

framework is also extended to include the optimization of the power allocation in 

cooperative and conventional relaying schemes.  

2.2 System model and assumptions 

In this section, we describe the system model adopted for relaying in MCNs and 

the model of ICI. We use generic notation for variable X as Xtransmitter,receiver where 

the first index refers to the position of the transmitter (terminal or base station) 

and the second one to the position of the receiver. 

We consider the uplink transmission in a cellular network with a set { }i=I  

of base stations. For a systematic presentation of the problem, hexagonal cells are 

approximated by circles of radius R and the cell area is divided into concentric 
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rings with index mi as shown in Fig. 5. We assume that the mobile users are 

located on those rings at distance , 0im i id m d=  from the base station i where mi is 

an integer and 0d  is a unit distance. We consider that there is one user per channel 

in each ring. Users are equipped with omnidirectional antennas and transmission 

rates depend on the instantaneous SINR at the receivers. 

 

 

Fig. 5. a) Modeling interfering users positions for  2-cells; b) Possible transmission 

schedule. 
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Let 
1 2,i rm m

I  represents the interference power at the position of the reference 

receiver mr2 due to the interfering cochannel signal transmitted by mi1. This can 

be presented as  

 
1 2 1 21 2 1 2 1 2 1 2
, ,, , , ,

 / ,       
i i i ii r i r i r i i

m m m mm m m m m m m m
I P G S G G= =

       
 (10) 

where 
1 2,i rm m

G is the gain of the channel between the interfering user mi1 and the 

reference user mr2. 

The signal to interference plus noise ratio 
1 2,r rm m

SINR  at mr2 in the presence of 

all interfering users is 

 ( ) 1 2

1 21 2

1 2

,

,
,

 
, ,            r r

r r

i r

m m
i im m

r m mi r

S
SINR

n I
≠

=
+∑

m m  (11) 

where 1 11 21 1 2 12 22 2( , ,..., ),  ( , ,..., )
c ci N i Nm m m m m m= =m m ,  ri −∈ I  are the positions of 

the cochannel interfering mobile users in all interfering cells and, rn  is the 

background noise power. 

Under these conditions the corresponding link capacity will be denoted as 

1 2 1 2
( , , , )r r r i ic m m m m  and can be calculated by  

 ( )
1 2

1 2 1 2 1 2,
( , , , ) log 1 ( , ) ;  .          

r r
r r r i i i i rm m

c m m SINR i −= + ∈m m m m I  (12) 

We start by considering that there is no power control and later on, in Section 2.7 

we will remove this assumption. So, in the case when the transmission power is 

the same for the referent user and interference users 
1 2 1 2
, ,r r i im m m mP P= , we have  

 ( ) ( )1 21 2 1 2 1 2

1
1

, , ,
, / ,         

r r i r i i
i i rm m m m m mi r

SINR N G G
−

−
≠

= +∑m m  (13) 

where /r rN P n SNR= = . 

In general, links between the mobile and the AP may require less power if 

space time coding is used. The modifications to include this fact are 

straightforward.  

We define now the multihop (H hops) route as a series of relaying 

transmissions  

 1 2 1 1 2 1( , ,..., , , , ,..., , ).         r r r rH rH i i iH iHm m m m− −ℜ m m m m  (14) 
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The above equations correspond to the conventional relaying scheme 

(CONR), in the first phase of the communication (i.e., first hop), an intermediate 

user from rhm  receives the transmission of user 1rhm −  that is destined to the base 

station APr. In the next phase (hop), the intermediate user rhm  simply forwards 

the information to the following intermediate user 1.rhm +  The users continue 

relaying to the next user until the signal that they have received during the 

previous phases reaches the base station APr. There can be many concurrent 

transmissions in each phase (within the same cell and in the adjacent cells). The 

choice of the most appropriate relays to satisfy certain network requirements will 

be address in next section. The extension to cooperative relaying will be 

introduced in Section 2.7. 

The capacity of the route is then defined as  

 , 1 2 1 2min ( , , , )     
r rh r r r i ic c m mℜ ℜ= m m   (15) 

 ( )
1 2

, 1 2 1 2 1 2,
( , , , ) log 1 ( , ) ,      

r r r
r r r i i i im m

c m m SINRℜ = +m m m m  (16) 

which is equal to the minimum link capacity on the route. The optimum set of 

relaying routes is the one that maximizes the capacity of the network and is 

defined as  

 { } , ,max ; where ;   .         
r rr H rr
C C c rℜ ℜ ℜ ℜℜ = = ∈∑ I��  (17) 

Due to the fact that a node can not receive and transmit the signal simultaneously 

on the same channel, only a subset of transmissions can be active simultaneously. 

For that reason a scheduling in different time slots will be introduced in the sequel. 

2.3 Two dimensional relaying topology 

Full real time knowledge of all cross channel coefficients between all users would 

provide complete insight into the mutual interference and basis for optimal 

scheduling. However the channel measurements, messaging overhead and 

transmission coordination (scheduling) for such a scheme would be very complex. 

For this reason we suggest an alternative (simplified) scheme that requires only 

positioning. In this section, we start with a simpler model that requires only the 

distance from the base station/access point, which is an information relatively 

easy to acquire and already available in existing systems. High resolution model 

that requires full information (r,φ) on the user position will be presented in 

Chapter 4. In this section, we have approximated the continuum of possible 
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positions of the terminals with a discreet set of values, represented by rings in the 

cells. For such a scheme we include the impact of the fading into the model.  

The cochannel interference can be further reduced by scheduling different 

transmissions in different subchannels (time slots, frequency bins). All necessary 

transmissions between all users and their respective access points should be 

completed in B slots (scheduling cycle). 

Motivating example: Limited interference relaying topology with same data 
rate/source. 

As an illustration, for the two cells scenario and notation shown in Fig. 5, a 

possible (feasible) topology is shown in Fig. 5b. For a systematic presentation of 

the problem, the cell area is divided into concentric rings (e.g. three rings for each 

cell in Fig. 5), and we assume that the users are located on those rings. It is 

assumed that there is one cochannel user in each ring and each user has the same 

amount of information to transmit.  

The topology consists of four partial topologies representing transmissions in 

four consecutive time slots (B = 4). In the first time slot (the first partial topology) 

there are two simultaneous transmissions: packet originating from ring 3 in 

reference cell r is transmitted from ring 3 to ring 2 and at the same time packet 

originating from ring 1 of interfering cell i is transmitted from ring 1 to access 

point APi. In the second time slot (the second partial topology), packet originating 

from ring 3 in cell r is transmitted from ring 2 to APr and at the same time packet 

originating from ring 2 of cell i is transmitted from ring 2 to access point APi. 

Similarly the same notation is used for transmission in time slot 3 and 4.  

Limited interference in this context means that the distance between the 

active receiver (mr2) and the closest point reached by the omnidirectional 

interfering transmission (mi1), referred to as interfering distance di, equals to did0. 

The minimum interference distance in the previous topologies is di = 2. 

So, in the above example, there will be limited interference transmission for 3 

users per each cell in four channels (4 time slots in Fig. 5b), giving the “intercell 

throughput” 3/4 (3 users/4 time slots), as opposed to the 3/6 = 1/2 in a 

conventional TDMA system where each cell uses a half of available channels 

(slots), and each ring transmits in separate channel (slot). 

These four partial topologies together are referred to as a possible or feasible 

two dimensional (time and space) topology and will be represented in the sequel 

by a given topology index t. For this concept (17) becomes 
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 { } ( 2) (2) (2) (2)
(2)

, ,
max ;where  ;           

r r
r B H r

C C c r
ℜ ℜ ℜ ℜ

ℜ = = ∈∑ I  (18) 

and (2)ℜ  is two dimensional relaying topology to be elaborated in more detail in 

the next section. For each slot 1,...,b B= , parameter ( 2)
r

c
ℜ

 is given by 

corresponding (15)-(16). 

TSL program is developed to find the optimum relaying topology for the 

problem described in the previous example. It performs a search through all 

feasible topologies, gives users different priorities to transmit, all possible options 

for relaying and coordinates the transmission between the different cells, to find 

the best topology in accordance with a given network utility function.  

To generalize this modeling and further explain the meaning of the 

scheduling interval B, we use analogy with standard contention graph modeling of 

MAC layer operation by representing users in the relaying rings from the previous 

examples as nodes in the network. Designing a MAC protocol can be modeled as 

a bandwidth allocation problem at the link layer. When considering link layer 

flows, contention relations between the links can be represented by a link conflict 

graph. In such a graph, vertices represent link flows and edges between vertices 

denote contention between links, which is the situation where there is interference 

between either the sender or the receiver of one link with either the sender or the 

receiver of the other link. A fully connected subgraph in a conflict graph is 

referred to as a clique and maximal clique, is a clique not contained in any larger 

clique. Therefore, a maximal clique represents a “channel resource”, which has a 

given fixed capacity. The basic requirement for feasibility of a schedule or 

bandwidth assignment is that the total flow rate in each clique does not exceed the 

clique’s capacity, subject to the conflict constraints. In addition, the bandwidth 

allocation should satisfy some performance requirement such as fairness. 

Assuming all nodes use omnidirectional antennas to transmit packets in the 

same shared wireless channel, a link conflict graph can be used to describe the 

contention relations between link flows, and each maximal clique is treated as a 

“channel resource” with a given fixed capacity. The capacity of a clique depends 

on the topology of the network, and the fairness principle under consideration. In 

the previous example, transmissions within the same clique are shared on the time 

scale by scheduling transmissions in different time slots. After B slots (scheduling 

cycle) the transmissions can be repeated in the same order.  
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2.4 Cooperative relaying scheme 

In this section, we assume that the users are equipped with cooperative diversity 

receivers, so they can exploit the broadcast nature of the wireless transmission to 

cooperate and improve the SNR at the intended receiver. Cooperative multihop 

networks can improve the performanve via cooperative diversity, reducing the 

transmission power and increasing the capacity via multiple communication links 

to a single destination [14], [46]. 

The Cooperative Relaying Scheme (COOR) proposed in this section works as 

follows. In the first phase, in the reference cell r the set of intermediate users 

located in { }1 2,...,r r rHm m=M  and APr listen to the transmission coming from mr1. 

In the next phase, the set of intermediate users in 2rM  and APr listen to the 

transmission of intermediate user located on mr2. The same scheme continues 

until the last intermediate user from mrH transmits to APr. This transmission 

model is presented in Fig. 6. Meanwhile in the same cell and in adjacent cells, 

many concurrent transmissions may take place. We assume that the set of 

intermediate users in rjM  and APr combine the received signals in a diversity 

receiver [176], so that the equivalent coorSINR  at APr after H hops is  
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where ,rhm rP  and 
1,ip ipm mP

+
are the transmission powers of user mrh and mip, 

respectively, ,rhm rG is the channel gain between mrh and APr and the same applies 

for ,ipm rG , and nr is the background noise power.  

 
 
 
 
 
 
 
 
 

Fig. 6. Cooperative relaying scheme, ([118] [©IEEE 2 011]). 
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The capacity of the route rℜ  is now defined as  

 ( )1 2,
log 1 ( , ) .        

r rh
i im r

c SINRℜ = + m m  (20) 

The optimum set of relaying routes is given again by (17) with , .
r rrc cℜ ℜ=  

2.5 Traffic modeling 

In a real network, the traffic will vary in time and space. To model the network 

traffic dynamics we introduce the following definitions. We denote by ni the 

number of rings in cell i and 
1

c

i

N

i
N n

=
=∑  the total number of rings in the network 

where cN  is the number of cells (cN = I ). The vector 1, ,( ,..., ), i
i

i

n
i n i iλ λ= ∈λ λ R  

defines the amount of generated source traffic by the users situated in the different 

rings in cell i to be transmitted to the access point APi on the uplink. For the same 

traffic vector λi the base station can schedule the transmission through different 

channels (time slots) resulting in temporal and spatial MAC protocol. The overall 

network traffic on the uplink is defined as 1 2 1( , ,..., ) ( ,..., )
cN Nλ λ= =λ λ λ λ . 

The base stations jointly assign an access vector 1 2 1( , ,..., ) ( ,..., )
cN Na a= =a a a a  

to the different rings to give them permission to transmit, where each component 

(0,1)na ∈ . With na  = 1 the users from ring n are allowed to transmit otherwise 

not. In the two cell case 1 2( , )=a a a , the first half of the coefficients represent the 

permissions to transmit for the rings in referent cell r and the second half for rings 

in interfering cell i, ri −∈ I . The index pattern is presented in Fig. 7. 

2.6 Joint optimization of relaying topology, routin g and scheduling 

In this section, we define the optimization process by using Network Utility 

Maximization (NUM) formulation, the definition of utility function and necessary 

constraints which are result of the physical limitations of the system. The utility 

function and constraints sets have been further elaborated compared to those in (1) 

to model MCNs with ICI and traffic awareness. 

The examples of topologies presented in Section 2.3 are based on intuition 

and we need a systematic approach to the system optimization. The optimization 

of the relaying topology in MCNs should answer the questions “who is 

transmitting to whom” and “when”, to ensure the best system performance. In 

order to define the optimization problem, we introduce the following definitions. 

For i ∈ I , 
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We define the topology matrix 2 1( , )i i iT m m =  T  with 2 1( , ) 1,i iT m m =  if node 

mi1 is transmitting to mi2 and 0 otherwise, with indexes 1 2, 0,1,2,...,i i im m n= , and 

2 1i im m< . Each 2 1( , )i im m  pair is represented by a specific link index l as shown in 

Fig. 7 for the case of two cells. With this notation the column vector of equivalent 

(source + relayed) rates in cell i becomes  

 
2ii mx =  x  where 

2 2 11
2 1( , ) ,       

i i ii
m sm i i mm

x x T m m x= +∑  (21) 

where 
2ismx is the source rate of user 2im , 

2imx and 
1imx are the overall rate of the 

traffic sent by user 2im  and 1im  respectively. The overall topology matrix will be 

formally defined as [ ]idiag=T T ,

 

and i =  x x  is the concatenated column vector 

of the overall aggregate rates. 

 

Fig. 7. Link notation. 

The routing matrix [ ]lnr=R  has entries 1lnr =  if source n (n = 1,2,..,N) is using 

link l (l = 1,2,..,L) and 0 otherwise. Recall that, parameter N is the number of 

overall rings in the network. Parameters 
1i

ln lm
r r=  of the routing matrix R are 

calculated as 
1 22

2 1( , )
i ii

i ilm lmm
r r T m m=∪ , and the number of links is given by 

1
2 1( , )

i
i im

L T m m=∑ .  

The scheduling set Π will be combined with the routing matrix R resulting 

into two dimensional routing protocol characterized by extended routing matrix 
(2) (2)∈ℜR . Depending on the type of scheduler this will result into space time or 

space frequency routing. By assuming that the scheduling cycle within the 

maximum clique has B steps, the remaining NUM will include: 

a) Utility function that characterizes the design objectives 

 ( )1/ ( ) / ,                   n n n nn
U B a U x P= ∑  (22) 
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where ( ) log( )n n nU x x= , xn and Pn are the aggregate rate (source + relays) and 

aggregate power respectively needed for transmission of information from the 

source n to the access point, an is the access parameter (an = 1 indicates that 

source n is active and an = 0 otherwise). We assume that the buffers of the users 

are infinite, and we maximize the sum of the transmission rates and leave to the 

internal node fairness policy as a parameter to control the share of the channel 

between the local and relayed traffic.  

b) Constraint (2) (2) (2) (2)( )≤R x c R  with the following definitions of extended 

system parameters 

 

( ) ( )(2) (2)

(2)

(2) (2)

(1), (2),..., ( ) ; (1), (2),..., ( )               

( ) , 1,2,..,

, ,

T T T T T T T TB B

diag b b B

= =

= =

∈ℜ ∈ ⇒ ∈ℜ

x x x x c c c c

R R

R x Π R

(23a) 

where c are the logical link capacities calculated as discussed in Section 2.2 

for conventional relaying (CONR) and Section 2.4 for cooperative relaying 

(COOR). They capture the functional dependency of transmission power and 

interference level in the network and, ( )bR  is the partial routing matrix 

(subset of active users on matrix R in slot b).  

c) Each component of the set of feasible routes in (2)ℜ  should provide 

directional connection for each terminal to the corresponding access point. 

This means that the sequence of links generated in a clique cycle must 

provide connection for all terminals to the corresponding access point. To 

define this constraint explicitly we introduce the link hopping distance lh and 

the vector 1( ,..., )Lh h=h . Parameter hl represents the number of rings that link 

l is hopping over, from its transmitter/receiver to the corresponding 

receiver/transmitter. Similarly, the source hopping distance vector is denoted 

as 1( ,..., )Nd d=d , where nd is the hopping distance between the source and 

the access point. The sum of link hopping distances on the route from source 

n to the access point should be equal to the source hopping distance 

 ( ) ( ) .              T

b
b b =∑ R h d  (23b) 

d) The overall transmission rate is defined as  

 
2 2 11

2 1( ) ( , ) .            
i i ii

s m sm i i mm
x x T m m x− = ← = +∑I T x x  (23c) 
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Formulation of the problem defined by equations (22), (23a)-(23c) can be 

summarized as: 

 

,

(2) (2) (2) (2)

(2) (2)

     maximize  

      subject to  ( )

                      ( ) ( )

                       ( )

                      , .                    

T

b

s

U

b b

≤
=

− =

∈ℜ ∈ ⇒ ∈ ℜ

∑

x T

R x c R

R h d

I T x x

R x Π R

 (24) 

The results presented in Section 2.8 show that the optimal relaying topology 

depends on a given access vector a. For this reason for a given spatial traffic 

distribution the access vector should be varied to provide  

 ( ( )) ( ).            E t t=a λ  (25) 

The set of feasible topologies obtained by TSL for a given a will be denoted as 
(2)ℑ . These topologies are represented formally as a collection of partial 

topologies (links) generated in 1,...,B b=  slots (2) ( ) ( )b b

b b

PTℑ = =∪ ∪L , where ( )b
L  

indicates the set of active links in slot b.  

The algorithm works as follows: 

 

1. Calculate the access vector a for a given traffic distribution λ by using (25). 

2. Use TSL to generate the set of feasible candidate topologies (2)ℑ  for a. 
3. For each topology in the set (2)ℑ : 

4. Use CVX [126] within TSL to optimize the source rates. 

5. Calculate the aggregate powers needed for users to deliver the 

information. 

6. Calculate the utility using (22).  

7. Go to 3) until the best utility is obtained. 

2.7 Throughput-power trade-off with ICI awareness 

In interference limited systems the throughput and power optimization becomes 

non trivial due to network-wide coupling of the power allocation. Different 

approximations are presented in [141-143] to convexify the problem. Recently, 

Papandriopoulus et al. [144] proved how the problem can be rendered convex, 

and that the global optimum can be found through standard Lagrange duality. 
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In this section, we extend our previous optimization problem (24) to include 

the optimization of the power allocation. We define a new utility function that 

strikes a balance between maximizing the sum rate utility U1, and minimizing the 

cost (total power consumption) U2 to model the trade-off between throughout and 

power allocation in MCNs with ICI awareness. The constraints (23a)-(23c) 

defined for problem (24) are now extended to include the dependence on the 

power. This framework will be evaluated in Section 2.8 by using the conventional 

relaying scheme (CONR) described in Section 2.2 and cooperative diversity 

relaying scheme (COOR) described in Section 2.4. The optimization of the power 

allocation further reduces the effects of the interference and prolongs the battery 

life of the relaying users. The resulting intercell interference management (I2M) 

protocols by COOR and CONR schemes will be referred as I2M-COOR and I2M-

CONR, respectively. 

The throughput-power trade-off is defined by assigning weights w1, w2 to the 

utility U1 and cost U2  

 
1 1 2 2

1 2

1
( );   ,                  n n n nn n

U wU w U

U a U x U P
B

= −

= =∑ ∑
 (26) 

where U1 is the sum rate utility, and U2 is the overall power consumption. The 

resulting optimization problem is defined as utility maximization with pricing 

 

( )
1 2

, ,

(2) (2) (2) (2) (2)

(2

1
     maximize     ( )

      subject to    ,      

                         ( ) ( )

                         ( )   

                         ,

n n n nn n

T

b

s

w a U x w P
B

b b

−

≤

=

− =

∈ℜ ∈ ⇒

∑ ∑

∑

x T P

R x c R P

R h d

I T x x

R x Π R ) (2)

min max

                        

                         ,

∈ ℜ
≤ ≤P P P

 (27) 

where w1, w2 are the weights controlling the trade-off between the throughput and 

the power allocation, an is the component of the access vector assigned by the BS, 

Un is defined as ( ) log( )n n nU x x= , nP  is the overall power consumed by user from 

ring n. The first constraint has been modified with respect to (24) as 

( )(2) (2) (2),c R P  to include the dependence with the power. R is the routing matrix, 

b is the index of time slot, x is the vector of source rates, T is the topology matrix, 
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ℜ is the overall set of feasible routes, minP  and maxP are the minimum and 

maximum values of the trasmission power, respectively.  

The optimization is solved in three steps:  

1. The topologies are generated for a given access vector a by TSL.  

2. To render the problem formulation (27) convex, we apply an exponential 

variable transformation as in [144] nx
nx e← ɶ  and nP

nP e← ɶ
 along with a log-

transformation of the rate constraints to arrive at  

 
1 2maximize    ( )  

subject to   log( ) log( ( )),        

n n

n l

x P
n nn n

x P
ln ln l l

w a U e w e

e r c e

−

≤

∑ ∑
∑ ∑ ∑

ɶɶ

ɶɶ
 (27a) 

where 

( ) ( )b

b

n l
l n

P P
∈

= ∑
∪L

 

and ( ) ( )b nL  is the set of links used by node n in slot b. After the log-

transformation the constraint set is now convex. As the utility function used is 

(log, x)-concave, the transformed problem (27a) is convex, see [144, theorem 

2]. Under these conditions problem (27a) can be solved to optimality via 

standard Lagrange duality. 

3. By Dual decomposition the optimization problem is decomposed in the 

following subproblems:  

 
1 1
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0

1
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1
         max ( , ) ( )
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x x
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D L a U e e r
B

L a U e e r
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ɶ
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 (28) 

 { }2 2( ) max  ( , ) ( ) ,                             l nP P
l lP l n

D L c e eµ γ= −∑ ∑
P

µ P µ
ɶ ɶ

ɶɶ

ɶɶ ɶ ɶ≜ (29) 

where D1 is the routing subproblem in the network layer, D2 is the power 

allocation subproblem, xɶ  is the vector of source rates, Pɶ  is the vector of 

allocated powers and µɶ  is the vector of Lagrange multipliers.  

Due to the strict concavity of the partial Lagragian functions ( , )xL x µɶ
ɶ ɶ  and 

( , )
P

L P µɶ
ɶ ɶ , by [145, Prop. 6.1.1] the dual functions 1( )D µɶ  and 2( )D µɶ  are 

differenciable everywhere. The dual function can be written as 

1 2( ) ( ) ( )D D D= +µ µ µɶ ɶ ɶ . We can solve the dual problem  
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minimize     ( )

subject to     0   

D

≥
µ

µ

ɶ

ɶ
 

using the gradient-descendent method where the gradient of ( )D µɶ  can be shown 

to be  

 ( ) * *

( )           l nP x
l l l l ln ll n l

c e e rφ µ µ µ= −∑ ∑ ∑
ɶ ɶɶ ɶ ɶ  (30) 

with *
nxɶ  and *

lPɶ  the optimal solutions in (28) and (29). Given the locally optimal 

solutions * ( )nx tɶ  and * ( )lP tɶ , the algorithm updates lµɶ  as follows 

 ( )( 1) ( ) ( ) ,           l l l lt t tµ µ β φ µ +
+ = −  ɶ ɶ ɶ  (31) 

where β(t) is the appropriate step-size in iteration t. The algorithm for the 

optimization problem in (27) iteratively updates the dual variable by (31), and 

solves the subproblems (28) and (29) until the globally optimal solutions are 

achieved.  

The dual decomposition method leads to a distributed algorithm, where user 

keeps track on its own transmission rate and power.  

The Intercell Interference Management (I2M) algorithm works as follows: 

 

1. Generate the feasible set of topologies (2)ℑ  for a given access vector a by 

using TSL program. 

2. For each topology in the set (2)ℑ :  
3. Solve subproblem (28) and (29) by using CVX [126] with the capacity 

defined by (15) for I2M-CONR and (20) for I2M-COOR.  

4. Update the dual variable µɶ  by (31). Go to 3) until the subproblems 

converge to the optimum solutions *xɶ  and *Pɶ .  

5. Evaluate the objective function in (26) for the optimal values *xɶ  and  

obtained in 3), by using certain weights 1w  and 2w . Go to 2) until we find 

the optimal values for all feasible topologies. 

6. As result, the optimum topology *T , the optimal *xɶ and *Pɶ  are obtained for a 

given access vector a. 

The optimum throughput is defined as 

 * *1
,           n nn

Thr a x
B

= ∑  (32) 

where *x is the optimum vector of source rates. 
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2.8 Performance evaluation 

In this section, we provide several numerical examples to illustrate the 

performance of the proposed algorithms. We consider the scenario presented in 

Fig. 5 and assume that the users are situated in the line that connects both BS, 

which represents the worst case in terms of interference.  

2.8.1 Joint optimization of relaying topology, routing and scheduling 

We start by considering the conventional relaying scheme (CONR) and calculate 

the link capacities 1 2 1 2( , , , )r r r i ic m m m m  as specified in Section 2.2. For this 

calculus we need the channel gains 
1 2,i rm m

G  and 
1 2,i im m

G  that depend on distance 

between the transmitter and receiver, and fading. While the analysis is general, for 

simplicity in this section we model only propagation losses as 
1 2 1 2, ,

1/
i r i rm m m m

G dα∼

where 
1 2,i rm m

d is the distance between the interfering transmitter in ring 1im  and 

reference receiver in ring 2rm , and α  is the propagation constant. In the 

simulations we use 4α = . The calculation of 
1 2,i rm m

d is straightforward from the 

geometry presented in Fig. 5a.  

In Figs. 8, 9 and 10 we present the utility for different access vectors a versus 

the topology index (t) for the scenario presented in Fig. 5a. The topology index (t) 

represents each feasible topology in the set (2)ℑ  obtained by TSL for a given a, 

and defines a certain combination of the active links. The ring and link notation 

used for the access vectors 1( ,..., ), (0,1)na a a∈a  is shown in Fig. 7 where n 

corresponds to the index of the ring.  

In Fig. 8, we present the utility versus t for a = [001001]. In this case, users 

located at the border of the cell are allowed to transmit. Different values of the 

utlity are obtained for different feasible topologies t. The maximum utility is 

obtained for t = 100 100( 0.4366)u =  defined by the set of links { } { }{ }12 3 8, ,l l l=L  

where the first subset corresponds to the partial topology in the first slot and the 

second subset to the second slot. 

As an illustration, we present in Fig. 8a the transmission pattern that 

corresponds to this optimum topology. We can also see that the number of 

feasible topologies obtained by TSL for this a is 106. 
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Fig. 8. Utility function versus topology index for access vector a = [001001]. The 

maximum utility corresponds to topology index t = 100 (U100 = 0.4366) defined by the 

set of links { } { }{ }12 3 8, ,l l l=L , ([116] [©IEEE 2009]). 

 

 

 

Fig. 8a. Representation of the transmission pattern  defined by the topology index 

t = 100. 

 

20 40 60 80 100
-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

Topology Index (t)

U
til

ity
 F

un
ct

io
n

a= [001001]

 

             

 

             

 

             

 

             

 

             

 

             

 

             

 

             

 

             

 

             

1 2 3 4  

mr2,mr1 

              

               mi2,mi1 

 

3 2 

l32 → 12 

 

1 2 3 

 

             

 

             

 

             

 

             

 

             

 

             

 

             

 

             

 

             

 

             

 

             

 

             

1 2 3 4  

mr2,mr1 

 

l30 → 3 

              

               mi2,mi1 

 

3 2 

l20 → 8 

 

1 2 3 

            

APr 

            

APr 

 

            

APi 

APi 

            Time slot 1 

            Time slot 2 



 67

In Fig. 9, access to 3 rings is allowed (a = [011010]) and we can see that the 

maximum utility is obtained for t = 400 ( 400 0.5888u = ). The optimum topology is 

now given by the set of links { } { } { }{ }6 4 1 8, , ,l l l l=L . As we increase the 

interference level by allowing more concurrent transmissions (activating more 

rings in the access vector) we can see that the improvement in the system 

performance is higher. We should also notice that the number of feasible 

topologies (t) generated changes for different access vectors a. This demonstrates 

that for different traffic distribution vectors, the algorithm outputs different 

optimum topologies. In this example, we have obtained near 700 feasible 

topologies, and the value of the utility significantly changes depending on the 

topology. As the utility includes the logarithm of the rates, negative value of the 

utility is obtained when the rates are low (0 1< ≤x ). More details about the 

different topologies for this a are provided in Table 1 where ( )b
L indicates the 

active links (active = 1, non active = 0) in slot b. 
 
 

 
 

 

Fig. 9. Utility function versus topology index for access vector a= [011010]. The best 

utility corresponds to topology index t = 400 (u400 = 0.5888), defined by the set of links 

{ } { } { }{ }6 4 1 8, , ,l l l l=L , ([116] [©IEEE 2009]). 
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Table 1. Representation of different topologies for  the access vector a = [011010], 

([116] [©IEEE 2009]) 

(t, b) 
( )b
L  Utility Function 

(1,1) {0,1,0,0,0,0,0,0,0,0,0,0}  

(1,2) {0,0,1,0,0,0,0,0,0,0,0,0} 

(1,3) {0,0,0,0,0,0,0,1,0,0,0,0} 0.04 

(7,1) {0,1,1,0,0,0,0,1,0,0,0,0} 0.0009 

(62,1) {0,0,0,0,1,0,0,0,0,0,0,0}  

(62,2) {0,1,0,0,0,0,0,0,0,0,0,0} 

(62,3) {1,0,0,0,0,0,0,0,0,0,0,0} 

(62,4) {0,0,0,0,0,0,0,0,0,1,0,0} 

(62,5) {0,0,0,0,0,0,1,0,0,0,0,0} 0.1966 

(400,1) {0,0,0,0,0,1,0,0,0,0,0,0}  

(400,2) {0,0,0,1,0,0,0,0,0,0,0,0} 

(400,3) {1,0,0,0,0,0,0,1,0,0,0,0} 0.5888 

(402,1) {0,0,0,1,0,0,0,0,0,0,0,0}  

(402,2) {1,0,0,0,0,0,0,0,0,0,0,0} 

(402,3) {0,0,0,0,0,1,0,0,0,0,0,0} 

(402,4) {0,0,0,1,0,0,0,0,0,0,0,0} 

(402,5) {1,0,0,0,0,0,0,0,0,0,0,0} 

(402,6) {0,0,0,0,0,0,0,0,0,1,0,0} 

(402,7) {0,0,0,0,0,0,1,0,0,0,0,0} 0.3745 

(640,1) {1,0,0,0,0,1,0,0,0,1,0,0}  

(640,2) {0,0,0,1,0,0,1,0,0,0,0,0} 

(640,3) {1,0,0,0,0,0,0,0,0,0,0,0} -0.3529 

– For topology index t = 1, the topology is given by the set of links 

2 3 8{{ },{ },{ }}l l l=L
 
split in three time slots (b=1, 2, 3). These are the links that 

connect the users activated by a directly to their respective access points. This 

topology corresponds to conventional system in TDMA mode, and the utility 

is 1 0.04u = , which is far from the best utility for this a ( 400 0.5888u = ). The 

explanation to this behaviour is that these links require that the users transmit 

with the highest power. 

– For topology index t = 7, the topology is given by the set of links 

2 3 8{ , , }l l l=L
 
where all users transmit simultaneous (one slot) using the links 

that connect them directly to their access point. This topology corresponds to 

conventional system in CDMA mode. The utility for this topology is 

7 0.009u =  which is low because the interference level is high, resulting in 

low capacity of the links. 
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– For the topology index t = 62, the following set of links 

{ } { } { } { } { }{ }5 2 1 10 7, , , ,l l l l l=L  is activated. These links required less 

transmission power and generate no mutual interference. The utility now is 

higher than in the two previous cases (62 0.1966u = ), but still is not the 

optimum because we are using 5 times slots. 

– In the topology with index t = 400, we get the optimum topology with utility

400 0.5888u = , defined by the set of links { } { } { }{ }6 4 1 8, , , .l l l l=L  The users 

transmit with low power and use 3 time slots. The optimum topology gives an 

utility significantly higher than for conventional systems in TDMA ( 1 0.04u = ) 

and CDMA ( 7 0.009u = ). 

– In the topology with index t = 402, the topology is defined by

{ } { } { } { } { }{ }4 1 6 4 1 10 7, , , , ,{ },{ } .l l l l l l l=L  We need 7 time slots for the 

transmission. All users transmit doing relaying and they transmit their own 

information and the relaying information in different time slots. The utility is 

402 0.3745.u =  We have the same utility for indexes t = 402-590 that 

corresponds to different combinations of the same set of links as we can see 

in Fig. 9.  

– In the topology with index t = 640, we have the smallest utility 

640 0.3529u = − . The topology is defined by the set of links 

{ } { } { }{ }1 6 10 4 7 1, , , , ,l l l l l l=L . Although the transmission power is low, we have 

three simultaneous transmissions in the first time slot and two in the second 

slot which results in high interference level.  

In Fig. 10, we present the utility when 4 rings have permission to transmit 

(a = [101110]) and an additional improvement is obtained. The best utility is 

obtained for topology index t = 602 ( 602 0.6991u = ), defined by the set of links 

{ } { } { } { } { }{ }6 4 1 10 7, , , ,l l l l l=L . It is worth noticing that as traffic increases, the 

topology that contains isolated and short range transmisions is favored. In Fig. 11 

we present the overall capacity, defined as  

( 2 )

,

( ) ,
l

l b l b

c b c=∑∑ ∑
 

for the same a  as before. We can see that the overall capacity of the system 

improves by a factor 6 compared with the worst case. 
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Fig. 10. Utility function versus topology index for  access vector a = [101110]. The best 

utility corresponds to topology index t = 602 (u602 = 0.6991), defined by the set of links 

{ } { } { } { } { }{ }6 4 1 10 7, , , ,l l l l l=L , ([116] [©IEEE 2009]). 

  

 

Fig. 11. The overall capacity versus topology index  for access vector a= [101110], 

([116] [©IEEE 2009]). 
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2.8.2 Throughput-power trade-off with ICI awareness 

In the results presented in this subsection, we have considered the same scenario 

as in the previous subsection and extended those results to include cooperative 

relaying scheme (COOR). The link capacities 1 2 1 2( , , , )r r r i ic m m m m  are calculated 

as specified in Section 2.2 and Section 2.4 for CONR and COOR schemes, 

respectively.  

In Figs. 12, 13 and 14 we present the utility defined by (26), throughput and 

power consumption respectively versus the topology index t for I2M-CONR and 

I2M-COOR schemes. The traffic distribution in the network is given by access 

vector a = [001001] and the weights for optimization are w1 = 1 and w2 = 0.2. The 

optimum utility is obtained for topology index t = 18 given by the following set of 

links { } { } { }{ }3 12 10 7, , ,l l l l=L  where the first subset corresponds to the partial 

topology in the first slot and the same applies for the second and third subset. 

 

 

Fig. 12. Utility versus topology index for a = [001 001], ([118] [©IEEE 2011]). 
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power consumption is quite low (about 4), and the throughput is about 0.5. The 
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20 40 60 80 100
-3.5

-3

-2.5

-2

-1.5

-1

Topology Index

U
til

ity

a=[001001]

 

 

conventional relaying

cooperative relaying



 72

with respect to I2M-CONR scheme. The variation in the power consumption for 

the optimum topology is 3 times inferior with respect to non-optimum options, 

and the variation in the throughput is about 6 times with respect to the maximum 

one.  

 

 

Fig. 13. Throughput versus topology index for a = [ 001001], ([118] [©IEEE 2011]). 

 

 

Fig. 14. Power consumtpion versus topology index for  a = [001001], ([118] [©IEEE 

2011]). 
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In Fig. 15, we present the trade-off between U1 and power for the optimum 

topology (topology index 18), versus w2 with w1 = 1. We can see that for 

w2 = 0.13 the power consumption by cooperative relaying is 4.83 compared to 

6.62 by conventional relaying. We can see also from the graphic that by reducing 

the power for a factor less than 2, U1 will be reduced by factor one (throughput 

approximately by factor 10 due to the logarithmic scale). By increasing w2 for a 

fixed value of w1, the power is reduced because we are increasing the weight of its 

minimization, until the power gets the minimum value. At the same time, by 

highly decreasing the power we also decrease U1. Due to the level of interference 

in the network, by slightly decreasing the power (from 7 to 5) we are still keeping 

good value of U1 because this power reduction is reducing the effects of the 

intercell interference. If the power is lower than certain threshold (P = 5) then U1 

gets to its minimum values too.  
 

 

Fig. 15. U1 and power consumption U2 versus w2 for topology index t = 18, ([118] 

[©IEEE 2011]). 

In Fig. 16 and 17 we present the utility and throughput respectively versus the 

topology index when the traffic distribution in the network is changed and is 

given by access vector a = [001110], for w1 = 1 and w2 = 0.2. We can see again 

significant improvement by using I2M-COOR with respect to I2M-CONR.  
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In Fig.18 we show the improvement in the power consumption obtained for 

this optimum topology by using I2M-COOR, we can see from the graphic that the 

reduction in power consumption for w2 from w2 = 0.01 to 0.28 is about 3 times 

with respect to I2M-CONR.  

 

 

Fig. 16. Utility versus topology index for access v ector a = [001110], ([118] [©IEEE 

2011]). 

 

 

Fig. 17. Throughput versus topology index for a = [ 001110], ([118] [©IEEE 2011]). 
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Fig. 18. Power consumption versus w 2 for topology index t = 120, ([118] [©IEEE 2011]). 

2.9 Chapter summary 

In this chapter, we have presented an optimization framework for relaying 

topology control which is aware of the ICI requiring coordinated action between 

the cells and resulting in multicell jointly optimal relaying topology. The 

algorithm jointly chooses the relaying topology and scheduling in the adjacent 

cells to minimize the system performance degradation due to ICI. The utility 

function under consideration includes data rate, power consumption and delay. 

The cooperation between the cells does not require additional exchange of 

messages except to synchronize the slots and follow the scheduling as specified 

by the protocol.  

Numerical results demonstrate that a reconfigurable relaying topology 

provides the network utility improvements and presents the framework for 

quantifying these improvements for spatially and temporally varying traffic. As 

the traffic increases in the network, higher utility is obtained for topologies that 

favour isolated and short range transmissions. The optimum topology gives a 

utility 10 times higher than conventional TDMA and 60 times higher than CDMA 

systems for certain traffic distributions. The improvement obtained in the overall 

capacity can reach up to 6 times with respect to nonoptimum solutions. The 

overall optimization problem is defined and solved by using the combination of a 



 76

new topology search TSL (Oulu) program and convex optimization CVX program 

[126]. 

In practice the overall optimization program may be implemented in different 

ways depending on the specification of the available information about the 

network and acceptable amount of overhead traffic allowed for necessary 

messaging for optimization purposes. An interesting option is also to run TSL 

program in centralized way because it requires the exchange of information 

between the access points and CVX in distributed way using the Lagrange dual 

problem. The extension of this approach would be to precompute optimum 

topologies for all possible access vectors a and for a given a use a look up table to 

find the optimum topology. For a given topology, rate allocation optimization 

may be run by using distributed approach.  

As an extension of the previous framework, we have included the power 

allocation into the optimization problem. By adding weights in the utility function 

we analyze the trade-off between throughput and power consumption. We 

consider conventional relaying (CONR) and cooperative relaying (COOR) 

schemes and presented two intercell interference management protocols based on 

those schemes referred to as I2M-CONR, and I2M-COOR, respectively. 

Numerical results show an improvement of at least 4 times in terms of throughput 

and a reduction on power consumption up to 3 times by using I2M-COOR 

compared to I2M-CONR for different traffic distributions. 
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3 Sequential genetic algorithm for dynamic 
topology reconfiguration in MCNs 

In a real network, where the traffic distribution changes (in time and space) due to 

the changes in available link capacities and load demands, the network topology 

should be reconfigured dynamically to track the variations in the network and 

guarantee good network performance. When considering a multicell scenario with 

nonuniform traffic distribution in MCNs, the search for the optimum topology 

becomes an NP-hard problem. For such problems, exact algorithms based on 

exhaustive search are only useful for small models, so heuristic algorithms such 

as genetic algorithms (GAs) must be used in practice. 

Topology control in this scenario involves the computation of new topologies, 

rerouting and rescheduling to dynamically optimize the network performance. 

GAs have shown to be efficient in solving problems where the space of all 

potential solutions is too large to be searched exhaustively in any reasonable 

amount of time. GAs provide optimal or good suboptimal results in a short period 

of time [146].  

For this purpose, we present a novel Sequential Genetic Algorithm (SGA) for 

joint relaying topology, routing and scheduling optimization in multihop cellular 

network aware of the intercell interference and the spatial traffic distribution 

dynamics. SGA dynamically adjusts the relaying topology to the traffic variations 

in the network, reducing considerably the number of operations required by 

exhaustive search, and improving the network scalability.  

The topologies are encoded as a set of chromosomes and, special crossover 

and mutation operations are developed to search for the optimum topology. The 

performance is measured by a fitness function that includes throughput, power 

consumption and delay. Improvement in the fitness function is sequentially 

controlled as newer generations evolve and whenever the improvement is 

sufficiently increased the current topology is updated by the new one having 

higher fitness. As a result, a specific encoding and fitness control in a SGA is 

developped for relaying topology update.  

A comprehensive scenario is considered including uplink/downlink 

transmission and network coding [147] to reduce the number of slots needed for 

the users to complete their transmission. The procedure, that reconfigures the 

relaying topology based on observation of the temporal traffic in the network, will 

be referred to as Traffic Cognitive Topology Control (TC)2 and network based on 

this approach as Traffic Cognitive Network (TCN).  
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Numerical results show that SGA provides both high performance 

improvements in the system and fast convergence (at least one order of magnitude 

faster than exhaustive search) in a dynamic network environment. Different 

options are discussed for the initialization of the algorithm to show the robustness 

of SGA with respect to the initial state of the network i.e., the algorithm can be 

initiated with any feasible topology. Different options for implementation, 

discussion on system dynamics and comparison with other heuritics are also 

provided. 

The rest of the chapter is organized as follows. An overview and background 

on genetic algorithms is given in Section 3.1. In Section 3.2, the system model 

and assumptions are presented. This includes the network model, the physical 

layer model and traffic dynamics. Section 3.2 presents the bidirectional relaying 

topology with network coding. Section 3.4 defines the system optimization while 

Section 3.5 presents the new topology search program based on genetic algorithm 

SGA-TSL. Traffic Cognitive Topology Control algorithm (TC) 2 is developed in 

Section 3.6. Details on algorithm implementation are also provided in this section. 

Section 3.7 presents numerical examples to demonstrate the efficiency of the 

algorithms, discussion on system dynamics and other heuristics. Finally, Section 

3.8 concludes the chapter. 

3.1 Overview and background 

A comprehensive survey of the previous work on interference avoidance topology 

control is presented in [Section 1.2.3, Chapter 1]. The potential for network 

performance improvement by topology reconfiguration in time-varying 

environments is emphasized and the limited research work done so far in 

topology control for MCNs is outlined.  

Recently, there have been increasing interests in applying biologically 

inspired approaches to topology control in MSNs and MANETs [60]-[62]. 

However, the problems associated with these types of networks are different from 

those of cellular networks as already mentioned in [Section 1.2.3, Chapter 1]. For 

this reason, in this chapter we present a sequential genetic algorithm for dynamic 

topology control in MCNs. The efficiency of our algorithm is achieved by 

considering dynamic joint optimization of relaying topology, routing (power) and 

inter relay scheduling in multicell MCNs. 
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In the remaining of this subsection, we provide an overview on GAs and their 

efficiency in solving dynamic problems which justifies its selection to solve our 

problem.  

Basic concepts of Genetic Algorithms 

Genetic Algorithms (GAs) are adaptive methods based on the mechanics of 

natural selection [148]. The basic principles of GAs are described in many texts 

[148]-[150].  

The first step in GA is to encode the problem as a chromosome or a set of 

chromosomes that consist of several genes. The solution in its original form is 

referred to as phenotype, whereas its binary encoded version is called genotype or 

simply chromosome. 

Next, a pool of feasible solutions to the problem, called initial population, is 

created. Each chromosome in the population is associated with a fitness value that 

is calculated using a fitness function that indicates how good the chromosome is.  

Genetic operators’ selection, crossover, and mutation operate on the 

population to generate a new generation of population, i.e., a new set of feasible 

solutions, from the old ones. Good feasible solutions are selected with higher 

probability to the next generation, in line with the idea of survival of the fittest. 

The standard crossover operation recombines arbitrarily selected chromosomes 

pairwise, by interchanging portions of them, producing new chromosomes to 

explore the search space. An occasional mutation operation is performed on a 

chromosome to facilitate jumping of solutions to new unexplored regions of the 

search space. As the algorithm continues and newer generations evolve, the 

quality of solutions improves. The success of GA is explained by the schema 

theorem and building-block hypothesis in [148].  

Genetic algorithms for dynamic environments 

Genetic Algorithms have been shown to be a useful alternative to traditional 

search and optimization methods, especially for problems where the space of all 

potential solutions is too high to be searched exhaustively in any reasonable 

amount of time. They are very efficient in directing the search towards relatively 

prospective regions of the search space. Empirical studies have shown that GAs 

do converge on global optima for a large class of NP-hard problems [146].   
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A key element in a genetic algorithm is that it maintains a population of 

candidate solutions that evolves over time. The population allows the genetic 

algorithm to continue to explore a number of regions of the search space that 

appear to be associated with high performance solutions. The distributed nature of 

the genetic search provides a natural source of power for searching in changing 

environments. As long as the population remains distributed over the search space, 

there is good reason to expect the genetic algorithm to adapt to changes in the 

utility function by reallocating future search effort towards the region of the 

search space that is currently favored by the utility function. 

A number of previous studies have addressed the use of genetic algorithms in 

changing environments such as dynamic shortest path routing in MANETs [62], 

dynamic coverage and connectivity problem in WSN [151], dynamic resource 

allocation problem in cellular networks [152] and dynamic network coding 

problems [153]. 

In the sequel, a novel sequential genetic algorithm is presented for dynamic 

topology reconfiguration in MCNs. A special encoding scheme, crossover and 

mutation operations are proposed to search for the optimum topology when the 

traffic in the network changes. Improvement in the fitness function is sequentially 

controlled as newer generations evolve and whenever the improvement is 

sufficiently increased the current topology is updated by the new one having 

higher fitness. Numerical results show that SGA provides high performance 

improvements in a dynamic network environment. 

3.2 System model and assumptions 

In this section, we extend the model considered in [Section 2.2, Chapter 2] to 

include duplex transmission (uplink/downlink) in MCNs. We consider a cellular 

network with a set { }i=I  of base stations. It is assumed that the area of the cell 

is divided into concentric rings as before with index mr for the reference cell i = r  

and mi for the interfering cell i, { }ri i r−∈ = ≠I . We assume that one cochannel 

user from each ring has bidirectional connection with the corresponding access 

point. Conventional relaying scheme (CONR) is used. Let us consider that a 

reference mobile user mr1 (located in ring mr1) is transmitting (relaying) to another 

mobile user mr2 (located in ring mr2) in the reference cell r and, at the same time, a 

cochannel interfering mobile user mi1 is transmitting to another mobile user mi2 in 

cell i.To keep the notation general, in the uplink last-hop transmission mr2 denotes 
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the reference base station APr, and on the downlink APr refers to mr1. The same 

applies for the interfering base station APi. 

By this generalization, the physical layer model is described again by (8)-(17). 

As an illustration, for the two cells scenario, the extension to downlink topology 

is shown in Fig. 19b. 
 

 

Fig. 19. a) Modeling interfering users positions fo r 2-cells; b) Possible transmission 

schedule for downlink. 
 

In the example shown in Fig. 5b for uplink, 4 slots were needed to complete the 

transmission. In this case, for the scenario presented in Fig. 19b for downlink, as 

the hopping distance is larger, the transmission is completed in 3 slots. So, only 7 

time slots are required for all 6 users to transmit on the up and down link. 

Classical TDMA scheme would require 6 + 6 = 12 slots. The optimum set of 

relaying routes is defined as in (18). 

To model the network traffic dynamics, we extend the notation presented in 

[Section 2.5, Chapter 2] for uplink and we denote by ,1 ,( ,..., ), i

i

n
i i i n iδ δ= ∈δ δ R the 
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ni is the number of rings in cell i. The overall network traffic on the uplink and 

downlink is defined as 1 2 1( , ,..., ) ( ,..., )
cN Nλ λ= =λ λ λ λ  and 1 2( , ,..., )

cN=δ δ δ δ  

1( ,..., )Nδ δ= , respectively where cN  is the total number of cells (cN = I ) and N 

is the total number of rings in the network obtained as 
1

c

i

N

i
N n

=
=∑ . For the same 

traffic vectors λi, δi, the base station schedule the transmission through different 

channels (time slots) which results in temporal and spatial MAC protocol. 

The base stations jointly assign an access vector 1 2 1( , ,..., ) ( ,..., )
cN Na a= =a a a a  

to the different rings to give them permission to transmit, where each component 

( , )
n nna a aλ δ=  with , (0,1)

n n
a aλ δ ∈ . With 

n
aλ  = 1 the users from ring n are allowed 

to transmit uplink otherwise not, and with 
n

aδ  = 1 the users from ring n are 

allowed to transmit downlink otherwise not. In the two cell case 1 2( , )=a a a , the 

first half of the coefficients represent the permissions to transmit for the rings in 

referent cell r and the second half for rings in interfering cell i, ri −∈ I .  

Symmetric bidirectional transmission is considered in the sense that the 

access point will only transmit to the users situated in the rings activated by a 

where both components of ( , )
n nna a aλ δ=  are active, or not active, simultaneously. 

Recall that the index pattern for a is presented in Fig. 7. The link notation for the 

bidirectional case will be address in the following sections. 

3.3 Bidirectional relaying topology with physical l ayer network 
coding 

In this section, network coding [147] is additionally introduced and combined 

with the previous results on optimum relaying to reduce the number of slots 

needed for the users to complete their transmissions and achieve further 

improvements of the system performance.  

Let us assume that the hops are indexed in increasing order for uplink as ( )uph  

and for downlink as ( )downh . By combining the uplink and downlink traffic from 

the previous hop at hop h as ( , ) ( ) ( )
1 1

down up down up
h h hy y y− −= ⊕  the number of overall time 

slots needed for transmission in B cycles can be reduced.  

To elaborate this concept in more detail, an example of possible topology that 

includes network coding is shown in Fig. 20 for two cells. The traffic between 

users and access point is bidirectional. So given a schedule that alternates the 

transmissions between the different rings, after certain number of time slots all 

intermediate users ( , )im i∈ I  have information frames buffered for transmission 

in both directions. Whenever an opportunity arises, the intermediate users 

combine two information frames, one for each direction, with a simple XOR 
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operation and send it to its neighbors in a single omnidirectional transmission. 

Both receiving nodes already know one of the frames combined (have it stored 

from the previous transmission), while the other frame is new. Thus, one 

transmission allows two users to decode a new packet, effectively doubling the 

capacity of the path, reducing the power consumption of the transmitter node and 

reducing the number of time slots required to complete the transmission. 

The transmission schedule presented in Fig. 20 defines a possible topology 

for two cell scenario and access vector a = 1. In this case all rings have duplex 

connection and the topology consists of eight partial topologies representing 

transmissions in eight consecutive time slots. In the first time slot (the first partial 

topology) there are two simultaneous transmissions; packet originating from the 

access point APr (addressed to user in ring 3) is transmitted to ring 2 in cell r and 

at the same time packet originating from ring 2 (addressed to access point APi) of 

cell i is transmitted from ring 2 to ring 1. In the second time slot (the second 

partial topology), packet originating from access point APr (addressed to user in 

ring 1) is transmitted to ring 1, at the same time packet originating from ring 3 

(addressed to access point APr) is transmitted from ring 3 to ring 2 and, packet 

originating at APi (addressed to user in ring 2) is transmitted to ring 1 in the 

adjacent cell. Similarly the same notation is then used for transmissions in time 

slots from 3 to 8. As already discussed earlier these eight partial topologies 

together are referred to as a possible two dimensional (time and space) topology 

and will be represented in the sequel by a given topology index (t).  

 

 

Fig. 20. Possible schedule by using network coding. 
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So there will be limited interference transmission for 3 users per cell in 8 channels 

(8 slots in Fig. 20) giving the intercell throughput 6/8 = 3/4, as opposed to the 

6/12 = 1/2 in a conventional TDMA system where each cell uses a half of 

available channels (slots). Although scheduling in Fig. 5b and Fig. 19b requires 7 

time slots in total (for uplink and downlink) it also assumes transmissions over 

three rings which requires higher power. 

The optimization process defined by (18) now becomes  

 
{ } (2) (2) (2) (2)

(2)

, , ,

( ) ( )

max ;  where        

,

r r
r B H r

up down

C C c
⊕ ℜ ℜ ℜ ℜ

ℜ = =

ℜ = ℜ ∪ ℜ

∑
 (33) 

where (2)ℜ  is a two dimensional relaying topology to be elaborated in more detail 

in the next section, B is the number of slots needed for the users to complete their 

transmission uplink/downlink (scheduling length), H is the number of hops and 

⊕  stands for the network coding operation. For each slot 1,...,b B= , parameter 

( 2)
r

c
ℜ

 is given by corresponding (15)-(16) and (2 )C
ℜ

is the network capacity. 

3.4 System optimization 

The extension of the optimization problem presented in [Section 2.6, Chapter 2] 

by (24) to bidirectional traffic is straighforward. An independent set of equations 

(23) should be written for both directions and (24) should be modified to include 

the overall utility function  

 
( ) ( )         up downU U U= +  (34) 

with separate set of constrains for both directions. For each direction of the traffic, 

U is given by (22) and includes data rate, power consumption and delay. 

TSL algorithm has been modified to search for the optimum topology for the 

scenario presented in Fig. 20. In a real network, where the traffic is dynamic, the 

network topology should be reconfigured to track the variations in the network 

and guarantee good network performance. In multicell MCNs with nonuniform 

traffic distribution, the search for the optimum topology becomes an NP-hard 

problem. TSL algorithm results in high complexity and for this reason in the next 

section we define an evolutionary sequential genetic algorithm that can be used 

for readjustment of the topology due to traffic variation. 
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3.5 SGA-TSL algorithm 

In this section, a Sequential Genetic Algorithm (SGA) is presented to dynamically 

adjust the optimum topology to the traffic variations in the network. As result, 

routing and scheduling will be implicitly adjusted with the relaying topology. 

SGA represents a suboptimum solution which provides performance close the 

optimum with less complexity or with shorter computational time.  

3.5.1 Encoding scheme 

For simplicity of presentation we start this section by considering only uplink 

transmission which will be further extended to the bidirectional case. The 

topologies are encoded as a set of chromosomes, where each chromosome defines 

a partial topology.  

A chromosome consists of a number of gene-instances 1( ,..., )
cN=γ γ γ  

1( ,..., )Nγ γ=  where cN  is the total number of cells and N is the total number of 

rings in the network. Each vector iγ consists of in
 
components, where in is the 

number of rings in cell i. These gene-instances in our design correspond to mobile 

users that are transmitting from specific rings. We use binary coding scheme and 

the value of the gene will be 1 if the corresponding user is transmitting in that 

time slot or 0 otherwise.  

On the other hand, the phenotype information for a genotype instance is 

represented by the set of active links that the corresponding users are activating in 

each time slot. For the two cell example, using the notation of the links shown in 

Fig. 7 for uplink transmission, the phenotype of gene γ1 is 1 (link l1 is used), for 

gene γ2 can be 2 or 4 (link l2 or l4 can be used), and so on. 

With this scheme the topology is given by a set of chromosomes that define 

the partial topologies generated in B time slots and are denoted by ( )bPT tγ , where 

t is the index of the topology, b is the index of the time slot b = 1,…,B and γ the 

index of the gene.  

To illustrate the encoding scheme a simple example of a possible topology 

(t = 1) is considered, for two cell case and a = 1, that consists of the set of links 

{ } { } { } { } { } { }{ }1 2 3 7 8 9(1) { (1)} , , , , ,bT PT l l l l l lγ= =  as shown in Fig. 21.  
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Fig. 21. The transmission pattern for topology inde x t = 1.  

In this case every user transmits in a separate time slot directly to its access point. 

The partial topologies are:  

{ }
{ }
{ }
{ }

1
1

2
2

3
3

4
7

(1) (100000)  =1-0-0-0-0-0

(1) (010000)  =0-2-0-0-0-0

(1) (001000)  =0-0-3-0-0-0

(1) (000100)  

b

b

b

b

PT l genotype phenotype

PT l genotype phenotype

PT l genotype phenotype

PT l genotype phenotype

γ

γ

γ

γ

=

=

=

=

= → = →

= → = →

= → = →

= → = →

{ }
{ }

5
8

6
9

=0-0-0-7-0-0

(1) (000010)  =0-0-0-0-8-0

(1) (000001)  =0-0-0-0-0-9

b

b

PT l genotype phenotype

PT l genotype phenotype

γ

γ

=

=

= → = →

= → = →

 

As we can see, the previous topology consists of a set of six chromosomes (partial 

topologies) that give the information of which user is transmitting in each time 

slot and which link is being used. 
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To extend the previous notation to bidirectional links, the genes are 

duplicated. So, every partial topology is defined by two genotypes 

(uplink/downlink) and two phenotypes. The vector of gene-instances now should 

include also the access point 1 0 1 1( ,..., ) ( , ,..., )
c cN N Nγ γ γ + −= =γ γ γ .  

Each vector iγ consists now of in  + 1 components, where in is the number of 

rings in cell i and the first entry of iγ  represents transmissions from/to the ith 

access point. To illustrate the encoding scheme with bidirectional links, we 

present an example where the transmission pattern presented in Fig. 25a is 

defined by the following partial topologies: 

{ }

{ }

( ) ( )
1 ( )

1 ( ) ( )

( ) ( )
2 ( )

10 (

;  
( )

(10000000); 1-0-0-0-0-0-0-0

(00000010); 0-0-0-0-0-0-10-0   
( )   

up up
b down

down down

up up
b up

do

genotype phenotype
PT t l

genotype phenotype

genotype phenotype
PT t l

genotype

γ

γ

=

=

 = == → 
= =

= =
= →

0 0

{ }

{ }

) ( )

( ) ( )
3 ( )

4 ( ) ( )

( ) ( )
4 ( )

7 (

;

(00100000); 0-0-4-0-0-0-0-0
( )   

;

;  
( )

wn down

up up
b up

down down

up up
b down

do

phenotype

genotype phenotype
PT t l

genotype phenotype

genotype phenotype
PT t l

genotype

γ

γ

=

=




= =

 = == → 
= =

= =
= →

0 0

0 0

0 0

{ }
) ( )

5 ( ) ( ) ( ) ( )
1 4 7 10

( ) ( )

( )

(00001000);  0-0-0-0-7-0-0-0

( ) ,

(01000100); 0-1-0-0-0-7-0-0
                             

(0100010

wn down

b up down up down

up up

down

phenotype

PT t l l l l

genotype phenotype

genotype

γ
=




= =

= ⊕ ⊕

= =
→

= ( )0); 0-4-0-0-0-10-0-0downphenotype




=
 

where upper index (up) corresponds to uplink transmission and (down) to 

downlink. 

3.5.2 Population: structure and initialization 

The initial population consists of topologies (sets of chromosomes). 

Combinations of the chromosomes from the initial population enable definition of 

all possible routes to/from the access point. In this way the reproduction operators 

will produce as result new chromosomes that define all possible feasible 

topologies through the pass of the generations. For example, for the two cell case 

in Fig. 7 and a = 1, the initial population is formed by: 
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– { } { } { } { } { } { }{ }1 2 3 7 8 9(1) { T (1)}bT P γ= = , , , , ,l l l l l l  as defined in the previous 

section, with the genotypes and phenotypes for uplink/downlink transmission 

and { }( ) ( ){ },{ }up down
j j jl l=l . 

– { } { } { } { } { } { }{ }6 4 1 12 10 7(2)T = , , , , ,l l l l l l  where the genotypes and phenotypes 

are defined in the same way as before. 

– { } { } { } { } { } { }{ }5 1 2 11 7 8(3)T = , , , , ,l l l l l l . 

In the general case for Nc cells, and ni rings per cell, the initial population is 

formed by { }{ }1
( )

H

h
T h ς=

= l∪  
with link index ς  given by 

2 2

1 1

1 1

,( 1)         if  1

, 1,..., ,( 1) ,

( 1) 1,...,( 1)         if  1

r c i i

rh rh r c i ih

c i ih c i i

m N L m H

m h m h m N L m h

N L m h N L m H

ς −

−

− ⋅ + =
= + + − − ⋅ + +
 − ⋅ + + − − ⋅ + >

 

where 2 1,2,...,r rm n= , 2 1,2,...,i im n= , and 
1

i

i

n

i im
L m

=
=∑  is the number of links per 

cell.  

A new generation of population is formed by applying reproduction operators’ 

crossover and mutation that combine the partial topologies TbP γ (chromosomes) or 

modify them respectively, to form new feasible topologies. 

3.5.3 Fitness function and SGA 

The quality of the solution is judged by the fitness function (f) defined as in (34) 

and is included in the global optimization defined by (24) with f = U for a “given 

T” . The topologies that correspond to the best values of the fitness are kept in the 

pool for possible future reconfiguration of the network, and the optimum topology 

which corresponds to the highest fitness will be assigned to the network. 

In order to compare convergence of GA and exhaustive search method, we 

use as “given T” an optimum topology found by exhaustive search. In Section 3.7 

we discuss other options to calculate T. In a practical implementation of GA this 

variable is not known so we run GA as long as we find a topology that provides 

f threshold∆ ≥  where f∆  is the difference in utility function between the 

previously accepted solution and the new one. This algorithm will be referred to 

as SGA since the usable topology Tnew is produced as a sequence of solutions 

satisfying f threshold∆ ≥ . 
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3.5.4 Crossover operator 

In our algorithm, we adopt arithmetic crossover [149] that defines new 

chromosomes as a result of the following arithmetic operation: 

 { } { } { } { }( ) ( )   ( ) ,ji

k k

bbb
newT PT P t OR P tγ γ γ= =t T T  (35) 

where 1,..., 1;  , 1,...,  i jb B b b B= − = with i jb b≠  and 0,..., 1ck N N= + − .  

From each initial topology, we generate a new set of topologies {Tnew}  that 

consists of 
2

B 
 
 

 topologies as a result of OR operation between all pairs of 

chromosomes bPTγ  that define certain topology T(t). If the new topology is not 

feasible it will be excluded from the population. 

To guarantee that all feasible routes are generated through the pass of the 

generations, we allow certain level of elitism and we let the chromosomes of the 

initial population survive to the next generation.  

As an illustration, we consider the transmission pattern for topology 

{ } { } { } { } { } { }{ }1 2 3 7 8 9(1) { T (1)}bT P γ= = , , , , ,l l l l l l  as shown in Fig. 21. The crossover 

operation defined as { }21
1 2(1)    (1)ji

bbPT OR PTγ γ
== = ,l l  results in a partial topology 

that is not feasible, because the AP cannot receive two signals at the same time. 

The same situation occurs for the crossover defined as 1(1)ibPTγ
=  

{ }3

1 3  (1) ,jbOR PTγ
= = l l . So, in this case the first feasible topology resulting from 

the crossover operation is 11
, ( ) (1)ibb

newPT PTγ γ
== =t  { }4

1 7  (1) ,jbOR PTγ
= = l l , and the 

overall topology is shown in Fig. 22.  

By analogy other topologies can be obtained as result of the crossover 

defined as 
51(1)    (1),ji

bbPT OR PTγ γ
==  

61(1)    (1),ji
bbPT OR PTγ γ

==  2(1)  ibPT ORγ
=  

4(1)jbPTγ
=

 and so on. 

3.5.5 Mutation operation 

Mutation probability is normally set to be small. This is because even though 

mutation can enable the algorithm to search a new search space, it actually 

destroys the current pattern. If the optimum topology is not obtained after 

successive crossover operations, we mutate the chromosome by choosing for a 

given gene γ a different phenotype. This means that for a certain user (gene) we 

select another link from the set of possible links represented in Fig. 7 for the two 

cell scenario. The maximum number of mutations that we can perform in this 

scenario is 3 mutations per cell, i.e. from l3 → l5, from l5 → l6 and from l2 → l4 as 
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shown in Fig. 23. The same applies for the adjacent cell. In general, the maximum 

number of mutations is 
1
( 1),  .i

i

n

ii m
m i

=
− ∈∑ ∑ I  After mutating one chromosome, 

if the resulting topology is not fit enough (f threshold∆ ≥ ), then we perform the 

crossover operation with this new mutated chromosome.  

 
 

 

 

 

 

 

 

     

Fig. 22. Topology obtained after the crossover oper ation. 

 

 

Fig. 23. Possible mutations. 

      l3 

      1 2  

r2 r1m ,m  

3 2 

 

      l5 

      2 
 

   m ,m  
3 2 

 

      1 

      l1 

      l6 

    2 
 

     
      1 

      l2 

             r2 r1m ,m  2 1 

 

    2 
 

     
      1 

      l2 

                     r2 r1m ,m
 

3 2 1       
 3 1 

      l1 

       2 

      l4 

         r2 r1m ,m  

    Mutations 

1 

3 

2 

 

Time slot b=4 

{ }3
, 8

b
newPT lγ

= =  

l1 
Time slot b=1  

{ }1
, 1 7,b

newPT l lγ
= = 

             
 
             

 
             

 
             

 
             

 
             

 
             

 
             

 
             

 
             

1 2 3 4  

m1/m2 
              

         
i2 i1m ,m  3 2 

 

1 2 3 

 
             

 
             

 
             

 
             

 
             

 
             

 
             

 
             

1 2 3  

l30 → 3 

3 2 

 

1 2 3 

AP1 

 
             

 
             

 
             

 
             

 
             

 
             

 
             

 
             

 
             

 
             

1 2 3 4  

m1/m2 
              

3 2 1 2 3 

 
             

 
             

 
             

 
             

 
             

 
             

1 3 2 

 

2 3 

Time slot b=2 

{ }2
, 2

b
newPT lγ

= =

              

            
r2 r1m ,m  

2 
APr 

              

            

l2 

2 1 

1 

l3 

 
             

              

               

l7 

1 

1 1 
 3 3 2 

Time slot b=3 

{ }3
, 3

b
newPT lγ

= =

Time slot b=5 

{ }6
, 9

b
newPT lγ

= =

γ = 1 2 3 6 5 4 

APr 

APr 

APi 

APi 

APi 

APi 

APr 

APr 

APi 1 

2 1 

l8 

l9 



 91

3.6 Traffic cognitive topology control 

After modeling our dynamic topology search problem by genetic algorithm GA-

TSL, in this section the functioning of the network based on this approach is 

described. The network will be referred to as Traffic Cognitive Network (TCN). 

More specifically we discuss the operation of the Traffic Cognitive Topology 

Control (TC)2 algorithm to adjust the topology to the traffic variations in the 

network by sequential genetic algorithm. The term cognitive refers to the 

awareness of the traffic variation. 

To model the traffic in a TCN, we use the traffic vectors λ and δ described in 

Section 3.2. For a given spatial traffic distribution the access vector should be 

varied in time to provide 

 ( ( )) ( )E t tλ =a λ  and ( ( )) ( ).         E t tδ =a δ  (36) 

The variation of the traffic in the network is defined by the vector 

1 1( ,..., ) ( ,..., )
cN N= = ∆ ∆∆ ∆ ∆  where cN  is the total number of cells and N is the 

total number of rings in the network. If the traffic in the network changes due to 

users that became inactive then the corresponding component of n∆  where the 

change occurs is negative. On the other hand if a new source appears in the 

network this component is positive.  

The differential access vector corresponding to the traffic variation is given 

by ' I F= ⊕a a a , where aI is the access vector corresponding to the initial traffic 

and aF is the access vector after the traffic has changed (final). We assume that the 

traffic distribution is observed (cognition) in time intervals short enough to detect 

each change in the traffic so that traffic change only in one ring is assumed in a 

given observation instant.  

(TC)2 algorithm described below uses an exhaustive search (TSL) algorithm 

to find initial optimal topology and SGA-TSL for tracking traffic variations. 

Different options to initialize SGA-TSL are discussed in the following section. 

The (TC)2 algorithm works as follows: 

 
1) Calculate the access vector aI for a given traffic distribution λ and δ, by using 
(36). 

2) Use TSL to generate the set of feasible candidate topologies (2)ℑ  for aI. 

3) For each topology in the set (2)ℑ : 

4)        Calculate the aggregate powers needed for users to deliver the information. 

5)        Calculate the utility using (23).  
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6)        Use CVX [126] to optimize the source rates in (34).  

7)        Go to 3) until the optimum topology *T  is obtained or if the traffic  

           distribution in the network has changed ( ' ≠a 0), use SGA-TSL to find the   

           new optimum topology *T  and go to 3). 

 

The operation of SGA-TSL program can be summarized as: 

 
1. B1: number of time slots of the initial optimum topology 1BT  for aI (initial 

traffic) 

2.  f1: value of the fitness function (utility) associated with the initial topology 1BT  

3. B’: number of time slots of the optimum topology 'BT for 'a  (differential access 
vector) 

4.  f0: value of the fitness function (utility) associated with the initialization of the 

new topology 0BT (after traffic variation) 
5. NA: number of active rings in the network after the traffic variation 

A Fnn
N =∑ a  

6. procedure Check_traffic_variation 

7.      ( ( )) ( );  ( ( )) ( )F FE t t E t tλ δ= =a λ a δ  {Assign access vector aF based on the        

              existing traffic} 
8.      ' I F= ⊕a a a  

9.      If  ' ≠a 0  
10.           Apply TSL(a’) to obtain the optimum topology for a’. 
11.           Check the value of ∆ to initialize the new topology: 
12.              - If ∆n>0, initialize the new topology as the set of chromosomes 

               0 1 '{ , }B B BP P=T T T . 

13.              - If ∆n < 0, the new topology is initialized as the set of the different  

14.                  chromosomes in both sets 0 1 '{ - }B B BP P=T T T  

 15.            Calculate the fitness function (f0) by using (23) and (34) with  f0→U 
 16.             Initialize f = f0; n_m = 0; aI = aF 
 17.        end 
 18.  end 
 19.  procedure Calculate_fitness 
 20.       Calculate f by using (24) and (34) with f→U 
 21.       If (f-f0)>threshold 
 22.             Reconfigure the system with T* = Tnew that  corresponds to the fitness 

fopt = f 
 23.             f0 = f; 
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 24.       end 
 25.  end 
 - - - - - - - - - - - - - -     SGA-TSL algorithm      - - - - - - - - - -  
 26.  While (1) 
 27.        Check_traffic_variation   
 28.        for b = 1 to B0 

 29.            Tnew = crossover( 0( 1)mod, b BbP P +T T );  

 30.            Calculate_fitness 
 31.       end 
 32.       If (n_m < NA)  {number of mutations < number of  rings actived} 

 33.           Tnew =  mutation( 0BT ,γn_m); 
 34.           n_m++; 
 35.           Calculate_fitness 
 36.      end 
 37.  end 

Lines 1 to 5 define the variables used in the program. From line 6 to 18, the 

procedure Check_traffic_variation is defined. In line 7, the access vector aF is 

assigned depending on the traffic variation. Line 8 calculates the differential 

access vector 'a . Line 9 examines if the traffic has changed. In line 10, TSL 

program is used to obtain the optimum topology associated with the traffic 

variation in the network, 'BT . This topology is needed to initialize the algorithm. 

This topology has only one active source and TSL program should complete the 

search in few iterations. From line 11 to 14 the topology depending on the traffic 

variation is initialized to start the program. If a new source has appeared, the new 

topology 0BT  is initialized as the set (union) of partial topologies (chromosomes) 

of the initial topology 1BT  and the set of partial topologies corresponding to 'BT . 

On the other hand, if a source has become inactive then the new topology 0BT is 

initialized as the difference between the two sets of partial topologies. In line 15, 

the fitness function f0 for the new topology is calculated. In line 16 the instant 

fitness value f, the number of mutations n_m and access vector aI are initialized. 

From lines 19 to 25 the procedure Calculate_fitness is defined. In line 20, the 

fitness value f is calculated as result of the optimization described by (23). Line 

21 checks if the new fitness value f is higher than the previous one f0 plus certain 

threshold. The threshold can be zero or a positive value depending on how often 

the traffic changes in the network. If the previous condition holds, line 22 

reconfigures the system with the new topology Tnew. 
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From lines 26 to 37, SGA-TSL algorithm is described. Line 27 checks if the 

traffic in the network has changed. In line 28, the time slots of the new topology 
0BT are assigned to index b. The crossover of the partial topologies corresponding 

to 0BT is performed in line 29 to obtain the new topology Tnew. In line 30, 

procedure Calculate_fitness is called.  

Lines 32 to 36 perform the mutation operation if f did not follow the previous 

requirements for the topology to be updated. As the mutation is performed gene 

by gene, line 32 checks if the number of mutations is less than the number of 

active rings in the network. Line 33 realizes the mutation operation over gene γn_m. 

Line 34 updates the number of mutations. In line 35 procedure Calculate_fitness 

is called again to check if the new fitness value f has improved compared to the 

previous one f0 to reconfigure the network with the topology associated to f. 

Finally, the algorithm goes back to 26 to check again the traffic or to continue 

with the crossover and mutation operations to find a better fitness. 

An extensive set of examples is given in Section 3.7 to illustrate the 

performance of SGA-TSL algorithm for different traffic variations. 

Implementation 

The algorithm may be implemented in one of the base stations, where cooperating 

base stations must exchange information about the traffic distribution (λi, δi) in 

their respective cells i. The base station or an equivalent coordinating unit should 

pass the information about the resulting access vector aF back to the cooperating 

base stations. 

The system can be implemented in different ways opening still the 

possibilities for different proprietary rights. For the functioning of the protocol the 

access point needs to know the position of active nodes which is information 

already available in these systems. This information should be exchanged 

between the adjacent access points. The transmissions should also be slot 

synchronous. The optimum schedule is communicated to the terminals so that 

they know the slot index that they can use. The simplest way to implement 

messaging is to use separate control channel that covers the whole cell (already 

exist in cellular networks) and use relaying only for data channel. This can be 

afforded since the data rate in the control channel is significantly lower than in the 

data channel so that the power consumption needed for full cell coverage is not 

excessive. The topology where the control plane (C) and data plane (D) are 
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implemented on different concepts will be referred to as Inter System Networking 

or InSyNet(C,D).  

This combination of cellular network concept (in C plane) and elements of ad 

hoc network (D plane) is the main advantage over any other solution that would 

be based exclusively on one of these concepts. Cellular networks need relaying in 

order to reduce the terminal power especially for high data rates. Ad hoc networks 

provide relaying type transmissions but there is no awareness of the overall 

network state and mutual impact between different transmissions in different parts 

of the network. The awareness of dynamic changes in the traffic distribution and 

possible network topology due to the node appearance/disappearance [138, 

Chapter 13] propagates slowly throughout the network. For all these reasons ad 

hoc networks routing algorithms [155]-[157] are not efficient. The same applies 

for bio inspired routing protocols [158] like swarm intelligence based routing in 

ant colony system models. 

3.7 Performance evaluation 

3.7.1 Numerical examples 

In this section, we provide some examples to evaluate the performace of the 

proposed SGA-TSL algorithm. The link capacities 1 2 1 2( , , , )r r r i ic m m m m are 

calculated as specified in Section 3.2. The channel gains 
1 2,i rm m

G  and 
1 2,i im m

G  

depend on the distance between the transmitter and receiver, and fading. For 

simplicity, we adopt the same model as in Section 2.8 where only propagation 

losses are consirered. The channel gains are defined as 
1 2 1 2, ,

1/
i r i rm m m m

G dα∼ where 

1 2,i rm m
d is the distance between the interfering transmitter in ring 1im  and reference 

receiver in ring 2rm , and α  is the propagation constant ( 4α = ). The calculation 

of 
1 2,i rm m

d is straightforward from the geometry presented in Fig. 19.  
In Fig. 24, the utility function versus the topology index t for access vector 

a = [010010] is shown. With this access vector user in ring 2, in both, cell r and i 

have permission to transmit. As the number of possible topologies obtained for 

this access vector is very high, we plot the segment of topologies close to the 

optimum topology. With no coding the maximum utility is u = 0.5826 while with 

network coding maximum utility is increased up to u = 0.6991. We can see that 

different topology indexes can provide the same value of utility. This is due to the 
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fact that those topologies consist of different combination of the same active links 

in different slots. 

 

 

Fig. 24. Utility function for access vector a = [01 0010]. 

 

 

Fig. 24a. Representation of the transmission patter n defined by the topology index 

t = 7. 
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In Fig. 24a the transmission pattern is shown for one of the optimum 

topologies (topology index t = 7) in the case with no coding, for the previous 

access vector, defined by the set of links 

{ }( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
7 1 10 4 7 4 1 7 10{ },{ },{ , },{ },{ },{ },{ }down up down up up up down downT l l l l l l l l= . We can see that 

isolated short range transmissions are favored which can simultaneously reduce 

the intercell interference and power consumption.  

In Figs. 25a and 25b the transmission patterns for two topology indices that 

correspond to the maximum utility with coding (t = 5571 and t = 5621) for the 

previous access vector are presented. The optimum topologies for the two cases 

are given by { }( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
5571 1 10 4 7 1 4 7 10{ },{ },{ },{ },{ , }down up up down up down up downT l l l l l l l l= ⊕ ⊕ and 

{ }( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
5621 1 4 7 1 4 10 7 10{ },{ },{ },{ , },{ }down up down up down up up downT l l l l l l l l= ⊕ ⊕ .  

 

 

Fig. 25a. Representation of the transmission patter n defined by the topology index 

t = 5571. 

 

Fig. 25b. Representation of the transmission patter n defined by the topology index 

t = 5621. 
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We can see an improvement in the number of slots needed when network coding 

is used (5 slots) compared to 7 slots in the case with no coding. So, for the same 

type of isolated and short range transmissions the utility function is improved 

with network coding by reducing the number of slots. 

In Fig. 26 the overall capacity for the previous access vector a is presented. 

We can see that the overall capacity of the system obtained for the optimum 

topologies is improved by a factor 1.5 when network coding is used compared 

with the case with no coding. The overall capacity obtained for optimum 

topologies is 4 times higher than for non optimum solutions. 

 

 

Fig. 26. Overall capacity for a = [010010]. 
 

In Fig. 27, the utility function is shown for a = [010100]. With this access vector 

user from ring 2 in cell r and user from ring 1 in cell i have permission to transmit. 

The maximum utility is obtained for topology index t = 478 (u478 = 0.8739) by 

using network coding. We can see a significant improvement compared with the 

maximum utility with no coding, obtained for topology index t = 215 

(u215 = 0.6640). Both utilities are higher than in the previous case due to lower 

interference level. 
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The optimum topologies for both cases are given by 

{ }( ) ( ) ( ) ( ) ( ) ( )
478 1 7 4 1 4 7{ },{ },{ },{ , } anddown down up up down upT l l l l l l= ⊕  

{ }( ) ( ) ( ) ( ) ( ) ( )
215 1 4 4 7 7 1{ },{ },{ , },{ },{ }down up down up down upT l l l l l l= . 

 

 

Fig. 27. Utility function for access vector a = [01 0100]. 

 

In Table 2 the reconfiguration results obtained with SGA-TSL algorithm are 

presented for uplink transmission and localized variations in the traffic ∆n. The 

initial state in the network is defined by the optimum topology 1BT  associated 

with the access vector aI. As mentioned in Section 3.6, we consider that the traffic 

distribution is observed in time intervals short enough to detect each change in the 

traffic so that traffic change only in one ring is assumed in a given observation 

instant. The traffic change is given by access vector 'a .  

The new optimum topology newT , as a result of the reconfiguration of the 

initial optimum topology, is associated with the access vector aF. 

As the first step, we show the number of generated topologies needed to find 

the optimum one by exhaustive search Nes and by GA Nga, and the fitness value 

fopt associated to the new optimum topology. 
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Table 2. Different topologies after the traffic var iation ∆. 

∆n aI t a’ aF 

> 0 

[100001]

{ } { } { }{ }1
12 1 8, ,BT l l l=  

1 

[010000] 

{ }'

4 1,BT l l=  
[110001] 

{ } { } { } { }{ }new 12 4 1 1 8, , , ,T l l l l l=  

Nes = 209,Nga = 8,fopt = 0.6554 

> 0 2 
[001000] 

{ }'

6 2,BT l l=  

[101001] 

{ } { } { } { }{ }new 12 6 1 2 8, , , ,T l l l l l=  

Nes = 412,Nga = 11,fopt = 0.6554 

> 0 3 
[000100] 

{ }'

7
BT l=  

[100101] 

{ } { } { } { }{ }new 12 1 8 7, , ,T l l l l=  

Nes = 59, Nga = 1,fopt = 0.6554 

> 0 4 
[000010] 

{ }'

10 7,BT l l=  

[100011] 

{ } { } { } { } { }{ }new 12 1 10 8 7, , , ,T l l l l l=  

Nes = 163,Nga = 9,fopt = 0.5243 

> 0 

[010100] 

{ }1
1 74

, ,BT l ll
↓  =   
  

 
5 

[000010] 

{ }'

10 7,BT l l=  

[010110] 

{ } { }new 10 7 72
, , ,T l l ll

↓  
=   

  
 

Nes = 70, Nga = 8, fopt = 0.5888 
 

> 0 

[010001] 

{ }1
4 1 9

, ,BT l l l
↓  =   

  
  

6 
[000100] 

{ }'

7
BT l=  

[010101] 

{ } { } { }new 1 8 7 412
, , , ,T l l l ll

↓  =   
  

 

Nes = 205,Nga = 13,fopt = 0.5243 
 

> 0 

[001001] 

{ } { } { }1
126 2 8, , ,BT l l l l

↓  =    
  

  

7 

[010000] 

{ }'

4 1,BT l l=  

[011001] 

{ } { } { }116 4 1 7 2, , , , ,newT l l l l l l
↓  =    
  

 

Nes = 1579,Nga = 27,fopt = 0.4406 
 

> 0 

[010010] 

{ }1
84 1, ,BT l l l

↓  =   
  

 

 

8 

[001000] 

{ }'

6 2,BT l l=  

[011010] 

{ } { } { }10new 6 4 1 2 7, , , , ,T l l l l l l
↓  =    

  
 

Nes = 560, Nga = 4,fopt = 0.4957 
 

> 0 

[001100] 

{ } { } { }{ }1
6 2 7, ,BT l l l=   

9 
[010000] 

{ }'

4 1,BT l l=  

[011100] 

{ } { } { } { } { }{ }new 6 4 2 1 7, , , ,T l l l l l=  

Nes = 154, Nga = 9,fopt = 0.5243 
 

> 0 

[110010] 

{ } { } { }{ }1
10 2 7 1, , ,BT l l l l=

  

10 
[000100] 

{ }'

7
BT l=  

[110110] 

{ } { } { } { }{ }7 10 2 7 1, , , ,newT l l l l l=  

Nes = 257, Nga = 1,fopt = 0.6600 
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∆n aI t a’ aF 

< 0 

[100111] 

{ } { } { } { } { }{ }1
12 10 8 7 1 7, , , , ,BT l l l l l l=

  

11 
[000100] 

{ }'

7
BT l=  

[100011] 

{ } { } { } { } { }{ }new 12 10 1 7 8, , , ,T l l l l l=  

Nes = 163, Nga = 2,fopt = 0.5243 

< 0 12 

[000010] 

{ } { }{ }'

10 7,BT l l=
 

[100101] 

{ } { } { } { }{ }new 1 7 12 8, , ,T l l l l=  

Nes = 59, Nga = 5,fopt = 0.6554 

< 0 13 

[000001] 

{ } { }{ }'

12 8,BT l l=
 

[100110] 

{ } { } { }{ }new 7 10 1 7, , ,T l l l l=  

Nes = 22, Nga = 1,fopt = 0.6815 

< 0 

[100011] 

{ } { } { } { } { }{ }1
12 10 1 7 8, , , ,BT l l l l l=

  

14 

[000001] 

{ } { }{ }'

12 8,BT l l=
 

[100010] 

{ } { }{ }new 10 1 7, ,T l l l=  

Nes = 8, Nga = 3,fopt = 0.5823 

< 0 

[001110] 

{ } { }1
7 10 73

, , ,BT l l ll
↓  

=   
  

  

15 

[000010] 

{ } { }{ }'

10 7,BT l l=
 

[001100] 

{ } { }new 2 76
, ,T l ll

↓  =   
  

 

Nes = 20, Nga = 2,fopt = 0.5826 
 

< 0 

[101110] 

{ } { } { } { }1
81 6 2 7, , , ,BT l l l l l

↓  =   
  

  

16 
[001000] 

{ }'

6 2,BT l l=  

[100110] 

{ } { }10new 7 1 7, , ,T l l l l
↓  =    
  

 

Nes = 23, Nga = 11,fopt = 0.6815 
 

< 0 

[110110] 

{ } { } { } { }{ }1
7 10 2 7 1, , , ,BT l l l l l=

  

17 

[100000] 

{ }'

1
BT l=  

[010110] 

{ } { } { }{ }new 7 10 2 7, , ,T l l l l=  

Nes = 71, Nga = 1,fopt = 0.5888 
 

< 0 

[011001] 

{ } { }1
6 114 1 2 7, , , , ,BT l l l l l l

↓ ↓    =     
    

  
 

18 
[010000] 

{ }'

4 1,BT l l=  

[001001] 

{ } 3 812 , ,newT l l l
↓ ↓  =   
  

 

Nes = 105, Nga = 4,fopt = 0.4369 
 

< 0 

[111010] 

{ } { } { } { }1
106 4 1 1 2 7, , , , , ,BT l l l l l l l

↓  =    
  

  

19 

[010000] 

'

4 1,BT l l
↓ =  
 

 

[101010] 

{ } { }2 8new 6 1, , ,T l l l l
↓ ↓  =    
  

 

Nes = 166, Nga = 9,fopt = 0.5816 
 

< 0 

[011010] 

{ } { } { }1
106 4 1 2 7, , , , ,BT l l l l l l

↓  =    
  

  

20 
[001000] 

{ }'

6 2,BT l l=  

[010010] 

{ } 8new 4 1, ,T l l l
↓  =   

  
 

Nes = 22, Nga = 4, fopt = 0.4462 
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– Entries from t = 1 to t = 4 in Table 2 represent the reconfiguration results for 

aI = [100001] when a new source appears in ring 2 (a’  = [010000]), 3 

(a’  = [001000]), 4 (a’  = [000100]), or 5 (a’  = [000010]), respectively. In the 

first case, topology index t = 1, Nes = 209 topologies are generated to find the 

optimum one by exhaustive search when a new source appears in ring 2 

compared to Nga = 8 generated by GA. For t = 2, as a new source appears in 

ring 3, we have more routes than in the previous case so Nes = 412, and 

Nga = 11. For t = 3, as the new source just introduces one more route we 

obtain Nes = 59 and Nga = 1. For t = 4, we have Nes = 163 and Nga = 9. The 

optimum topologies for aI, a’ and aF are presented in Table 2. From t = 5 to 10, 

we show more examples for different traffic patterns and traffic variations for 

∆n > 0.  

– From t = 11 to 13, the reconfiguration results for aI = [100111] are shown 

when a source becomes inactive in ring 4 (a’  = [000100]), 5 (a’  = [000010]), 

or 6 (a’  = [000001]), respectively. For t = 11, one route from the initial 

topology is eliminated to obtained the optimum one after the traffic has 

changed and we have Nes = 163 compared to Nga = 1. For t = 12, more routes 

are eliminated, so we need to generate more topologies than in the previous 

case to obtain the optimum topology resulting in Nes = 59 and Nga = 5. For 

t = 13, the source in the border of the cell became inactive so the number of 

routes is significantly reduced and we obtained Nes = 22 compared to Nga = 1. 

From t = 14 to 20, other examples are shown for different traffic patterns and 

traffic variations for ∆n < 0.  

We can see that the number of generated topologies by using GA in the search for 

the optimum one is significantly reduced. In some of the examples the mutation 

operation is needed to obtain the optimum topology, and is indicated by arrow “↓” 

over the mutated link lk. Due to the symmetry of the scenario presented in Fig. 19, 

1 1 2( , )F =a a a  and 
2 2 1( , )F =a a a  will produce symmetrical topologies.  

The previous examples represent some illustrative cases to show the 

performance of the algorithm for different traffic variations. In order to calculate 

the total number of possible combinations, we denote by |a1| and |a2| the number 

of rings active in cell 1 and 2, respectively. For ∆n > 0, taking into account the 

symmetry of the scenario considered, the number of combinations where the 

changes can occur is  



 103 

1 2

1 2 1

1 2 1 2 1 2

0 1 2

  
.

            1

n n n n n n

= =

   + − − 
     

   
∑ ∑
a a a

a a

a a
 

For the previous examples, 1 2 3n n= =  (3 rings per cell). For ∆n < 0, the number 

of combinations is  

1 2

1 2 1

1 2 1 2

1 1 2

  
.

      1

n n n n

= =

   + 
     

   
∑ ∑
a a a

a a

a a
 

The performance of the algorithm is evaluated using two performance parameters: 

the success ratio SR = 1/Nt where Nt is the number of generated topologies in the 

search for the optimum solution and, the improvement factor F given by F = Nes / 

Nga. These performance parameters for the previous examples, described in Table 

2, are shown in Table 3. The computational time Tc needed for SGA-TSL 

algorithm to find the optimum topology is also presented in Table 3 and it will be 

analyzed in the following subsection. 

– Entry t = 1, in Table 3, shows SRga = 1/8 compared to SRes = 1/209 to obtain 

the optimum topology for aF = [110001] which gives an improvement factor 

F = 209/8. 

– Entry t = 2, in Table 3, shows SRga = 1/11 compared to SRes = 1/412 to obtain 

the optimum topology for aF = [101001]. In this case the number new of 

routes introduced by a’ is higher than in the previous case, so Nt is increased 

and it gives an improvement factor F = 412/11. 

– Entry t = 3, F is significantly increased (F = 59/1) because the new optimum 

topology is obtained by concatenating the active links from the initial 

topology and TB’, which is the first operation of SGA-TSL algorithm for 

∆n > 0. Equivalently, for ∆n < 0 the first operation to obtain the new optimum 

topology is eliminating the active links of TB’ from the initial topology. This 

is the case of t = 13 (F = 22/1), and t = 17 (F = 71/1).  

In all cases, independently of the location of the traffic variation in the network, 

Nga is at least one order of magnitude less than Nes. 
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Table 3. Performance evaluation of GA-TSL. 

t aF SRga (Tc)ga 
(CPU seconds) 

SRes F 

1 [110001] 1/8 9.6253 1/209 209/8 

2 [101001] 1/11 13.4005 1/412 412/11 

3 [100101] 1/1 1.4196 1/59 59/1 

4 [100011] 1/9 10.8265 1/163 163/9 

5 [010110] 1/8 9.4693 1/70 70/8 

6 [010101] 1/13 16.4737 1/205 205/13 

7 [011001] 1/27 35.8802 1/1579 1579/27 

8 [011010] 1/4 4.3212 1/560 560/4 

9 [011100] 1/9 10.9825 1/154 154/9 

10 [110110] 1/1 1.7784 1/257 257/1 

11 [100011] 1/2 1.4040 1/163 163/2 

12 [100101] 1/5 4.7892 1/59 59/5 

13 [100110] 1/1 1.4352 1/22 22/1 

14 [100010] 1/3 1.7472 1/8 8/3 

15 [100010] 1/2 0.8268 1/20 20/2 

16 [100110] 1/11 13.2133 1/23 23/11 

17 [010110] 1/1 1.4508 1/71 71/1 

18 [001001] 1/4 1.7628 1/105 105/4 

19 [101010] 1/9 9.3133 1/166 166/9 

20 [010010] 1/4 2.6988 1/22 22/4 

So far, we have initialized SGA-TSL algorithm by the optimum topology 

calculated by exhaustive search. In more complicated scenarios exhaustive search 

is not practical. In the sequel, we calculate the optimum topology for the cases 

t = 1,2,3,4 from Table 2 and 3, when the initial topology is any of the feasible 

topologies for aI = [100001]. In Fig. 28 we present the utility versus the topology 

index for access vector aI. We can see that there are 20 feasible topologies for that 

access vector, and the optimum topologies correspond to indexes 16 to 18 in the 

figure. To show the robustness of our algorithm we initialized GA with any 

feasible topology (SGA-AFT), to calculate the optimum topology after the traffic 

changes as in the cases t = 1,2,3,4 from Table 2 and 3.  

In Fig. 29 we show that to obtain the optimum topology for aF = [1100001] 

starting for any feasible topology, in the worst case we need to generate Nga-AFT = 

31, compared to Nga = 11 needed for SGA-TSL. For aF = [101001] in the worst 

case we need Nga-AFT = 15 to obtain the optimum topology, compared to Nga = 8 

needed by SGA-TSL. For aF = [100101] we obtain Nga-AFT = 13, compared to Nga 

= 1. Finally, for aF = [100011], SGA-AFT in the worst case needs Nga-AFT = 17, 
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compared to Nga = 14. We can see that our proposed algorithm outperforms 

exhaustive search even when the initial topology is not the optimum one. 
 

 

Fig. 28. Utility function for access vector a I = [100001]. 

 

Fig. 29. Nga to obtain the optimum topology for access vectors aF =  [110001], [101001],  

[100101], [100011] when a I = [100001] and  GA is initialized by any feasible topology t. 
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3.7.2 Comparisons 

We compare the results obtained by SGA-TSL algorithm in Table 2, with the 

conventional routing protocols, used in ad hoc networks, which are based on 

collecting the information from the nearest neighbor. In this case, the topology is 

reconfigured in such a way that the users relay to their nearest neighbor. The 

results of this comparison are shown in Fig. 30. The fitness function obtained by 

nearest neighbor heuristic is significantly lower than the optimum value obtained 

by SGA-TSL. In some cases the value obtained by nearest neighbor heuristic can 

reach up to 50%.  
 

 

Fig. 30. Utility function for topologies t associated to Table 2 by SGA-TSL and nearest 

neighbor heuristics. 
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solutions are feasible for practical implementation even at the current state of the 

art of the technology. 

In order to get an insight into the system dynamics the computation time Tc 

for SGA-TSL algorithm on Intel Core i7 620M 2,66 Ghz processor with 4GB 

RAM memory is shown in Table 3. As one can see the convergence of the 

algorithm depends on the changes in the traffic vector and for typical examples 

from Table 3, Tc varies in the range 1-30 seconds with more than half of these 

values being below 10 sec. 

– Traffic dynamics: For the typical call arrival rate λm = 0.01calls/s[159], 

Tc < 1/λm and the algorithm will be able to compensate the changes in traffic 

vector, resulting in proper reconfiguration of the network topology. 

– Mobility: The equivalent traffic vector will be also changed due to mobility 

(terminal moves from one ring to the next neighboring ring). As long as 

cvT d< ∆ , where d∆ is the distance between two adjacent rings, and v the 

terminal velocity, the proper reconfiguration of the network topology is 

possible.  

– Channel Defading: The program run time for rate optimization for a given 

topology is of the order of 0.01 sec. Furthermore, for the purpose of this 

analysis we can model the channel as a Rician fading which steady state 

component is increasing as the hopping distance reduces. So, for the hopping 

distance short enough the random component will vanish, which is referred to 

as the channel defading, and the algorithm will be able to converge. More 

details on channel defading will be provided in Chapter 4. 

Impact of mobility and fading on the system efficiency can be further reduced by 

splitting the traffic into two groups, static/low dynamics and high dynamic and 

applying the above algorithm only on static/low dynamic users. Another 

possibility is to use more parallel processing and reduce Tc, or faster processor. 

3.7.4 Discussion on other heuristics 

Over the years, several approaches have been developed for evolutionary 

algorithms to address dynamic environments, such as maintaining diversity 

during the run via random immigrants [150], using memory schemes to reuse 

stored useful information [160], applying multi-population and speciation 

schemes to search in different regions of the search space, and adapting (the 
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parameters of) operators to quickly respond to a new environment [154]. All these 

approaches result into different heuristics to solve dynamic problems [154]. 

Changing environments usually require GAs to keep a certain population 

diversity level to maintain their adaptability. To address this problem, the random 

immigrants approach has been proposed in [150]. It maintains the diversity level 

of the population through replacing some individuals of the current population 

with random individuals, called random immigrants, in every generation. 

However, with the traffic model that we assume in this chapter where the 

traffic distribution is observed in time intervals short enough to detect each 

change in the traffic, the introduction of random immigrants may divert the 

searching force of the GA because individuals in the previous environment may 

still be quite fit in the new environment. Our Sequential GA allows certain level 

of elitism and lets the chromosomes of the initial population survive to the next 

generation to maintain the population diversity, adapt to the changing 

environment, and thus guarantee that all feasible routes are generated through the 

pass of the generations. 

Other heuristics include memory schemes i.e., MEGA [160] that store useful 

information from the current environment to reuse it later in a new environment. 

Storing the optimum topology for each possible access vector in a real network 

would be very inefficient and would require huge amount of memory.  

We have shown the robustness of our algorithm to the initial state of the 

network and, even when SGA is restarted from scratch after a change is detected, 

it outperforms considerably exhaustive search. 

3.8 Chapter summary 

In this chapter, we have presented a dynamic joint optimization of relaying 

topology, routing (power) and inter relay scheduling in MCNs. As a result we 

have developed a specific encoding and fitness control in a sequential genetic 

algorithm for relaying topology update. Depending on the traffic load, there may 

be situations where searching for the new optimum topology will be NP-hard.  

Through numerical simulations we have shown that by using SGA the 

number of operations required to reconfigure the optimum topology is 

significantly reduced independently of the initial topology of the network. The 

utility function used in the optimization process drives the solution towards the 

topology favoring simultaneously isolated and short range transmissions. As 
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expected, within these solutions further improvements are obtained by using 

network coding to reduce the number of slots needed for transmission.  

In addition to optimum performance in terms of network utility, numerical 

results demonstrate also significant improvements in the convergence rate of the 

new algorithm. The number of generated topologies in the search for the optimum 

one by using SGA-TSL is at least one order of magnitude less than by exhaustive 

search. The same order of improvement is obtained independently of the 

initialization of SGA-TSL. We also have compared the performance of SGA-TSL 

with nearest neighbor heuristic and the value of the fitness obtained is about 

50%  lower than with SGA-TSL. 

SGA may be implemented in one of the base stations. Cooperating base 

stations must exchange information about the traffic distribution, and the 

coordinating base station should pass the information about the resulting access 

vector aF back to the cooperating base stations. This level of coordination between 

the base stations seems to be already considered in practice i.e., coordinated 

multipoint transmission, where a cluster of base stations jointly perform 

beamforming in order to reduce intercell interference.  
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4 Context aware nano scale modeling of MCNs 
for high resolution optimization 

In this chapter, the model from Chapter 3 is further extended to provide higher 

resolution optimization of MCNs. Instead of using rings, we apply a hexagonal 

tessellation for inner partitioning of the cell into smaller subcells of radius r. 

Subcells may be several orders of magnitude smaller than e.g. micro cells 

resulting in, what we refer to as, a Nano Scale Network Model (NSNM). A 

special Nano Scale Channel Model (NSCM), enabling relay hop distance 

optimization, is developed for this application. By adjusting the radius of the 

subcell r we obtain different hopping ranges which directly affect the throughput, 

power consumption and interference.  

We first apply this scheme to downlink multicast transmission in MCNs. By 

decreasing the radius of the subcells r, the number of hops needed for the BS to 

deliver the information to the final users is increased, which increases the delay 

and consequently decreases the throughput. On the other hand, as the hopping 

range is reduced, less transmission power is needed in each time slot which 

produces less interlink interference and enables larger number of concurrent 

transmissions. 

By developing relations between the geometry of the cell (tessellation factor r) 

and the physical layer model, routing and topology, the network can be optimized 

by using one single control parameter r. With r as the optimization parameter, we 

jointly optimize scheduling, routing and power control, aware of the intercell and 

intersession interference to obtain the optimum trade-off between throughput, 

delay and power consumption in multicast MCNs. New solutions to the problem 

of reducing the impact of intercell or intersession interference are presented 

including a spatial interleaving SI MAC protocol to coordinate the multiple 

concurrent transmissions due to multihop relaying.  

A set of numerical results demonstrates that the nano scale network model 

enables high resolution optimization of the system and an effective use of the 

context awareness. In general these solutions depend on the location of sinks and 

potential relays willing to cooperate. The sink location matrix D is used in the 

system utility function to relate optimal tessellation to the location of the set of 

the multicast receivers in the network. The relay availability and willingness to 

cooperate is controlled by the relay availability matrix A which is included in the 

constraints of the optimization program. Incorporation of these two additional 

context aware matrices, along with a new definition of directed flooding routing 
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protocol (DFRP) and inter flooding network coding (IFNC) for such a system, 

further improve the optimization process and system performance. An intercell 

flooding coordination (ICFC) protocol is developped to reduce the intercell 

interference. 

A detailed discussion on network implementation is included addressing 

control data collection/distribution, mobility, signaling overhead, cell design, 

comparison with other protocols and node availability.  

The system performance in MCNs is affected by various factors such as 

mobility, battery power, coverage, interference and density of nodes. Due to these 

factors, users may be temporally unavailable to relay the message which degrades 

the network performance and, establishing routes in such network efficiently is an 

important and challenging research issue. For this purpose, the NSNM is used to 

present a new concept for route discovery protocols which is aware of the mutual 

impact of all routes in the cell. The efficiency of the Nano Route Discovery 

Protocol (NRDP) is measured in terms of the utility function that includes: 

throughput, power consumption, terminal time to live (depletion) and delay. The 

numerical results show that the proposed algorithm is superior when compared to 

other existing route discovery protocols adapted to this scenario. 

Finally, the NSNM is used to analyze the trade-off between cooperative 

diversity and spatial reuse in multihop cellular networks in order to maximize the 

throughput in the network. The increased number of concurrent transmissions, 

enabled by spatial cell partitioning, increases the system throughput but also 

increases the level of interference that reduces the capacity of simultaneously 

used links in the network. The radius of the subcells r determines the relaying hop 

range and the amount of interlink interference. All transmissions are recorded by 

the neighboring receivers and combined in a cooperative diversity transmission. 

The increased number of hops increases the diversity order ξ but at the same time 

reduces the throughput per user since the network capacity has to be shared 

between the increased number of users. By introducing a utility function as a ratio 

of the network throughput and the overall power consumption we can 

simultaneously optimize these parameters and the packet delivery delay, as a 

function of relaying range. The optimum relaying range defines the optimum 

tessellation factor r and the spatial reuse in the network.  

The rest of the chapter is organized as follows. An overview and background 

in this area is given in Section 4.1. In Section 4.2, the context aware nano scale 

optimization of multicast MCNs is presented. In Section 4.2.1, we introduce the 

system model and notation, the model assumptions and its justifications. Section 
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4.2.2 presents the physical layer model with the nano scale channel model for this 

application. The network layer model is developed in Section 4.2.3 which 

includes the definition of the routing schemes, topology and intercell flooding 

coordination (ICFC) protocol. In Section 4.2.4, joint optimization of tessellation, 

scheduling, routing and power control for multicast MCNs is shown. Context 

aware route discovery protocol is developed and analyzed in Section 4.3. The 

trade-off between cooperative diversity and spatial reuse is analyzed in Section 

4.4. Numerical results that validate our theoretical claims in certain representative 

scenarios are provided in Section 4.5. Implementation issues are discussed in 

Section 4.6. Finally, some concluding remarks are offered in Section 4.7.  

4.1 Overview and background  

This chapter provides a systematic approach to network optimization to study the 

gains and trade-offs associated with MCNs. To be able to deal with this level of 

details the network model from Chapter 3 is extended by first applying a 

hexagonal tessellation for inner partitioning of the cell into smaller subcells of 

radius r as shown in Fig. 31. This partitioning can be considered as a special form 

of surface tessellation technique used in conventional network information theory 

[44], [161] so that a number of results from that area can be adapted for the 

evaluation of the proposed system. By adjusting the radius of the subcell r 

(tessellation factor r) we obtain different hopping ranges which directly affect the 

throughput, power consumption and interference. By developing relations 

between the geometry of the cell (tessellation factor r) and the physical layer 

model, routing and topology we can optimize the network by using one single 

control parameter r.  

We first apply this tessellation scheme to jointly optimize scheduling, routing 

and power control in multicast cellular networks. Multicast in MCNs has received 

more and more research attention [44], [163]-[165]. Inspired by the research for 

unicast traffic, a number of hybrid architectures have been proposed for multicast 

applications [163], [166]–[167]. In [163] near optimal multicast relay strategies 

are proposed to improve multicast throughput using ad hoc relays in a single cell 

environment. [166] develops a routing algorithm to find ad hoc paths from 

proxies to cellular multicast receivers. A multicast group selection algorithm is 

presented in [167] to guarantee certain QoS when multiple groups coexist in the 

cell. Significant amount of study on multicast has been focused on higher layer 

issues such as efficient design of routing protocols [168]-[171]. Several works has 
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been done on power aware routing since the nodes are characterized by their 

limited battery-power [169], [171]. In [169], the minimum-energy multicast 

problem is studied by exploiting the “wireless multicast advantage”. [171] finds a 

path for each node-pair connecting the source node and the destination set such 

that any node in each path does not run out of its power during the transmission 

of packets.  

Multicast protocols have been shown to considerably reduce the bandwidth 

and power consumption compared with unicast counterparts [164]. For further 

enhancement of overall throughput, lower layers are also required to efficiently 

combat the adverse fading effect on multicast transmission. In [164], [165] 

opportunistic multicast schemes have been proposed to balance the trade-off 

between multiuser diversity and the multicast gain. With the best user approach 

base station transmits with the maximum rate to the user with the best channel. In 

this approach there is a risk of excessive delays for the worst user. In the worst 

user approach the base station transmits with the minimum rate so that all users 

can simultaneously receive the signal. Besides low rate this approach faces the 

problem of intercell interference.  

Our proposed scheme provides new solutions to the problem of reducing the 

impact of intercell or intersession interference including the problem of 

coordinating multiple concurrent transmissions due to multihop relaying.  

The nano scale network model is further extended to include a conventional 

resource reuse scheme used for cellular networks to design a new concept of route 

discovery protocols aware of the mutual impact of all routes in the cell. The same 

model is also used to provide an analysis of optimum hopping range, and analyze 

the trade-off between spatial reusability and cooperative diversity. 

4.2 Context aware nano scale optimization of multic ast MCNs 

4.2.1 System model and assumptions 

The downlink transmission is considered in a multicast cellular network with 

hexagonal cells of radius R and uniform distribution of the mobile users across 

the cell. In addition, hexagonal tessellation is applied in order to divide each cell 

into inner hexagonal subcells of radius r as shown in Fig. 31. For simplicity we 

assume the same tessellation factor r for all cells. We consider that the location of 

the mobile users is fixed during the scheduling cycle, and a potential, ready to 
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cooperate, transmitter/receiver is in average situated in the centre of those inner 

cells. The actual presence or absence of such user in a subcell will be 

characterized by entry 1 or 0 respectively in spatial user distribution matrix 

denoted as ( , )hβ θ=β  where the hopping index h and angle θ  define the spatial 

position of the user in polar coordinates with respect to the base station 

( 0,  0 )h θ= = � .  
 

 

 

 

 

 

 

Fig. 31. Multihop transmission scheme. 

In each cell, the network topology is represented by a directed graph ( ),G = �N L  

with a set of potential nodes (subcells) N  and a set of links L . The actual 

realization of the network will depend on ( , )hβ θ=β . Each link is associated 

with a nonnegative real number lc  representing its transmission capacity in bits 

per unit time. Since the capacity depends on the level of interference, this 

parameter will be also controlled by the same parameter r. 

As we can see from Fig. 31, the BS is surrounded by 1 6hn = =  adjacent 

subcells, situated one hop 1h =  away from the BS, denoted as first ring of 

subcells. We assume that the rings are circular and concentric to the BS. In each 

60�  angular segment in the first hop, there is an additional subcell in the second 

hop (shaded), two new subcells in the third hop and so on. So, the number of 

subcells per ring is 6 ( 1)6 6hn h h= + − = ⋅  and the number of subcells per cell 

 
1 1

6 3 ( 1),               
H H

hh h
N n h H H

= =
= = ⋅ = +∑ ∑  (37) 

where H is the total number of rings in the cell. Different from Chapter 2 and 3, 

with this tessellation scheme the users hopping distance is the same in each hop 

so that number of rings in all cells is H . We should notice that with this 
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definition of N we are including the subcells situated in the border of the cell that 

are part of two different cells. The transmission between different subcells is 

controlled by introducing an intercell flooding coordination scheme (ICFC) that 

will be explained later in Section 4.2.3.C.  

The angular separation between two adjacent subcells in ring h is 

360 / 60 /h hn hθ
∧

= =� � . The transmission/relaying or hopping distance between 

adjacent rings is denoted by rd  as shown in Fig. 31 and is related to the subcell 

radius as 3rd r= ⋅ . The total number of rings in the cell is given by  

 / /( 3 ) /(2 ) ,                  rH d r R r = = ⋅ = ⋅       H H  (38) 

where H  is the apothem of the hexagonal cell. The subcell radius r determines 

the number of rings H and the amount of interference. These two aspects will be 

elaborated in detail in the next section. 

In polar coordinates ( ),h θ we denote the location of a mobile user situated in 

ring h at angle θ  as  

 ( , )             j
rm h h d eθθ = ⋅ ⋅  (39) 

 { } { }( ) ( ) ( ) ( )
1 ,..., ,              

h

h h h h
n nθ θ θ θ∈ Θ = =  (40) 

where ( )hΘ  is the set of angles θ  for the users located in hop h, and the number 

of elements in this set ( )h
hnΘ = . The detailed computation of the elements of set 

( )hΘ  is elaborated in Appendix A. 

With this notation, the spatial user distribution matrix ( , )hβ θ=β  has 

dimensions  HH θ× , where Hθ  is the overall number of different user angles (see 

Appendix A, e.g., (A3)). For the example shown in Fig. 31 for single cell case 

with H = 4, Hθ  is 36. 

In general, the user at location ( , )m hθ  is denoted as ,hm θ  and any user in ring 

h (for any angle θ) as hm . The BS is referred to as 0m  and its location is (0,0)m . 

In multihop transmission, user at location ( , )m hθ  relays the information to 

any of its adjacent users ( ', ')m h θ . As we are considering the transmission in one 

direction (downlink) we assume that the user will relay to any of its 5 adjacent 

users on the way to the destination user ( , )d dm h θ . If we denote the location of 

user ( , )m hθ  in vector representation as ( , ) j
rm h h d eθθ = ⋅ ⋅�

, the adjacent relay user 

at location ( ', ')m h θ  is calculated in vector form as 

 ( )
( sgn( ) ),2 3'( ', ') ' ,              

j hj
r rm h h d e m h d e

π ππ θ α θθθ θ
− +

= ⋅ ⋅ = + ⋅� �
 (41) 
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 ( ) ,( sgn( ) )
2 3

,' ( ', ' ) arg ( , ) ;  0, 1, 2,          
hj

r harg m h m h d e
θ

π ππ θ α

θθ θ θ α
− + 

= = + = ± ± 
 

� �
(42) 

where parameter ,h θα  is the routing parameter at subcell ( ),h θ , and indicates the 

direction to which of the 5 adjacent users we are relaying. The routing across the 

cell will be characterized by the routing matrix ( 2) ( 1) (0) (1) (2)= − −α α α α α α

,( )h θα= α  which is (1x5 block matrix) with dimensions ( )5

HH θ× . As an 

example, we write α  for the scenario presented in Fig. 31. 

( 2) (2)

    h

− = =α α 0

 0   10   15 ...  90 ...345  350          hθ � � � � � �  0   10  ... 30 ... 345 ... 350

 

1 0    0     0  ...   1  ...  0     0 1 0     0   ... 0  ...  0   ..

2 0    0     0  ...   0  ...  0     0 2
( 1) ; (1)

3 3

4 0    0     0  ...   0  ...  0     0 4

θ

 
 
 − = =
 
 
 

α α

� � � � �

⋮

.  0

0     0   ... 1  ...  0   ...  0

0     0   ... 0  ...  0   ...  0

 
 
 
 
 
 

⋮

 
       

        h  0    10   ... 30 ... 210 ...270 ... 330 ... 350   

1 0     0   ...  1  ...  1  ... 1  ...  1  ...   0

2 0     0   ...  0  ...  0  ... 0  ...  0  ...   0
(0)

3

4 0     0   ...  0  ...  0  ... 0  ...  0  

θ

=α

� � � � � � �

⋮
.  

...   0

 
 
 
 
 
 

 

In this example ( 2) (2)− = =α α 0 . If the traffic from user ,hm θ  is relayed in the 

direction with , 1h θα = − , the entry of the matrix ( 1)−α with indices ,h θ  is 

, ( 1) 1h θα − =  and zero otherwise. We can see in Fig. 31 that the user in (h = 1, 

θ  = 30º) relays to user in (h’ = 2, θ  = 30º) so 
1,30

(0) 1α =� . The same applies for 

users in h = 1, θ  = 210º, θ  = 270º and θ  = 330º. The user in (h = 1, θ  = 90º), 

relays with 
1,90

( 1) 1α − =�  to user in (h’ = 2, 'θ  = 60º), with θ ’ calculated as (42), 

and so on. 

If users at locations ( , )m hθ  and ( ', ')m h θ  are the origin and destination 

respectively of link l ∈L , then the link is represented as ( ), ', 'h hl m mθ θ→  and its 

vector representation as 

( )
( sgn( ) ),2 3

, ', ' ,       ( ', ') ( , ) , 0, 1, 2.
j h

h h r hl m m m h m h d e
π ππ θ α θ

θ θ θθ θ α
− +

→ = − = ⋅ = ± ±
� � �

 (43) 
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The values of ,h θα  will depend also on the relaying scheme used as it will be 

explained in Section 4.2.2. 

In addition we define the destination matrix ,hD θ=D  with dimensions 

 HH θ× , where , 1hD θ =  if the user at location ( ),h θ  is a destination user (sink), 

or 0 otherwise and Hθ is the number of different user angles defined in Appendix 

A by (A3) for h = H. Destination users can also act as relays to transmit the data 

to another destination. We denote by ,d dh θℜ  the set of links that form the relaying 

route from user in location (0,0)m  to the destination (final) user at location 

( , )d dm h θ . One should notice that for h’ = h + 1 every route is effectively defined 

by a particular choice of matrix ,h θα=α . The set of all routes to all destination 

users D  is denoted by  

 ,
,

.         
d d

d d

h
h

θ
θ ∈

ℜ = ℜ∪D

D
 (44) 

The relay availability and willingness to cooperate is characterized by the relay 

availability matrix ,hA θ=A  where , 1hA θ =  if user at location ( ),h θ  is available 

and willing to cooperate as relay, or 0 otherwise. The issue of stimulating the user 

cooperation is studied extensively in the literature [172, Chapter 16] and is in the 

area of pricing. Game theory is used as a tool for the analysis and billing with 

awards for relaying as a method to implement it. The interest to cooperate may be 

also significantly influenced by its battery state. All together these issues are out 

of the scope of this thesis.  

A network topology graph ( ),G = �N L , a set of link capacities { },lC c l= ∈L , 

a set of sinks D  at positions ,hD θ=D  and a set of multicast connection 

requirements (capacity, throughput) C  specify a multicast connection problem. 

As the location of the mobile users is assumed to be fixed during the duration 

of the scheduling cycle, the sink location D and the user availability A are also 

assumed to be fixed during that period. 

4.2.2 Physical layer model 

After presenting the notation and the cell tesellation scheme, in this section we 

focus on the channel model proposed for this application and the relaying 

schemes used.  
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A) Nano scale channel model 

The channel model introduced in this section, which is referred to as Nano Scale 

Channel Model (NSCM), consists of a Rician channel with progressive decrease 

of the steady state component with increase of the transmission range. In other 

words, when the number of hops used to reach a given destination is small (longer 

transmission range) the channel has stronger random component due to 

reflections, but on the other hand when the number of hops increases (the 

transmission range decreases) the random component decreases and the steady 

(line of sight) component becomes predominant. Let us denote by 0H  the 

smallest number of hops needed to make the transmission range, in a cell with 

radius R, such that the random component of the channel is eliminated (details on 

implementation are given is Section 4.6). Such tessellation is referred to as 

channel defading (CD) tessellation. For any other tessellation, the channel model 

can be represented as  

 

( )

0
, ' , ' , ' 0

0 0

2

1 1 1
1 ;         

1 1( )

0,   

h h h h h h

r

H H
g g g H H

H Hd

N

χ
α

χ

χ

χ σ

  − −= + = + − ≤   − −  

∼

(45a) 

 

2 2

0 2
, ' , ' , '

0 0

1 1 1 1
1 ,              

( ) ( )h h h h h h
r r

H H
G G G

H Hd d
χ

χα α σ
   − −= + = + −   
   

(45b) 

where (45a) defines the overall channel gain, and 0
, 'h hg , , 'h hgχ  are the steady state 

and the random component of the channel gain respectively. In (45b), 0
, 'h hG , , 'h hGχ  

are the power gain for the steady state and the random component respectively, 

and χ  is circular complex Gaussian process. For H = 1 the channel is pure 

Rayleigh channel, for 1 < H < H0 Rician channel and for 0H H≥  we have 

Gaussian channel (no fading).  

Determining H0 for different types of channel (urban, suburban, …) belongs 

to the channel modeling and is not within the scope of this thesis. 

In a CD tessellation the interference power produced by a cochannel 

interfering user hm , transmitting at the same time from the position ( , ) ,h ϕ ϕ θ≠
is ', ' , ; ', 'h h h hI G Pθ ϕ θ θ≠=  where , ; ', 'h hG ϕ θ θ≠ is the channel gain between referent receiver 

', 'hm θ  and the cochannel interfering user ,hm ϕ θ≠  approximated by 

, ; ', ' , ; ', '1/ ( )h h h hG d α
ϕ θ θ ϕ θ θ≠ ≠≃ . Parameter α is the propagation loss and , ; ', 'h hd ϕ θ θ≠  is the 

mutual interfering distance given by  
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, ; ', '

2 2

, ; ', '

( ', ') ( , )

              ( ') ( ) 2 ( ') cos( ', )                      

              .            

h h

r

r h h

d m h m h

d h h h h

d Z

ϕ θ θ

ϕ θ θ

θ ϕ θ

θ ϕ

≠

≠

= − ≠

= + − ⋅ ⋅ ⋅
= ⋅

� �

 (46) 

The modification for the general case of non CD tessellation is straightforward 

and will be elaborated in next section.  

The previous generations of mobile communications have been also using 

different approaches for channel defading. CDMA based technology [172] 

converts selective fading channel into a Gaussian channel by first extracting 

multipath component and after that combining them in a Rake receiver. OFDMA 

based technology [172] splits a given bandwidth into a number of subchannels by 

choosing the number of the subcarriers large enough so that the channel on any 

subcarrier is nonselective. In this chapter, in the nano model of cellular system, 

we split the size of the cell into a number of subcells large enough for channel 

defading. While the previous technologies achieve the channel defading in the 

physical layer, the channel defading tessellation achieves this effect on the 

network layer by proper combination of topology and routing. 

B) Conventional Relaying with SI MAC (Protocols A & B) 

Directed flooding routing protocols (DFRP) presented in this section are based on 

the conventional relaying scheme where the signal propagates through the cell 

from ring h  to ' 1h h= + as illustrated in Fig. 32 and Fig. 33 (protocol A and B, 

respectively). In these figures, transmissions in a given hop h take place in a given 

time slot b, so that b
Ψ  (b = 1,2,…,B) represent the positions of active transmitters 

in slot b (delay) and small empty circles represent the positions of the receivers 

where the signal is received with no collision in that particular hop.  

We introduce the protocol transmission matrix ( , )b b h θ=Ψ Ψ  with entries 

( , ) 1b h θ =Ψ if a given protocol assumes a transmitter at location ( , )h θ  in slot b 

and zero otherwise. Matrix Ψ  defined as b

b
=Ψ Ψ∪ includes transmitters in all 

slots. The dot matrix product ( )*⋅  defined as '
, , ,' * h h hAθ θ θ= ⋅ = Ψ = ΨΨ Ψ A has 

value '
, 1h θΨ = if the required transmitter is available and 0 otherwise. 
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Fig. 32. a)-e) Network topology schedule for broadc ast case (protocol A); f) All routes 

available using protocol A, ([122] [©IEEE 2012]). 

It should be noted that protocols A and B, shown in Fig. 32 and Fig. 33 

respectively, have different scheduling patterns. The mutual interference between 

the links is controlled by proper spatial selection of the transmission sites, which 

is referred to as spatial interleaving (SI). In order to avoid the collision between 

adjacent subcells, in each ring h the simultaneously active transmitters, situated in 

the center of the subcell, are separated (interleaved) in angular domain  
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with / 2hn  simultaneously active transmitters per ring h.  

The protocol is aware of the location of the mobile users in the cell and 

assigns the transmission turn in such a way that the collision between different 

transmitters is avoided. More details about the implementation are given in 

Section 4.6. 

By inspection of Fig. 32 we can see that the minimum interfering distance in 

Fig. 32b (slot b = 2) denoted as ,( )b p
id Ψ  where b is the slot and p denotes the 

protocol, is 2,( ) 2A
i rd dΨ = , and the minimum interfering distance for subsequent 

transmissions is ( ) ( )2 23,( ) 2 3A
i rd d rΨ = + , 4,( ) 3A

id rΨ =  and 5,( ) 3 .A
id rΨ =  

Similar relations can be derived for protocol B shown in Fig. 33. We can observe 

from Fig. 32 and 33, that although in Fig. 33 one more slot is needed to complete 

the transmission, the interference produced in 4,BΨ  is smaller than in 4,AΨ  due to 

larger distance between the transmitters of interfering users 4,( ) 2 ,B
i rd dΨ =  

5, 2 2( ) ( / 2) (9 / 2)B
i rd d rΨ = + .  

The signal to interference plus noise ratio SINR at user 'hm  is defined as 

 

', ' , ' , ; ', ' '

, ; ', ' '

, ; ', '

( , ) /                          

/( )
                                           

/( )

                     
/

h

con
h h h h h h h

h r

h r h h h

h

h h h

SINR r G P G P N

P d

P d Z N

P

P Z

θ ϕ θ θ
ϕ θ

α

α
ϕ θ θ

ϕ θ

α
ϕ θ θ

≠
≠

≠
≠

≠

 
= + 

 

=
⋅ +

=

∑

∑

P

' ( 3 )hN r α

ϕ θ≠

+ ⋅ ⋅∑

 (47) 

and depends on the transmission power of user hm , given by , ,hP h θ∀ , and on 

the tessellation factor r. In a non CD tessellation 
0

' , ' ' , '/ / ,h h h h h h h hP S G P S G θ= → = ∀  and ' ' , 'h h h hN N Gχ→ + , where 0
, 'h hG and , 'h hGχ  are 

given by (45b) and 'hN  is the Gaussian noise power. The constant , ; ', 'h hZ ϕ θ θ≠  is 

defined as in (46). Based on this definition of the SINR, the capacity of link 

( ), ', ' ,d dh h hl m mθ θ θ→ ∈ℜ  is 

 
', ' ,log(1 ( , )) log(1 ( , )),           

l h d d

con con
l hc SINR r SINR r l

θ θ= + = + ∀ ∈ℜP P  (48) 

where h’ = h + 1 and θ’  is given by (42).  
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Fig. 33. a)-f) Network topology schedule for broadc ast case (protocol B); g) All routes 

available using protocol B, ([122] [©IEEE 2012]). 
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The Shannon channel capacity is approximated in practice by a specific 

discrete value depending on the overall receiver capabilities (amount of coding, 

modulation…). The capacity of the route ,d dh θℜ is the minimum of the link 

capacities on that route 

 
, ,min ,  .

h d dd d
l l hc c l

θ θℜ = ∀ ∈ℜ  (49) 

The multicast (broadcast) capacity of the overall network is the minimum of the 

link capacities to all destination users ( , )d dm h θ ∈D   

 
, , ,min ,  D

h h d dd d d d
hC c c

θ θ θℜℜ
= = ∀ℜ ∈ℜD  (50) 

and the throughput /Thr C B=  where B is the number of slots needed for the 

protocol to reach all destination users ( , )d dm h θ ∈D . 

A) Cooperative Relaying (Protocol C) 

The multicast transmission by cooperative diversity relaying scheme is 

represented in Fig. 34 and referred to as protocol C. User ( ', ')m h θ  receives the 

signal simultaneously transmitted by ( , )m hθ  and from different transmitters from 

the positions ( , ),m hϕ ϕ θ≠  transmitting in the same ring. It combines all received 

signals by using diversity receiver. With this scheme the transmission delay to the 

border of the cell is reduced to 4 instead of being 5 or 6 as it was in Fig. 32 and 

Fig. 33 respectively. The signal to noise ratio SNR at user 'hm  is also improved 

and now becomes  

 
', '

, ' , ; ', ' , ; ', ' '
,  

( , ) /          
h

coo
h h h h h h h h

h

SNR r G P G P G P N
θ ϕ θ θ η φ θ η

ϕ θ η φ
≠

≠ <

 
= + + 
 

∑ ∑P  (51) 

with hP Pη =  and CD tessellation. The third term is due to accumulated signals 

received in the previous transmissions. The capacity is given again by (48) and 

(49). We should notice that here in some transmissions 'h h=  as there is no 

collision due to the diversity receivers and θ’  is given by (42). In this scheme the 

spatial interleaving between simultaneously active transmitters is reduced with 

respect to the previous schemes due to the diversity receivers. 

The fundamental concept at the physical layer is the capacity region C which 

characterizes the trade-off between power allocation and link capacity. In the case 

of multihop transmission we also need to include parameter H that is related to 

the tessellation factor r by (38). We consider slotted time, such that each packet 
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transmission takes one time slot (one hop per slot), and multihop packet 

propagation in a store and forward manner. The set ( , , )rc P  defines the system 

with link capacities c, links power P  provided to the transmitting users for a 

given tessellation factor r. 

Fig. 34. Network topology schedule for broadcast ca se and cooperative diversity 

receivers  (Protocol C), ([122] [©IEEE 2012]). 

4.2.3 Network layer model 

In this section we elaborate the route discovery process and routing schemes for 

the nano scale model. The available routes for protocol A and B are presented in 

Fig. 32f and Fig. 33g, respectively. The representation of the available routes for 

protocols C and D (introduced later) are omitted but can be easily calculated by 

following the same logic.  

By defining the topology matrix for each slot we can describe the routes that 

the BS will use to reach different users as final destinations D. We define the 

network topology matrix in time slot b as ( , )  ( ', ')b b b
tx rxh hθ θ=T T T  with 
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dimensions ( 1) ( )H HH θ θ+ × + , where Hθ  is the number of angular positions of 

the transmitters and receivers and is defined in Appendix A by (A3) for h = H and 

' 1h h= + . The topology matrix corresponds to a 1x2 block matrix, where the first 

block corresponds to the transmitters and the second one to the receivers. In this 

case the number of rows is ( 1)H +  because we are including the BS (0,0)m  

situated at hop h = 0. So, the transmitters are situated in hop 0,1,..., 1h H= − , and 

the receivers in hop ' 1,2,...,h H= , thus ( , )b
tx H θ =T 0 , (0, )b

rx θ =T 0 .  

The detailed calculation of the topology matrix for protocols A, B and C 

presented in Fig. 32, 33 and 34 is elaborated in Appendix B.  

An alternative representation of T  can be obtained by 

, '( , ') ,    with  b b
h h b

θ θ= =∑T T T β  and 'θ  calculated as in (42). The topology 

matrix T  should provide that all destination nodes can be reached. In the 

broadcast case, =D β . 

A) Route discovery process 

A source node 0m  multicasts information simultaneously to all receivers at rate x. 

The unicast relaying route ,d dh θℜ from user 0m  to destination user ( , )d dm h θ ∈D , 

is defined by a sequence of routing coefficients ( ){ }(1) (2) 1, 1, 2, 1,
, ,..., hdd d d

h hθ θ θ θ
α α α −−

ℜ =  

with 1,2,.., 1dh h= − . The relaying route is obtained from the topology matrix and 

matrices , ,  and β A α D  in the following way: 

 
Route discovery protocol  

1) For each destination user ( , )d dm h θ ∈D , depending on the protocol used, we 

check the topology matrix ( , )  ( , )b b b
tx rx d dh hθ θ=T T T  to obtain the candidate 

transmitter ( , )m hθ  = 1 1( , )d dm h h θ θ− −= =  for that user ( , )d dm h θ ∈D .  

2) If the transmitter is available ( , ) 1A h θ = , then we calculate ,h θα  as solution to 

(42), and we get the first component of the relaying route { }, ,d dh hθ θαℜ = 3. 

3) If user ( , ) (0,0)m h mθ ≠  then go to 1) with 1,d dh h −←  1d dθ θ −← , and the process 

is repeated until the route is complete. 

                                                           
3 Modifications of the algorithm in the case when a node is not available are further 
elaborated in Section 4.6 since the choices depend on acceptable performance degradations. 
Also, a nano route discovery protocol is presented in Section 4.3 to deal with this situation. 
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The route ,d dh θℜ  from user 0m  to destination user ( , )d dm h θ ∈D  is feasible 

(feasibility ,hF θ ) if all required transmitters on the route are available so that 
'

, ,1
1

h

h kk
F θ θ=

= Ψ =∏ . 

The multicast route ℜD from 0m  to the set of sinks D  is defined as in (44). 

In the case of multisource multicast we have M information sources at 0m , M 

groups of sinks { }1 2, ,..., ,..,k M=D D D D D  and M independent data flows 

{ }1 2, ,..., ,..,k Mf F f f f f∈ = . The flow from user 0m  to each destination user 

( , )
di di

k k km h θ ∈D , i = 1,2…, k
D  is { } { }0,0; ,k k k

idi di

k k k

h
f f f

θ ℜ
= =  with (0,0) (0)m m=  and 

{ }k k
iℜ = ℜ  the set of relaying routes (multicast tree) for destination users in k

D . 

Each flow component on that set will be denoted as k
lf (flow on link l in session 

k). 

Let { } { },/k k k px f B= =x  be the vector of multicast throughputs for each 

session k and ,k pB is the maximum number of slots needed in session k to reach 

the border of its broadcast area which also depend on the protocol (p) used. The 

routing region ℜ  defines the set ( , )x f  such that flow rates f can support 

multicast throughput x. The characterization of the routing region ℜ  is a 

fundamental concept at the network layer, and depends on the specific choice of 

the protocol (A,B,C,D)p∈℘ . 

In the sequel, we include some additional constraints on the flows (flow 

conservation equations). We denote by R  the set of relaying nodes (a destination 

node can act as relay too). 

 
0,0; , 0,0; ,

; , ,  ( , ),  ( , )           k k k k
di di dj dj

di di dj dj

k k k k k k k

h h
f f i j m h m hθ θ θ θ= ∀ ∈D   (52) 

           k
l l

k

f c≤∑  (53) 

 , ;0,0 0;             hf h,θ θ= ∀  (54) 

 1, ; , , ; ', '
, ,

0; ;  ( , ) ,           k
h h h h

h h

f f m hω θ θ θ
ω θ

ω θ− − = ∀ ∈∑ ∑ R  (55) 

where (52) indicates that there is one flow per session, (53) requires that the 

overall flow on each link should be less than the link capacity, (54) constraints all 

flows directed into the source node to be equal to 0, and (55) indicates that the 

net-in flow for the relays nodes must be equal to the net-out flow. 

B) Nano Scale Routing with Interflood Network Coding (Protocol D) 

In general, it is theoretically possible to apply network coding on multiple 

incoming streams of different sessions [173] which is referred to as intersession 



 128 

network coding. However, we argue against this possibility, and use coding by 

superposition [174], i.e., network coding applied only to incoming streams of the 

same session. This argument is mainly supported by the computational 

intractability of the optimal throughput problem if inter-session coding is allowed 

and it is not practical to code data streams from different applications either. 

In this section, we introduce Interflooding Network Coding protocol (IFNC) 

which is explained by using the example shown in Fig. 35 (Protocol D). In the 

first time slot b = 1, the base station transmits two bits (ya and yb) to different 

sectors as shown in Fig. 35a. This transmission is designated as 1
/a by yΨ . For the 

second slot b = 2, transmission (flooding) protocol A from Fig. 32 is used to 

transmit bit ya as shown in Fig. 35b. For b = 3, protocol B from Fig. 33 is used for 

flooding bit yb as in Fig. 35c. For b = 4, interflooding network coding is used by 

transmitting yc = ya + yb from positions designated as 4
cyΨ  as represented in Fig. 

35d. By using the same notation the three following floodings are designated as 
5

ayΨ , 6

cyΨ  and 7

ayΨ  as indicated in Fig. 35e, Fig. 35f and Fig. 35g respectively. 

One can see from the figure that in this way all subcells will be able to decode 

both, bit ya and bit yb in seven slots. 

We define the topology matrix with network coding as 

 

' '

, , , , , ,

( , ) ( , )   

,   .
a b c a b c

b b b
tx rx

b b b b b b b b
tx tx y tx y tx y rx rx y rx y rx y

h hθ θ=

= =

T  

T T T T T T

T TT TT TT T

T TT TT TT T

 (56) 

The topology matrix bT  includes submatrix: b
txTTTT  that indicate the location of the 

transmitters in slot b, as with network coding we transmit bits ya, yb and yc = ya + 

yb. The location of this transmitters is indicated by submatrix , ,,
a b

b b
tx y tx yT T  and 

, c

b
tx yT  respectively and the same applies for the location of the receivers b

rxTTTT  with 

submatrices , ,,
a b

b b
rx y rx yT T and , c

b
rx yT . The detailed content of these submatrices can 

be easily calculated based on the topologies from protocols A, B and C as 

presented in Appendix C.  

The network capacity by using network coding is  

 
, , ,2 2min ,  ,D

h h d dd d d d
hC c c

θ θ θℜℜ
= = ∀ℜ ∈ℜD  (57) 

where 
,hd d

c
θℜ is the minimum of the links capacities on that route ,d dh θℜ calculated 

as in (49). Factor 2 is due to the fact that the protocol will deliver two bits ya, yb to 

the cell boundary after DB  slots.  
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Fig. 35. Network topology schedule for broadcast ca se and network coding with 

yc = ya + yb (Protocol D), ([122] [©IEEE 2012]). 
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C) Intercell Flooding Coordination (ICFC) 

In a multicell scenario, in order to avoid intercell interference the initiation of the 

flooding in the cell should be coordinated within the cluster of seven cells as 

illustrated in Fig. 36 for H = 1, 2 and 3 hops. The hops are represented as rings, 

simultaneous transmissions are shown with the same color and the numbers 

represent the time slots when the corresponding segments of the cells are active. 

We can see that in these figures there are no simultaneous transmissions at the 

borders of the cells. 

Formally, the intercell reuse factor irf  is defined as ( ) (1)/nirf τ τ=  where ( )nτ  

is the time needed for all cells in the multicell network to schedule their 

transmission in the last ring and (1)τ  is the time for an isolated single cell to 

complete transmission from the BS to the border of the cell. Let us first assume in 

general that the protocols spend equal time τ (amounts of slots) in each hop (ring 

of the cell).  

In general, we require that for multihop transmission no two adjacent cells 

are allowed to transmit in the last hop h = H at the same time. One can see from 

Fig. 36 that for one hop multicast (H = 1) the intercell reuse factor is irf  = 3 since 
(1) 1τ =  and ( ) 3nτ = . So, 3 slots are needed to complete the transmission in all 

cells.  

In this three examples the transmission within the cell is completed within 3 

slots for the whole network giving irf  = 3/2 for H = 2 and irf  = 3/3 = 1 for H = 3. 

In the case when the protocol spends uneven times in different rings this 

discussion requires more details. For this discussion we introduce the following 

parameters: pB  - number of slots needed for protocol p to complete the 

transmission from the BS to the border of the cell and ,H pB - number of slots 

protocol p spends in the last ring. From Fig. 36 we can see that there are three 

constellations of the multiple cells transmitting simultaneously: outer ring marked 

in 1) gray, 2) dashed or 3) white. For a given pB  network needs ,3 H pB  slots to 

schedule the transmissions in the last ring. Based on this we have 
,(3 , ) /H p p pirf max B B B=  and irf  = 1 as long as ,3 H p pB B≤ . Therefore in a 

multicell network the throughput defined in the previous section should be further 

modified by factor 1/irf . 

The above examples are demonstrated in Fig. 36 for the cluster of 7 cells for 

simplicity. By using the same definition for irf  and condition for irf  = 1 as before, 

these parameters can be calculated for any network. 
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Fig. 36. Intercell flooding scheduling, ([122] [©IE EE 2012]). 

4.2.4 Joint optimization of tessellation, scheduling, routing and 
power control  

First, we assign a utility function U which measures the degree of satisfaction 

based on the achieved flow rates { }kf=f , the total power consumption of all 

nodes hh
P∑  and finally the delay ,k pB . This delay depends on the number of 

hops H, which is a function of the radius of the subcells r. It also depends on the 

protocol used p. So, the utility can be written as  

 ( ) ( ),

,
1

log1
, , ,  ,           

k k pM

k p
k hh

Y f
U r p

irf B P=

℘ = ∈℘∑
∑

f P
D

�  (58) 

where irf  is the intercell reuse factor, Y is the number of bits (Y = 1 for protocols 

A, B and C, and Y = 2 for protocol D) and, M refers to the number of sessions. 

The optimization problem can be formulated as 

( )

1

maximize    , , ,                                                                     (59)

subject to     ,                                                 (60)
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og(1 ( , )),                                  (61)

                    /                                                                  (62)
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x f c P
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min max

                                               (63)

                    ;  0 , (64)r R≤ ≤ ≤ ≤P P P

 

                                 

 

where the constraint (60) means that the physical layer can support the network 

traffic if and only if the aggregated flow on each link is less than the capacity. 
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Equation (61) defines the capacity of link l and (62) is the definition of the 

multicast throughput in session k. Equation (63) models the relation between the 

achievable multicast throughput x, the data flow routing scheme f, and the 

relation between the link capacity c, the link power consumption P and the 

tessellation factor r. The constraints (64) define the allowed power levels, and r is 

the tessellation factor. We should notice that the topology, scheduling and routing 

are implicitly included in the protocol type p∈℘  and the user availability is 

included on the set of routes 
i

ℜD . 

For certain tessellation factor r, we obtain the optimum value for the 

transmission power that maximizes the utility. As we are assuming that the 

tessellation factor r is the same for all cells, the transmission power obtained is 

the same for all users. We also obtain which is the optimum scheduling (protocol 

p) to achieve the maximum multicast throughput x ( ,/k k k px f B= ). The BS 

assigns the transmission turn following scheduling p and the transmission power 

P that the users need to achieve that optimum throughput. The implementation 

will be elaborated in more detail in Section 4.6. 

A) Multicast Gain 

For fair comparisons of the different systems’ implementations we assume a 

constant number of users U  per cell. The user density is then defined as 

/u Sρ = U  where S is the cell area. The multicast gain is defined as the number of 

users reached by one transmission / b
m b

g = ∑ ΨU , where b

b∑ Ψ  is the number 

of transmissions per a complete flood of the cell and b
Ψ  designates the number 

of ones in matrix b
Ψ  i.e. 

,
( , )b b

h
h

θ
θ= Ψ∑Ψ .  

In accordance with the definition of the multicast gain we can define the 

multicast gain per session as /k k b
m b

g = ∑ ΨD  where k
D  is the number of 

destinations in session k. In this case for Ph = P (58) becomes 

 ( ) ( ),

,
1

log1
, , , ,    .             

k k pM
m

k p
k

g Y f
U r p

irf B P=

℘ = ∈℘∑f P  (65) 

B) Broadcast Directivity 

If all receivers are located within the cluster in angular domain ϕ  the number of 

activated transmitters will be proportional to / 2 1 / dϕ π = Ω  where dΩ  is the 

broadcast directivity and (65) becomes 
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As it can be seen from (66), larger directivity in the spatial distribution of the 

users increases (improves) the utility function since 1dΩ > . This results from the 

fact that all users can be reached only by activating the transmitters in the 

direction of the users. This is equivalent to some extend to the gain that can be 

achieved in the classical broadcast system if instead of omnidirectional antenna a 

beam forming is used with the spatially limited lobe only in the direction of the 

users. The segment of the cell not covered by this broadcast can be reused for 

other sessions.  

4.3 Context aware route discovery protocol 

4.3.1 System model and assumptions 

The route discovery protocol presented in Section 4.2.3 assumed that all required 

transmitters on the route to the destination users are available. In multihop 

cellular networks (MCNs), users may be temporally unavailable to relay the 

messages due to mobility, battery power, coverage, interference and density of 

nodes. The nodes might also belong to different operators which are not willing to 

cooperate and relay each other’s traffic. Establishing routes in such network 

efficiently is an important and challenging research issue. 

To systematically address this problem, we apply a conventional resource 

reuse scheme used for cellular networks to our nano scale network model as 

shown in Fig. 37 and Fig. 38 for resource reuse factor 4Γ =  and 7, respectively. 

The clustering factor Γ , equivalent to the frequency reuse factor in a cellular 

network, partitions the network into clusters of Γ  different types of users and 

enables 1Γ −  possible options for rerouting/rescheduling. The type of user mΓ  is 

determined by its position within the cluster (in Fig. 37 1,2,...,mΓ = Γ ).  

The location of a user mΓ  is approximated (polar coordinates) as 

 ( , ) ,    hj
rm h h d eθθ

ΓΓ ≈ ⋅ ⋅  (67) 

where the user location depends also on Γ . 
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Fig. 37. N-cell reuse pattern for 4Γ = . 

 
 

 

Fig. 38. N-cell reuse pattern for 7Γ = . 

 

For the motivating example presented in Fig. 39, let us assume uplink 

transmission and a potential, ready to cooperate, transmitter/receiver is in average 

situated in the centre of those subcells. The adjacent users (adjacent subcells), 

which are on the way to the destination (BS), relay the transmission towards the 

receiver.  
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The transmissions are scheduled in time slots of index b and the scheduling 

cycle Bi represents the number of slots needed for a packet sent by user i (route i) 

to reach the base station BS. It is assumed that the location of the users is fixed 

during the scheduling cycle. As before, the actual availability of such user in a 

subcell is characterized by entry 1 or 0 respectively in the availability matrix 

( , )A h θ=A .  

Based on the previous definitions, we denote the location of any user mΓ

adjacent to the base station (first cluster of users) for the scenario presented in Fig. 

39, as 

 ( / 6 / 3( 2))
1(1, ) (0,0) ,  2, ... ,7    j m

rm m d e mπ πθ
ΓΓ Γ Γ + − Γ= + ⋅ =  (68) 

(0,0)mΓ  is the location of BS that corresponds in this example to user type 

1mΓ = . 
 

 

Fig. 39. N-cell reuse pattern for 7Γ =  and transmission schedule for 1mΓ = . 

 

We define the minimum distance between users using the same resource 

(subchannel) as ( ( , ), ( , ))ud d m h mθ η ϕΓ Γ=  where ( , )m hθΓ  is the reference 

transmitter and ( , )m η ϕΓ  a cochanel interfering user. The distance between 

adjacent relay users is denoted as '( ( , ), ( ', '))rd d m h m hθ θΓ Γ= . The resource reuse 

factor Γ  can be used to express the relation between ud and dr as follows [175]:  

 3 .        u rd d r= Γ ⋅ = Γ ⋅  (69) 
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The interference distance between the reference receiver '( ', ')m h θΓ  and the 

cochanel interfering user ( , )m η ϕΓ  is denoted by '( ( ', '), ( , ))id d m h mθ η ϕΓ Γ= . If we 

apply the second cosine law to the calculation of id  we obtain  

 2 2 2 cos ,        i r u r u id d d d d θ= + − ⋅ ⋅  (70) 

where ( , )i r ud dθ =∡  and 1θ  is calculated from the geometry as presented in Fig. 

38 for 7Γ = . For the other 5 interferers, iθ  is given by  

 1 60 .          i iθ θ −= + �  (71) 

We disregard the other interferences except the interference from 6 nearest 

interfering nodes (1-tier). So, the interference power at the position of the relay 

user '( ', ')m h θΓ  due to the interfering cochannel signal transmitted by user 

( , )m η ϕΓ , can be presented as  

 
6

'

1

1
( ( , ), ( ', ')) ,         i i

i i

I m m h I P
dαη ϕ θΓ Γ

=

= =∑  (72) 

where we consider the effects of the propagation looses, but not the effects of 

fading due to the proximity (CD network) between the users. The signal to 

interference noise ratio at any relaying user by using the conventional relaying 

scheme presented in the previous section is given by 
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 (73) 

By substituting (69) into (73), we have 

 '

1

6

1

1
,              

1 2 cos
con r r

m
i i

N d
SINR

P

α
α

θ
Γ

−

=

  
 = +  

  + Γ − Γ  
∑  (74) 

where Nr is the background noise power, and 3 .rd r= ⋅  
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4.3.2 Nano route discovery protocol 

In order to illustrate the behaviour of the Nano Route Discovery Protocol (NRDP), 

we use the example presented in Fig. 39. It is assumed that in certain time instant, 

users type mΓ  = 1 transmit to the BS by relaying to their adjacent users on the 

way to the BS. In the ideal case where all users are available for relaying, the 

transmission follows the route indicated as →. The transmission is scheduled in 

such a way that in the first slot, all users type mΓ  = 1 transmit simultaneously, 

and in the next slots the relaying transmissions should be scheduled in such a way 

that any two transmitters can transmit simultaneously if i rd d≥ . In this case id  

refers to the interference distance between the reference receiver '( ', ')m h θΓ  and 

any cochannel interfering user ( , )mκ η ϕ . In a real scenario, where the users 

marked as x are unavailable, an efficient route discovery protocol is needed to 

guarantee a good network performance. 

The route discovery protocol proposed in this section is based on the fact that 

the highest interference distance is obtained when the relaying is made between 

users of the same type 'Γ . So, when the adjacent users that are on the minumum 

distance dmin from the BS are unavailable to relay, the transmission should be 

rerouted/rescheduled in such a way that all transmitters relay to the same type of 

adjacent relay available. In the case that the available relay at the minimum 

available distance is located at hop h’ > h, the user will not reschedule its 

transmission to avoid the loop in the route. 

This tessellation enables 1Γ −  possible options for rerouting/rescheduling, 

and it can be easily extended to any tessellation Γ . After the relays are found, the 

schedule is performed in the same fashion as in the ideal case where the only 

constraint is i rd d≥  as explained above. We will show in Section 4.5 that 

although the routes found by NRDP may not be the shortest ones, the gain 

obtained in the increased capacity due to the controlled interference compensates 

the impact of the increased delay on the throughput. 

In order to define the protocol, we denote by { ( , )}b m hθΓ=T  the set of 

candidate users to transmit in slot b, and 
( , )

b

m hθΓℜ  denotes the set of routes to 

adjacent users that receive the transmission from user ( , )m hθΓ  in slot b. Then, the 

route discovery protocol can be summarized as follows: 
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1. b = 1 
2. while h > 0 

3.         all users bmΓ ∈T  initiate the transmission to adjacent users 
( , )

b

m hθΓℜ  

4.         if  there is any user ( , )m hθΓ  such that there is no '

( , )
( ', ') b

m h
m h θθ Γ

Γ ∈ℜ   

        that satisfies    

            ' 1
min( ( ', '), (0,0))d m h m dθΓ =  then 

5.              while j < 7 

6.                    ( 1) mod  7m mκ Γ= +  

                         find which is the common user type mκ  to all users bmΓ ∈T  to  
                         reschedule  

                        
'' ( /6 /3( 2))( ', ') ( ', ') j m

rm h m h d eκ π πθ θ
ΓΓ + −= +  

                         j = j + 1;    
7.                end 

8.               m mκΓ =  
9.          end 
10.        b =  b + 1;     h←h’      

11.      Define b
T  such that ( , ), ( , ) bm h mκθ η ϕΓ ∈T if   

           

'( ( ', '), ( , )) rd m h m dκθ η ϕΓ ≥                               

12.  end 

Details on the protocol implementation are given in Section 4.6. 

4.3.3 Performance analysis of nano route discovery protocol 

The calculation of the path cost is a critical component in the route discovery and 

directly affects the resource consumption in the network. We define the cost 

function of route i to reflect the impact of the traffic load on the power depletion 

and also the overall power consumption as 

1 max 2 1 max 2
1

    _  + (  ).
h

i i i i i
i

cost w load w power cost w load w P load
=

= ⋅ + ⋅ = ⋅ ⋅ ∑  (75) 

Here, coefficients w1 and w2 are the weighting factors. The first term takes into 

account the maximum number of transmissions from one node on route i given by 

maxiload . In order to reduce the energy depletion of the terminal this should be 

kept low. The second term gives the power cost on route i ( _ ipower cost) as the 
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sum of the overall power used for necessary transmissions on route i, where P is 

the users’ transmission power and loadi represents the traffic load at node i. By 

varying weighting factors w1 and w2, we can change the relevancy of these cost 

metrics during route discovery.  

The capacity of the network C is defined as the sum of the minimum link 

capacities of the different routes  

 
1
min ,      i i li i

C C c
=

= =∑ ∑  (76) 

where lc  is the link capacity defined as log(1 ( ))l lc SINR P= + . We evaluate the 

performance of the algorithm in terms of the network throughput Thr = C/B 

where B is the delay, and the utility that includes the path cost as 

    where   .        i
i i

i i i

C
U U U

B cost
= =

⋅∑  (77) 

Parameter Ui is the utility of user i. The aim is to choose the route that favors the 

least-cost path, where the path cost metric reflects the optimization criteria. 

4.4 Joint optimization of cooperative diversity and  spatial reuse 
factor in MCNs 

In this section, the model presented in the previous section is extended to address 

the trade-off between cooperative diversity and spatial reuse in MCNs. We 

consider uplink transmission in a MCN as shown in Figs. 37 and 38. 

To determine the number of concurrent transmissions in the cell Ns, we first 

define the number of subcells per cell N as a ratio of the area of the cell and the 

area of the subcell, so 

 
2( / ) .            N R r=  (78) 

This definition of N is equivalent to the one given by (37). The number of users 

transmitting packets simultaneously sN , is determined by the inner cell cluster 

size Γ , defined as 

 / .             sN NΓ =  (79) 

We assume cooperative relaying scheme as explained in [Chapter 2, Section 2.4]. 

This scheme exploits spatial reuse and cooperative diversity. The diversity order 

is denoted by ξ which is defined as the number of previous transmissions heard by 
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a certain intermediate user and it depends on spatial reuse factor. The 

transmissions produced by other users situated at distances larger than the 1-tier 

are discarded as shown in Figs. 37 and 38. 

By applying the definitions presented in the previous section (69)-(72), the 

equivalent SINR with the cooperative relaying scheme coSINR  at a diversity 

receiver is given by [176] 
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 (80) 

where ξ is the diversity order that depends on the routing and in general is higher 

for larger Γ .  

As the BS is surrounded by 6 subcells (we are considering hexagonal cells), if 

we split the cell into 6 regions as shown in Fig. 37 and 38, the number of subcells 

in each of those triangular regions is 

 ( )21 1
/ .

6 6tN N R r= =  (81) 

The arrival rate of user m is denoted by λm, and the rate received at any user 

situated in the adjacent subcells to the BS after relaying the information is t mN λ⋅ . 

As the 6 subcells, around the base station, are capacity bottleneck, then the 

average cell capacity is determined by the relaying capability of 6 subcells as 

 / 6,t mN Cλ⋅ =
 

(82) 

where the Shannon capacity is  

 ( )log 1 ( )con conC SINR P= +  (83) 

 ( )log 1 ( )co coC SINR P= +  (84) 

for conventional and cooperative relaying respectively. 

The throughput per user region is defined as 

 .         m t mThr N λ= ⋅  (85) 
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By taking into account the previous analysis, we define the utility as  

 .
6

m

t

Thr C
U

P N P
= =

⋅ ⋅∑
 

(86) 

By using this utility function we can simultaneously optimize the system 

throughput, power consumption and packet delivery delay, as a function of 

relaying range dr which is a function of the radius r of the subcell.  

In order to define: a) the optimum relaying range dr, which implicitly 

determines the optimum maximum number of hops hmax = H and, b) the spatial 

reuse (which determines the maximum diversity order for cooperative 

transmission) in the network, in the sequel we present the joint optimization of 

cooperative diversity and spatial reuse, as 

 

( )
,

min max

log 1 ( )
maximize    

6

subject to    ,

                   1

r

P r
t

SINR P
U

N P

P P P

r R

+
=

⋅ ⋅
≤ ≤

≤ ≤
 (87) 

where Pmin and Pmax are the minimum and maximum power respectively, and R is 

the radius of the cell.  

The optimum subcell radius r defines the optimum subcell partitioning and 

the spatial reuse in the network. The number of hops ξ that can be used to 

improve cooperative transmission (diversity order) depends on routing through 

the inner cells cluster and in general is higher for higher reuse factor Γ . In fact, 

the maximum and minimum number of hops ξmin and ξmax respectively, can be 

calculated as 

 min max and .       ξ ξ   = Γ = Γ     (88) 

Other forms of tessellation with regular polygons are possible, i.e., square, 

triangle tessellation. Hexagonal tessellation has been used because the hexagon is 

the regular polygon that minimizes the covering problem between the cells. 
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4.5 Performance evaluation 

A set of numerical results is presented in this section to validate our models. 

4.5.1 Context aware nano scale optimization of multicast MCNs 

A) Network tessellation 

We consider the scenario presented in Figs. 32-35 for R = 1000m and α = 2. In 

Figs. 40a)-d) the throughput in the network is presented with intercell flooding 

coordination (ICFC) versus the number of hops H with =D β (broadcast) for 

protocols A, B, C and D and different transmission powers. We can see that for 

protocols A and B, with results shown in Figs. 40a) and 40b) respectively, the 

maximum network throughput depends on both, the transmission power P and 

number of hops H. The optimum number of hops is H = 3 for as long as P≤0.5. 

As we further increase the number of hops, the throughput is reduced due to 

increased delay and increased number of mutually interfering transmitters. 

Similarly, if the power is further increased (P > 0.5), one hop becomes better 

option since the level of interference due to excessive power in multihop network 

is higher. On the other hand, for protocols C (cooperative relaying) and D 

(network coding) with results shown in Fig. 40c) and 40d), respectively the 

optimum number of hops is H = 4 for all power levels. This is because there is no 

interference coming from adjacent transmissions, and as we increase the number 

of hops the number of transmitters is increased, so there are more useful signals to 

combine in the diversity receivers. If the number of hops is further increased the 

performance start to degrade because the throughput is inversely proportional to 

the number of hops and improvements due to diversity are lower than the 

degradations due to increased delay.  

Although for cooperative relaying and network coding the system 

performance is better for H = 4, the largest increment of network throughput 

/Thr H∆ ∆  is obtained again for H = 3, suggesting these values as the best choice 

when it comes to trade-off between performance and complexity. We can also see 

that the highest throughput is obtained by protocol D. From Figs. 40a)-d) one 

should notice that protocols C and D provide more than 3 times higher maximum 

throughput (for H = 4) than protocols A and B (with maximum value in H = 1 or 

H = 3) for the same transmission power. Or equivalently, protocols C and D (for 
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H = 4) can provide same throughput than protocols A and B (for H = 1 or H = 3) 

with ten times less power.  

 

 

Fig. 40 a)-d) Network throughput versus the number of hops H with =D β  for 

protocols A, B, C and D, respectively and different  power values P, ([122] [©IEEE 

2012]). 

B) Channel defading 
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optimal tessellation is with H = 3 while in fading channel optimal tessellation is 

obtained for fully defaded channel. In this example we have two types of channels, 

one that is defaded for H > H0 = 3 and another one for H > H0 = 6. For H0 = 6, the 
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by the improved link capacities. For more details on network cell design and 

channel defading see Section 4.6. 

 

 

 

Fig. 41. Comparison of the throughput for both chan nel schemes for P = 0.25 and 

protocol A, ([122] [©IEEE 2012]). 
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Fig. 42. Multicast scenarios 1 to 4. The routes to the destination follow protocol A, 

([122] [©IEEE 2012]). 

In Figs. 43-46, we present the network utility obtained by (66) versus the power P 

for scenarios 1-4 as shown in Fig. 42, respectively and protocols A, B, C and D.  

In Fig. 43, the network utility is shown for scenario 1 (Fig. 42) where the 

destination users are located within 360ϕ ≈ � which results in 1dΩ = . For this 

scenario, the highest utility is obtained by protocol C and D, while protocols A 

and B give lower results. Similar results are obtained in Fig. 44 for scenario 2. In 

this case, the destinations are located within 180ϕ ≈ � so that 2dΩ =  and the utility 

is higher than in the previous case. In Fig. 45 we show the results corresponding 

to scenario 3, with 3dΩ =  (destinations located within 120ϕ ≈ � ) which gives 

higher utility. In this case, protocol B needs more transmitters than protocol A to 

reach the destinations and also one more slot than protocol A, so that the lowest 

utility is obtained in this case by protocol B. 

Finally, in Fig. 46 the network utility is shown for scenario 4 where the users 

are located in the cluster 90ϕ ≈ � . The highest utility is obtained again for protocol 

C. In this case the performance obtained by protocol D is considerably degraded 

due to the additional number of transmitters needed only for the network coding 
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function. We should notice that in all these scenarios the maximum network 

utility is obtained for [0.15,0.25]P∈ . 

 

 

Fig. 43. Network utility obtained by (66) versus P for the scenario 1 presented in Fig. 

42, and Protocols A,B,C and D, ([122] [©IEEE 2012]).  

 

Fig. 44. Network utility obtained by (66) versus P for the scenario 2 presented in Fig. 

42, and Protocols A, B, C and D, ([122] [©IEEE 2012]) . 
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Fig. 45. Network utility obtained by (66) versus P for the scenario 3 presented in Fig. 

42, and Protocols A, B, C and D, ([122] [©IEEE 2012]) . 

 

 

Fig. 46. Network utility obtained by (66) versus P for the scenario 4 presented in Fig. 

42, and Protocols A, B, C and D, ([122] [©IEEE 2012]) . 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

P

N
et

w
or

k 
U

til
ity

Scenario 3, Ωd=3

 

 

Protocol A

Protocol B
Protocol C

Protocol D

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0

0.5

1

1.5

2

2.5

3

P

N
et

w
or

k 
U

til
ity

Scenario 4, Ωd
=4

 

 

Protocol A

Protocol B

Protocol C

Protocol D



 148 

In Fig. 47 we present again the network utility obtained by (66) for a multisession 

scenario (scenario 5) consisting of four simultaneous sessions where each session 

corresponds to one of the four scenarios presented in Fig. 42. The largest 

increment in the performance is obtained for low values of power and for P > 0.3 

there is no further significant improvement. The density of destination users in 

this case is quite high (24 destinations) and we can see that the best result is 

obtained by protocol D. The largest difference between the protocols is for low 

power. One should be aware of the log scale for flow rates which means that for 

e.g. P = 0.1, protocol D offers two orders of magnitude larger flow rates than 

protocol A. 

 

 

Fig. 47. Network utility obtained by (66) versus P for the multisession scenario 

(scenario 5) consisting of 4 sessions where each se ssion corresponds to one of the 

four scenarios presented in Fig. 42, ([122] [©IEEE 20 12]). 
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terminals act as relays. This can be easily modified for any other user type mΓ  or 

their combination. In each of these scenarios the rescheduling has been done 

through different users type mΓ  = 2, 3, …, 7 to cover all possible options. 

Scenario 1 corresponds to Fig. 39 where the unavailable users are marked 

with x. We compare these results for NRDP with another two discovery protocols 

referred to as Shortest Available Path Routing (SAPR) and Load Aware Routing 

(LAR). In SAPR, the protocol finds the shortest available route for rescheduling 

irrespective of the interference level that this choice produces in the network. In 

LAR protocol, traffic load and power depletion are taken into account in the route 

discovery, so the protocol finds the route in such a way that the traffic is 

uniformly distributed through the whole network.  

Table 4.  

scenario unavailable users rescheduling 

1 (Fig. 39) 
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In Fig. 48 and 49 the capacity and throughput are presented respectively for 

the ideal case where all users are available for relay. Those results are compared 

with more realistic scenarios where different set of users are not available for 

relaying as shown in Table 4. The performance obtained by NRDP is compared to 

SAPR and LAR protocols. In nonideal case, the highest capacity and throughput 

are obtained by NRDP. By SAPR, the users experience the shortest delay per 
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route but on the other hand there is no control of the traffic distribution through 

the network, so there is more interference between adjacent links and 

consequently the capacity is lower. The capacity obtained by LAR is larger than 

with SAPR and although more slots are needed to complete the transmission with 

LAR, the gain obtained in distributing the traffic in some scenarios compensates 

the delay as we can see in Fig. 49. 

 

 

 

 

 

 

 

 

 

 

 
 

                             

 Fig. 48. Capacity versus the scenario as described  in Table 4.                                           

 

 

 

 

 

 

 

Fig. 49.Throughput versus the scenario as described  in Table 4.  
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In Fig. 50 we present the utility with w1 = 1 and w2 = 0 to measure the 

performance of our algorithm in terms of the traffic load. We can see that with 

NRDP we obtained better results in most of the scenarios. LAR outperforms 

SAPR for as long as there are users available to split the traffic in an efficient way. 

In scenario 6, the routes found were not able to distribute the traffic uniformly 

due to the lack of users available in certain areas of the cell.  

 

 
 

 

 

 

 

 

 

 

 

 

 

 

                 

 Fig. 50. Utility with w1 = 1, w2 = 0 versus the scenario as described in Table 4.      

 

In Fig. 51 the utility is presented for the case w1 = 0 and w2 = 1, to measure the 

overall power cost of the proposed protocol. Again we can see that the best results 

are obtained by NRDP. In most of the cases SAPR performs better than LAR 

because the routes found are shorter, so less users were needed for relaying and 

thus, there is less overall power consumption. 
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               Fig. 51. Utility with w1 = 0, w2 = 1 versus the scenario as described in Table 4. 

4.5.3 Joint optimization of cooperative diversity and spatial reuse 
factor in MCNs 

In this subsection, simulation results are presented to show the performance of 

this optimization problem for R = 100m, α = 3 and different values of the cell 

reuse factor Γ . In Fig. 52 we show the utility defined as in (86) versus the radius 

of the subcell r, for different transmission powers and 4Γ = . The reuse scheme 

corresponding to factor 4Γ =  is represented in Fig. 37. One can see that there is a 

clear optimum value for the format of cell partitioning in terms of parameter r. As 

expected, if for the given power the radius of the subcell is too low, there will be a 

high level of interference and utility will be low due to low link capacity. On the 

other hand if r is too high, the propagation losses for the useful signal will be 

excessive and although the interference level is lower, the received signal level is 

lower and the capacity will be reduced resulting in lower utility. 
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Fig. 52. Utility versus r for different power values, 4Γ =  and conventional relaying 

scheme, ([124] [©IEEE 2010]). 
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respectively. One can see that in the case of cooperative relaying the utility is 
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a direct consequence of signal accumulation in cooperative diversity. Fig. 54a and 
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the number of hops is increased. 
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Fig. 53a. Utility versus H for different power values and 4Γ =  with conventional 

relaying, ([124] [©IEEE 2010]). 

 

 

Fig. 53b. Utility versus H for different power values, 4Γ =  and with cooperative 

relaying, ([124] [©IEEE 2010]). 
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Fig. 54a. Capacity versus  r for different power values, 4Γ =  and conventional 

relaying scheme, ([124] [©IEEE 2010]). 

 

 

Fig. 54b. Capacity versus H for different power values, 4Γ =  and cooperative relaying 

scheme, ([124] [©IEEE 2010]). 

In Figs. 55, 56a, 56b, 57a and 57b, we present the same set of results for 7Γ = . 

The scenario corresponding to this reuse factor is presented in Fig. 38.  

5 10 15 20 25 30 35 40 45 50
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

r

C
ap

ac
ity

Γ=4

 

 
P=5

P=15

P=25
P=35

P=45

1 2 3 4 5 6 7 8 9 10
0

0.1

0.2

0.3

0.4

0.5

H

C
ap

ac
ity

Γ=4, Diversity order=2

 

 

P=5

P=15

P=25
P=35

P=45



 156 

In general the shape of the curves remains the same but the values of the 

utility and capacity are now higher than in the case when 4Γ = . One should 

notice that in this case the maximum diversity order is ξ  = 3 which contributes to 

better results. 

 

Fig. 55. Utility versus r for different power values, 7Γ =  and conventional relaying 

scheme, ([124] [©IEEE 2010]). 

 

 

Fig. 56a. Utility versus  H for different power values and 7Γ =  with conventional 

relaying, ([124] [©IEEE 2010]). 
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Fig. 56b. Utility versus H for different power values and 7Γ =  with cooperative 

relaying, ([124] [©IEEE 2010]). 

 
 

 

Fig. 57a. Capacity versus r for different power values, 7Γ =  and conventional 

relaying scheme, ([124] [©IEEE 2010]). 
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Fig. 57b. Capacity versus H for different power values, 7Γ =  and cooperative relaying 

scheme, ([124] [©IEEE 2010]). 

 

Figs. 58a and 58b show the utility versus H for conventional and cooperative 

relaying, respectively for Γ = 12. In Fig. 59 the capacity is shown for the same Γ. 

Figs. 60a, 60b and Fig. 61 present the utility and capacity for Γ = 19. The 

schemes of the N-cell reuse patterns for these reuse factors can be found in [175].  
 

 

Fig. 58a. Utility versus  H for different power values and 12Γ =  with conventional 

relaying, ([124] [©IEEE 2010]). 

1 2 3 4 5 6 7 8 9 10
0

0.2

0.4

0.6

0.8

1

1.2
x 10

-3

H

U
til

ity

Γ=12

 

 

P=5

P=15

P=25
P=35

P=45



 159 

 

 

Fig. 58b. Utility versus H for different power values and 12Γ =  with cooperative 

relaying, ([124] [©IEEE 2010]). 

 
 
 

 

Fig. 59. Capacity versus r for different power values, 12Γ = and conventional relaying 

scheme, ([124] [©IEEE 2010]). 
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Fig. 60a. Utility versus H for different power values, 19Γ =  and conventional relaying, 

([124] [©IEEE 2010]). 

 
 
 

 

Fig. 60b. Utility versus H for different power values and 19Γ =  by cooperative 

relaying, ([124] [©IEEE 2010]). 
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Fig. 61. Capacity versus r for different power valu es, 19Γ =  and conventional 

relaying scheme, ([124] [©IEEE 2010]). 

 

In general, one can see from Fig. 52 to Fig. 60, that utility function for 

cooperative relaying is higher than for conventional relaying. Also, it should be 

noted that the peak of the utility for conventional relaying is uniformly increased 

in the range 8 × 10-4, 10-3, 1.2 × 10-3, 1.3 × 10-3 as Γ  is increased in the range 4, 7, 

12, 19 respectively. For the same range of Γ , the peak of the utility function for 

cooperative relaying is uniformly increased in the range 10-3, 1.4 × 10-3, 1.8 × 10-3, 

2.1 × 10-3 which is approximately 50% higher than in the case of conventional 

relaying. The optimum number of hops is higher for higher Γ . 

Finally, Fig. 62 shows the number of concurrent transmissions (level of 

spatial reuse in the network) for Γ  = 4, 7, 12 and 19 versus r. We can see that as 

we increase the radius of the inner cells r, the number of inner partitions N and, 

consequently the number of concurrent transmissions Ns are decreased. 
 

5 10 15 20 25 30 35 40 45 50
0

0.5

1

1.5

2

2.5

3

r

C
ap

ac
ity

Γ=19

 

 

P=5

P=15

P=25
P=35

P=45



 162 

 

Fig. 62. Number of concurrent Ns transmissions versus r for 4,7,12 and 19Γ = , ([124] 

[©IEEE 2010]). 

4.6 Implementation 

4.6.1 Context aware nano scale optimization of multicast MCNs 

The objective of this optimization is to present optimum nano scale network 

model of MCNs and suggest corresponding transmission protocols for multicast 

channel. The suggested solutions still leave a variety of practical implementation 

options for competing for proprietary rights for potential industry manufacturers. 

Even so, as illustrations in this subsection we indicate some possible 

implementation directions and their limitations.  

A) Control data collection/distribution 

The user position and willingness to cooperate is communicated on the 

conventional uplink signaling (control) channel. Based on this information base 

station determines the slot index (Ψ
1, Ψ2, Ψ3,…) for each user. The index of the 

current valid protocol (A, B, C or D) and slot index for transmission are 

communicated to the user on the downlink conventional signaling (control) 

channel. The potential transmitter/receiver in the nano cell is chosen to be the 

most static and the most centric (closest to the center of the nano cell) user. Nano 
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scale network with a specific uplink/downlink signaling channel, implemented 

separately from the data channel in the form of single hop transmission, is 

referred to as InSyNet (Inter System Networking). The name indicates the fact that 

the overall nano network is implemented by integrating two different systems: 

single hop network for control channel and multihop network for data channel as 

already explained in [Section 3.6, Chapter 3]. 

B) Updating rate/mobility 

The control data updating rate is equal to the broadcast cycle rB T⋅  where B is the 

maximum number of slots needed to reach the cell border and Tr is the relaying 

delay between two nodes.  

The length of the message, transmitted in one hop, should be designed so that 

the updating rate is high enough to compensate mobility. In other words the 

change in the position due to mobility, characterized by the terminal velocity v, 

should be less than the nano cell radius r, i.e. rv B T r⋅ ⋅ < . 

C) Signaling overhead 

In SI MAC on the downlink, 3 bits are needed to transmit its slot index to the user 

(for the optimum H obtained, H = 3, we need 4, 5 or 6 slots depending if the 

protocol used is A, B or C respectively) and 2 bits to transmit protocol index (4 

different protocols). So less than a byte (5 < 8) of signaling information per 

update is needed.  

On the uplink the position is defined by the hop range h and the angle of the 

cell. Since the BS has no direct contact with all terminals, positioning can be 

calculated in the terminal by using separate, beacon like signals transmitted from 

the BS. The coverage of these transmissions depends on the type of the 

positioning algorithms. For conventional triangulation the terminal should be able 

to see at least three beacons. This will require higher power but the updating rate 

is rather high since the beacon is available all the time and mobility is no limiting 

factor. Another option is to use a beam former for the beacon and to transmit the 

beacon with Hθ  different angles. Each transmission will carry inherently the 

beacon (angle) index and strongest beacon will indicate the angular position of 

the terminal. The distance (parameter h) can be measured in the terminal if the 

beacon is modulated by the pseudorandom sequence. This approach would 

require lower transmission power from the beacon but the beam rotation time will 
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be restricting factor for the location updating rate and so the acceptable mobility 

rate. Regarding the overhead, for H = 3, we need 2 bits to transmit value of h < H 

and 5 bits to transmit Hθ  = 24 < 25 values of the angle which sums up to 

2 + 5 = 7 < 8 = 1byte of information. One additional bit can be used to indicate 

readiness/not readiness to cooperate (1/0) so that 7 + 1 = 8bits = 1byte of 

overhead is sufficient to transmit all necessary information. So the bandwidth of 

the control channel on the uplink would be 1/ rB T⋅  bytes = 8/ rB T⋅  bits/s. 

If InSyNet architecture is used then these functions can be implemented on 

the control signals directly since the control plan covers the entire cell in a single 

hop.  

An alternative solution for positioning would be GPS system. In this case 

there would be no need for beacons but (x,y) coordinates obtained in the terminal 

should be passed to the BS with more precision. This would require more 

overhead bits. This increased overhead may be now reduced by more 

sophisticated messaging where the complete (x,y) information would be 

transmitted at the beginning (x0,y0) of messaging and in the sequel only the 

changes in the position 0 0( , )x y∆ ∆  would be sent to the base station. 

Dimensioning of the message in this case should be straightforward engineering 

work. Using these two type of messaging, resulting into reduced overhead, would 

handle higher mobility in the system. 

D) Channel defading and cell design 

Fig. 41 illustrates that the best system performance is obtained for the complete 

channel defading. The channel defading distance dCD is the given channel 

parameter and cannot be changed. It depends on propagation conditions and 

represents the longest distance that the signal can be transmitted to on which the 

random component of the channel transfer function can be neglected with respect 

to its steady component. For the cell geometry used so far we have 

3CD rd d r= =  and H0 can be obtained by (38). For a given channel, 

characterized by dCD, and given technology that includes conventional receivers 

for which optimum H0 = 3 or diversity receivers for which H0 = 4, we can find 

optimum cell radius R. If the cell is given in advance, characterized by R and 

given the channel with dCD, we can find H0. 



 165 

E) Other protocols 

The conventional multicast/broadcast protocols in cellular networks use one hop 

transmissions (H = 1) and can be compared directly with our approach for 

optimum H on Figs. 40a)-d). The superiority of optimum multihop schemes is 

evident.  

Recently there has been works on opportunistic broadcast and multicast 

schemes [177]. In this family two specific protocols stand out, the worst case user 

and the best case user protocol. 

The worst case user protocol adjusts the broadcast rate to the receiving 

capabilities of the user with the worst channel which can be approximated with 

our protocols for H = 1 which is inferior compared with the optimum H protocol. 

The best user protocol adjusts the broadcast rate to the channel receiver 

capability of the user with the best channel. This rate is still lower of the rate 

achievable in multihop network with defaded channel. In addition the 

opportunistic protocol assumes that all users due to mobility will have a chance to 

become the best user in acceptably short period of time. This cannot be controlled 

by the network and depends solely on the user mobility.  

F) Node availability/Route discovery protocol modifications 

The results presented in this section are based on the assumption that all required 

transmitters on the route to the destination users are available. There are a number 

of options how the network can deal with the situation where this assumption 

does not hold and modify the route discovery protocol:  

a) First hopping distance can be increased (lower H) for all users that would 

accordingly degrade the system performance as shown in previous figures.  

b) The hopping distance can be changed only for a portion of users that will 

degrade performance less and result into an equivalent system 

throughput/utility corresponding to some reduced noninteger H = p1H1 + p2H2. 

The control of such a network would be also significantly more complicated.  

c) Another possibility is to do rerouting of the broadcast, away from the 

directions with no terminal available without changing the hopping distance 

but increasing the number of hops H. This will increase the time needed for 

the broadcast to reach the boarder of the cell.  
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d) In the case of protocol C using transmit diversity nonavailability of a node 

will reduce signal to noise ratio (capacity) of a link due to reduced number of 

combined useful signals but the route can be maintained without presence of 

the node.  

e) In the case of protocol D we can use either rerouting if the node is not 

available or accept the reduced capacity and keep the same route to simplified 

control of the network. In this case the capacity will be reduced due to 

reduced signal to noise ratio in the receiver diversity combiner, but also due 

to the fact that network decoding might not be possible which will for itself 

reduce the capacity by factor ½. 

Depending on the compromise between the performance degradation and 

the system complexity the route discovery protocol may be extended 

(modified accordingly). 

f) A nano route discovery protocol is presented in Section 4.3 to deal with this 

situation. The implementations details are given below. 

4.6.2 Nano route discovery protocol 

To avoid the excessive signaling and preserve the advantages of the multihop 

network, the signaling plan is designed as conventional single hop cellular 

network and data plan as multihop cellular network as explained in the previous 

section. The route discovery protocol is operated by the BS based on the terminal 

location information. The availability for relaying and the user location is 

calculated in the same fashion as for the multicast case. In this case, the user 

location also depends on Γ  and the location of any user type mΓ can be easily 

obtained from (67) and (68). Based on the users’ availability for relaying, the BS 

will send to the candidate transmiters which is the next relaying user available as 

defined by NRDP. Once all transmiters are one hop away from BS (first cluster of 

users), the cell partitioning enables the use of a specific Round Robin MAC 

protocol within the cluster of subcells making the system feasible for 

implementation. 
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4.6.3 Joint optimization of cooperative diversity and spatial reuse 
factor in MCNs 

In practical implementation, for a given cell geometry (radius R) and type of 

terminals (power P), the optimum value of parameter r (or H) can be obtained 

from the optimization process (see numerical results in Section 4.5). For the 

network operation, users should be frame (6 slots) synchronized and aware of 

their turn (slot) in the Round Robin scheduling. This can be controlled either by 

the base station or in a distributive way by the mobile users. In both cases the 

controller should be aware of the transmitting user position in the cell. 

4.7 Chapter summary 

We have presented a nano scale model for high resolution optimization of MCNs. 

Four different protocols are developed and analyzed for the multicast scenario by 

using different relaying schemes and network coding. A spatial interleaving SI 

MAC protocol is introduced for context aware interlink interference management. 

The directed flooding routing protocol (DFRP) and inter flooding network coding 

(IFNC) are proposed for such network model. By adjusting the radius of the 

subcell r we obtain different hopping ranges which directly affects the throughput, 

power consumption and interference. With r as the optimization parameter, we 

jointly optimize scheduling, routing and power control to obtain the optimum 

trade-off between throughput, delay and power consumption in multicast cellular 

networks. The additional context awareness is characterized by two parameters: 

the sink location matrix D and the relay availability matrix A. The major results 

of the chapter can be summarized as follows:  

a) In the broadcast case (D = β): For conventional relaying in nonfading channel 

the optimum number of hops to reach the border of the cell is H = 3; For 

cooperative relaying and network coding the system performance is 

significantly better. The maximum throughput for these protocols is obtained 

for H = 4. However the largest increment of network throughput ∂Thr/∂H is 

obtained again for H = 3, suggesting this value as the best choice when it 

comes to trade-off between performance and complexity. 

b) In the multicast case, the best performance is obtained by protocol C 

(cooperative relaying) or protocol D (network coding) depending on the 
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density of destination users in the network. The locations of the destination 

users have significant impact on the performance.  

c) The nano scale channel model (NSCM) gives an insight into how the 

transformation of the fading process, resulting from increasing the number of 

hops in the cell, impacts the system performance. It was shown that the best 

system performance is obtained with the number of hops needed to 

completely transform fading channel into a non fading channel. This 

particular choice of r is referred to as channel defading tessellation. Network 

design procedure for channel defading is also elaborated.  

d) The nano scale network model is further extended to include a conventional 

resource reuse scheme used for cellular networks to design a new concept of 

route discovery protocols aware of the mutual impact of all routes in the cell. 

The novel nano route discovery protocol (NRDP) performs 

rerouting/rescheduling when there are users temporally unavailable for 

relaying. NRDP provides results close to the ideal case (all users available for 

relaying) in terms of network capacity and throughput. Also, NRDP is the 

most efficient in terms of traffic load, power consumption and delay.  

e) We provide an analysis of optimum hopping range in MCNs and we have 

optimized the trade-off between cooperative diversity and spatial reuse to 

maximize the throughput in the network. The increased number of concurrent 

transmissions, enabled by spatial cell partitioning, increases the system 

throughput but also increases the level of interference that reduces the 

capacity of simultaneously used links in the network. The radius of subcells r 

determines the relaying hop range and the amount of interlink interference. 

All transmissions are recorded by the neighboring receivers and combined in 

a cooperative diversity transmission. The increased number of hops increases 

the diversity order ξ but at the same time reduces the throughput per user 

since the network capacity has to be shared between the increased number of 

users. By introducing a utility function as a ratio of the network throughput 

and overall power consumption we can simultaneously optimize these 

parameters and the packet delivery delay, as a function of relaying range. The 

optimum relaying range defines the optimum subcell partitioning and the 

spatial reuse in the network. The main results of the analysis show the 

following:  

– There is a clear optimum value for the format of cell partitioning in terms 

of inner cell radius r.  
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– In general, for lower power the utility peak is higher since the utility 

function is inversely proportional to power consumption.  

– In the case of cooperative relaying, the utility is higher which means that 

with less power higher capacity can be achieved.  

– The capacity is higher for cooperative relaying and is increased as the 

number of hops is increased. Higher capacity is obtained for higher 

power.  

– The peak of the utility is uniformly increased as the cluster factor Γ  is 

increased. The optimum number of hops is higher for higher Γ . 
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5 Enhancing multicast performance in MCNs 
to support multimedia applications 

In this chapter, we continue with our study of multicast in MCNs and extend it to 

support multimedia applications (transmission of very large files). As the network 

load in this type of applications requires special attention, “store-carry-forward” 

paradigm has been suggested to provide load balancing in MCNs at the expense 

of higher message delivery delay [104]. Since mobile users are equipped with 

different interfaces, cellular service providers may offload big multimedia files to 

an auxiliary network to alleviate bottlenecks and reduce tranmission costs. “Store-

carry-forward” routing was originally conceived as a way to provide 

communication in Delay Tolerant Networks (DTN). We assume that a DTN is 

used as auxiliary network and new algorithms are presented to improve the 

performance of DTN multicast in terms of average delivery delay, and energy 

efficiency.  

The most common “store-carry-forward” routing protocol is epidemic routing. 

Analogous to disease spreading, a user receiving a packet buffers and carries that 

packet as it moves, infecting new users that it encounters. The user possessing the 

packet is referred to as infected user. Once the infected node meets the destination, 

the network initiates the so called “infection recovery process” in order to remove 

the delivered packet from the rest of the nodes. The packet is deleted for efficient 

buffer and bandwidth utilization. On the other hand, a node retains “packet 

delivered” information in the form of an anti-packet that prevents it from 

accepting another copy of the same packet. Haas and Small [178] suggest the 

following recovery schemes for unicast applications: 

– immune: An anti-packet is created at a node only after it meets the destination. 

– immune_TX: A node carrying an anti-packet transmits it to another node that 

is carrying the associated obsolete packet to let that node know of packet 

delivery. 

– vaccine: A node carrying an anti-packet forwards it to all other nodes 

including uninfected nodes. 

The conventional infection recovery process starts as soon as the packet reaches 

the first destination which in the case of multicast session may reduce the chances 

that the rest of the destination nodes receive the message. So, in a multicast 

application there is a need to delay the initialization of this recovery process in 
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order to allow more efficient delivery of the information to all intended 

destinations. 

The main focus of the work presented in this chapter is to analytically study 

the effect of different recovery schemes on the performance of multicast DTN. In 

addition, new adaptive recovery schemes are developed where the infection 

recovery process is adjusted to the multicast traffic. In general for a multicast with 

more destinations the initialization of the recovery process will be postponed 

longer. The performance of these new algorithms is compared to a number of 

unicast recovery schemes modified for multicast DTN, which also represents a 

contribution of this chapter.  

Although epidemic routing achieves the highest delivery probability with the 

least delays, it wastes much energy in excessive duplications. Variations of 

epidemic routing have been proposed [179] to exploit this trade-off between 

delivery delay and resource consumption. In [180] a form of network coding and 

epidemic routing for unicast transmission in DTNs was suggested. In general it is 

known that in conventional multicast/broadcast networks, network coding 

improves the performance by taking advantage of the redundancy of packets in 

the network and combining them by XOR operation reduces the number of new 

transmissions [147]. The efficiency of network coding in multicast DTN was also 

showed by [181] through simulations for Spray and Wait forwarding [179]. So, 

we include in our model network coding too combined with epidemic routing and 

extend the study to the network behavior in multicast scenario. The resulting 

routing protocol will be referred to as Polymorphic Epidemic Routing (PER).  

The analytical framework considered is based on Ordinary Differential 

Equations (ODEs) as a fluid limit of Markovian models [182]. Our analytical 

study is able to provide insights for future designs of recovery process for any 

routing protocol in multicast DTN. 

The performance measures considered include the delivery delay to the 

destinations, recovery delay from the infection process and energy efficiency in 

terms of the number of packet copies made until the time of delivery and recovery. 

Numerical analysis shows the outstanding performance of our new adaptive 

recovery schemes when cooperative and non-cooperative destinations are used. 

By adaptive immune, immune_TX and vaccine schemes the delivery delay is 

reduced up to 3 times compared to the conventional schemes. By adaptive 

timeout recovery scheme, the reduction in the delivery delay can reach up to 5 

times at the expense of larger recovery delay. The results are closely related to the 

number of destinations. 
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The rest of this chapter is organized as follows. An overview and background 

of multicast in DTN is given in Section 5.1. Section 5.2 describes the system 

model, traffic model and Polymorphic Epidemic Routing (PER). In Section 5.3, 

we present our adaptive infection recovery schemes along with performance 

analysis in Section 5.4. Numerical results are shown in Section 5.5. Finally, we 

conclude this chapter in Section 5.6. A special iterative algorithm, developed to 

solve the differential nonlinear system of equations (DiNSE-algorithm) for 

numerical solution of the problem, is presented in the Appendix D. 

5.1 Overview and background 

Delay Tolerant Networks (DTN) [179], in their basic form, provide 

communication service in highly challenging scenarios where only intermittent 

connectivity exists, and it is difficult to maintain paths between any 

communication source and destination pair. Examples of such networks include 

sparse sensor networks for wildlife tracking and habitat monitoring [178],[183], 

vehicular ad hoc networks for road safety and commercial applications [184], 

mobile social [185], military [186], and deep-space interplanetary networks [187]. 

In those scenarios, there has been a growing interest in multicast DTN protocols 

that enable the distribution of data to multiple receivers [187]-[189], i.e., 

providing update information such as news, weather reports, road, traffic 

congestion, stock prices to a group of users and in disaster recovery scenes where 

it is particularly essential to distribute critical information to rescue teams. 

Traditional ad hoc routing protocols, which rely on the end-to-end paths [190], 

may fail to work for such networks. In future wireless communication systems 

low exposure networks will be more and more attractive and conventional cellular 

and ad hoc networks may integrate concepts with intermittent terminal 

connectivity for delay tolerant but still delay controlled traffic. In such networks 

short distance (low power) transmissions will be used whenever possible avoiding 

the long distance transmissions requiring high power and high exposure of the 

user to the radiation. As a result, researchers propose a new routing mechanism 

called store–carry–forward routing [191] to provide communication.  

For a detailed survey on the applications of store-carry-forward paradigm for 

load balancing and multicast support in cellular multicast applications, the reader 

is refered to [Section 1.2.5, Chapter 1]. 

Multicast in DTN is a fundamentally different and hard problem compared to 

multicast in Ad Hoc networks due to the frequent disconnections. Zhao et al. 
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[192] developed several multicast algorithms with different strategies depending 

on the availability of knowledge about network topology and group membership. 

They have shown that by using broadcast epidemic routing (BER) they achieve 

the same delivery ratio under different amounts of available knowledge. We 

believe that including a learning process in discovering the topology drastically 

increases the overhead as the number of hops increases. Lee et al. [193] study the 

scalability property of DTN multicast routing and propose RelayCast scheme 

based on 2-hop forwarding. This scheme does not completely exploit the 

characteristic of opportunistic forwarding, since there is a single relay node for a 

given packet. An improved scheme, RelayCast with Multicast Receiver Relay 

(RelayCast-MRR) allows that each relay node can use all nodes for relaying. 

However, they have shown that RelayCast-MRR cannot improve the delay except 

in the broadcast case. Gao et al. [194] study the multicast problem from the social 

network perspective. They formulate the relay selections for multicast as a unified 

knapsack problem and demonstrate the efficiency of the proposed schemes by 

simulation results. The main drawback of this scheme is the low rate of node 

contacts in DTN which results into very high delivery delays.  

Epidemic Multicast Routing (EMR) applies epidemic algorithm [195] to the 

multicast communication of DTN. Due to the flooding mechanism, the efficiency 

of the algorithm will be poor unless some improvements can be done to solve the 

resource problem. In [181] MIDTONE protocol is proposed based on Spray and 

Wait fowarding with network coding. The efficiency of network coding was 

shown through simulations. They also proposed some recovery schemes where 

the users keep a list of destinations that have received the packets. Our recovery 

schemes guarantee the delivery without any knowledge of neither the contact 

information nor packet delivery. As users in DTN may have limited memory and 

computational capabilities, our recovery schemes reduce the overhead just to the 

exchange of anti-packets.  

The analytical models and feasibility of the system implementation for our 

proposed schemes presented in the sequel represent significant contribution to the 

concept of multicast DTN networks paradigm.  

5.2 System model and assumptions 

In this section, we introduce the traffic model, review the concept of epidemic 

routing and, define Polymorphic Epidemic Routing (PER) for multicast DTN. 
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5.2.1 Traffic model 

We study a network consisting of N + 1 wireless mobile nodes where there is one 

source and a set of relaying nodes N ( N=N ) moving within a constrained area 

according to a random mobility model. We consider multicast communication 

from the source node to a set of destinations ⊆D N  where the destinations can 

also forward the packet to each other which is referred to as Destination 

Cooperative Multicast (DCM). Comments on the case of Destination Non-

Cooperative Multicast (DNCM) will be provided in Section 5.3. Since the density 

of nodes is sparse in DTN environment, two nodes can communicate only when 

they come within the transmission range of each other, which means a 

communication opportunity to forward packets to each other. As the node density 

is low, we ignore the interference among nodes.  

To facilitate the analysis without loss of generality, we assume that when two 

nodes meet, the transmission opportunity is only sufficient to completely transmit 

one data packet per flow. This assumption is justified by choosing the proper 

packet length (maximum packet length allowed by the rendezvous time) and 

allowing only one packet transmission per flow per node during the nodes’ 

rendezvous. It is straightforward to extend this to the general case where an 

arbitrary number of packets can be delivered when the opportunity arises. We 

start by considering that the nodes buffer can accommodate all packets that they 

receive.  

We assume that the time between two consecutive transmissions 

opportunities (when nodes meet) follows an exponential distribution with a rate λ. 

This model has been widely adopted in the recent literature, e.g., in [196], [197] 

and verified by both theoretical analysis [198] and in many practical systems 

[199]. It also enables the theoretical analysis by using continuous Markov model 

[182]. 

5.2.2 Polymorphic Epidemic Routing 

In general it is known that in conventional multicast/broadcast networks, network 

coding improves the performance of the network [147]. A form of network coding 

and epidemic routing for unicast transmission in DTN networks was suggested in 

[180]. So, we include in our model network coding too and extend the study to 

the network behavior in multicast scenario. In order to be able to have a tractable 

model for the analysis of the infection recovery schemes we introduce a number 
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of modifications into the concept of epidemic routing which represent a part of 

the contributions of this chapter. We assume that a set of destinations D  requests 

a common packet f from the multicast source. To keep the model simple, we 

consider the case where the multicast source infects the nodes with two packets a 

and b (f = a,b) and their combination c a b= ⊕  where ⊕ stands for XOR operation 

on binary data stream. By analogy between epidemic routing and disease 

spreading, infection with two different packets (agents) is referred to as 

polymorphic infection and DNA combination of these agents c is referred to as the 

mutation. The incentive behind this approach is that now every rendezvous 

between the two users increases the probability that a useful transmission will 

take place. User c (infected with agent c) will transmit a useful packet if it meets 

either user b (since c a b= ⊕ ) or user a (since c a b= ⊕ ). The infection process is 

illustrated in details in Fig. 63, where the new packet received by the each node is 

underlined.  
 

 

Fig. 63. Polymorphic infection process. 

To model Polymorphic Epidemic Routing we will use the following notation. We 

denote by A(t), B(t), C(t), and F(t) the number of users infected by agents a, b, 

c a b= ⊕ and f = a,b respectively in time t. We denote by 

( ) ( ) ( ) ( ) ( )I t A t B t C t F t= + + +  the overall number of infected users in the network. 

We model the infection rate for users a, b, c and f by using ODEs as a fluid 

limit of the Markovian model [182]. Hence, we have  

 
1

'( ) ( ( ) ( ))( ( )) ( )( ( ) ( ))      
3

X t X t F t N I t X t I t X tλ λ= + − − −  (89) 

for { } , ,X A B C∈ , and 

a b 

f=a, b f= a, b 

a  

f= a, b f=a, b 

a f 

f= a, b f 

b  

f=a, b f= a, b 

c=a b⊕

c a b= ⊕



 177 

 ( )
'( ) ( )( ( ) ( )) ( )( ( ) ( ))

           ( )( ( ) ( )) ( ) ( ) ( ) .       

F t A t B t C t B t A t C t

C t A t B t F t X t F t

λ λ
λ λ

= + + +
+ + + −

 (90) 

In (89) an increment in X(t), denoted as X’(t) for { }, ,X A B C∈ , is proportional to 

two terms. The first term represents the rate at which a node infected by packet x 

meets a non infected node plus the rate that node infected by f meets a non 

infected node when it randomly, with probability 1/3, chooses one of the three 

infection options: packet a, b or c. It cannot infect by f since this would require 

transmission of two packets. The second term represents the event that we lose 

packet x (negative increment) which happens when it becomes f if it meets any 

other packet except x.  

An increment in F(t) in (90), denoted as F’ (t), is obtained if a meets b, when 

they exchange the packets and two new f ‘s will be created. This occurs with rate 

proportional to A(t)B(t) + B(t)A(t) (first part of the first and the second term in 

(90)) and it will further propagate randomly one of the three options specified 

above. On the other hand if f meets a, b or c only one extra f will be created, 

which is included in the last term of (90). Similarly other terms in (90) can be 

interpreted. An algorithm for iterative solution of (89) and (90) is given in 

Appendix D for the initial conditions A(0) = B(0) = C(0) = 1 and F(0) = 0. 

After introducing the scenario and the routing algorithm for multicast DTN, 

in the sequel we model the infection of the destination users and present the new 

infection recovery schemes. 

5.3 Recovery schemes for multicast DTN 

In this section, we first extend the most common recovery schemes applied so far 

to unicast to multicast and Polymorphic Epidemic Routing (PER) by modifying 

(89) and (90) to include the recovery process for different schemes. Later on, we 

present the new adaptive recovery schemes.  

5.3.1 Conventional recovery schemes applied to multicast DTN 

Once a node delivers a packet to the destination, it should delete the copy from its 

buffer both to save storage space, and to prevent the node from infecting other 

nodes. But if the node does not store any information to keep itself from receiving 

the packet again (i.e., becomes susceptible to the packet), a packet would 

generally be copied, and the infection would never die out. In order to prevent a 



 178 

node from being infected by a packet multiple times, an anti-packet can be stored 

in the node when the node delivers a packet to the destination. Reference [200] 

refers to this scheme as immune scheme. With immune scheme, a node stores a 

packet copy in the buffer until it meets the destination, often long after the first 

copy of the packet is delivered. A more aggressive approach to delete obsolete 

copies is to propagate the anti-packets among the nodes. The anti-packet can be 

propagated (transmitted_TX) only to those infected nodes (immune_TX scheme), 

or also to susceptible nodes (vaccine scheme). 

Similar to our earlier analysis in Section 5.2, we can derive ODEs to model 

the infection and recovery process as the limit of Markov models [182]. We 

denote by D = D  the number of destinations. In the sequel we derive the 

expressions for the number of infected ( )I t  and recovered nodes ( )R t  for all 

three schemes extended to our multicast system and Polymorphic Epidemic 

Routing (PER). These expressions are obtained based on two different 

assumptions that are referred to as  

– Option 1. A node can deliver up to two packets to the destination: This 

assumption is based on the fact that there is no transmission from the 

destination to the intermediate node so, with the same rendezvous time the 

destination can received both packets f = a, b. 

– Option 2. The node can deliver only one packet when it reaches the 

destination: the destination should be already infected by a or b or c in order 

to become f. 

The infection rate and recovery rate for users a, b, c and f, are obtained for each 

recovery scheme, as follows:  

A) Immune 

By using the same logic as before in generating the fluid equations under this 

condition, we have that the infection rate for users a, b, c and f for the assumption 

made in Option1 are 
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The difference between (89)-(90) and the previous equations (91)-(92), is in the 

last term in (91) and (92). This term means that the infection rate X(t) or F(t) 

decreases when a packet { }, ,x a b c∈  or f, respectively meets the destinations D. 

As users can transmit up to two packets when they meet the destination, users 

infected by f get recovered when they deliver the packet to the destination 

independently if the destination was already infected by other packet a, b or c. 

Thus, the recovery rate for users a, b, c and f is obtained as
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The infection rate of the destinations infected by { }, ,x a b c∈  when they cooperate 

and forward the packet to other destinations (DCM) is modeled as: 

 
'( ) ( ( ) ( ))( ( ))

             ( )( ( ) ( ) ( ) ( )),      

x x i

x i x

D t X t D t D D t

D t I t X t D t D t

λ
λ
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 (94) 

where xD  is the number of destination users infected by packet x and 

( ) ( ) ( ) ( ) ( ).i a b c fD t D t D t D t D t= + + +  The infection rate '( )xD t  in time t is 

increased when packet x or a destination infected just by x meets a destination that 

has not been infected ( ( ))iD D t− . On the other hand, '( )xD t decreases when a 

destination infected just by x meets other user or destination infected by other 

type of packet (last term in (94)). The same reasoning applies for the infection 

rate '( )fD t  which can be written in compact form as 

 

{ }, ,

'( ) ( ( ) ( ))( ( ))

              ( ( ) ( )) ( ).     

f f f

x y

x a b c y x

D t F t D t D D t

X t D t D t

λ
λ

∈ ∈

= + −

+ +∑ ∑  (95)

 

For the case of non-cooperative destinations, (94)-(95) are modified as follows 

 '( ) ( )( ( )) ( )( ( ) ( ))              x i xD t X t D D t D t I t X tλ λ= − − −  (94a) 

 
{ }, ,

'( ) ( )( ( )) ( ) ( ).         f f y

x a b c y x

D t F t D D t X t D tλ λ
∈ ∈

= − + ∑ ∑  (95a) 

In this case, the infection rate '( )xD t  in time t is increased when packet x meets a 

destination that has not been infected ( ( ))iD D t−  and it decreases when a 
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destination infected just by x meets a user infected by different packet y x∈ . The 

same applies for '( )fD t .  

As destinations are not recovered from the infection, (94)-(95) or (94a)-(95a) 

are the same independently of the recovery schemes used. 

The difference between Option 1 and Option 2 for immune comes from the 

fact that in Option 2 as the users can transmit just one packet to the destination, 

the destination should be already infected by a or b or c in order to become f. This 

modifies (93) as 

 '( ) ( )( ( ))f iR t F t D tλ=  (96) 

and consequently the last term of (92) should be modified as in (96). The 

infection rate of the destination '( )fD t in the case of DCM is also modified as 
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 (97) 

where ( )F t  and ( )fD t  can transmit with probability 1/3 a packet x when they 

meet an uninfected destination and increase in that way '( )xD t . The logic behind 

'( )fD t  can be easily deduced from the previous explanations. Equation (97) can 

be easily modified for (DNCM). 

The rest of the equations for Option 2 remain the same as in (91) and (94). 

Similarly, differential equation models for immune_TX and vaccine scheme 

can be derived from Markov model. To simplify the presentation, we provide the 

infection and recovery rates for each scheme by considering Option 1. The 

expressions for Option 2 can be easily obtained in the same way as explained for 

immune scheme.  

B) Immune_TX 

In this scheme, the anti-packet can be transmitted to those infected nodes, so we 

obtain a new recovered node when an infected node meets a node that has been 

recovered or the destination. This modifies (89) and (90) as 
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            ( )( ( ) ( )) ( )( ( ) ( ))     x f
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λ λ
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− − − + +
 (98) 

for { } , ,X A B C∈ , and  
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 (99) 

where the last term in (98) and (99) indicates the reduction in the number of 

infected nodes due to recovery. In this scheme we assume that a node that has 

been recovered from f can recover a node infected by { }, ,x a b c∈ . This is justified 

by the fact that if packet f has been received, there is no need to transmit more 

packets a, b or c. Thus, the recovery rates are given by 
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 (100) 

The infection of the destinations is modeled again as in (94)-(95) for DCM or 

(94a)-(95a) for DNCM. For Option 2, the equations can be generated by analogy 

to immune scheme. 

C) Vaccine 

In this scheme, in addition to the previous schemes, we also vaccinate the 

uninfected users that are susceptible to receiving the packet. We now additionally 

recover (vaccinate) the users that have neither been infected nor recovered 

( ( ) ( ))N I t R t− −  when they meet a recovered node or a destination that has been 

infected by that packet. The infection rates for users a, b, c and f are defined as in 

immune_TX, given by (98) and (99). But the recovery rates are now obtained as  

 
'( ) ( )( ( ) ( )) ( ( ) ( ))( ( ) ( ))          

'( ) ( )( ( )) ( ( ) ( ))( ( ) ( )),

x x f x x

f f f f

R t X t D R t R t N I t R t D t R t

R t F t D R t N I t R t D t R t

λ λ
λ λ

= + + + − − +

= + + − − +
(101) 

where the last term in (101) indicates the fact that the recovery rates '( )xR t  and 

'( )fR t  are increased if a uninfected node ( ( ) ( ))N I t R t− −  meets the destination 

infected by x and f, or a recovered node from x and f, respectively. The infection 
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rate of destination users is modeled as in (94)-(95) for DCM or (94a)-(95a) for 

DNCM. 

The previous recovery schemes start deleting the packets when the first 

destination is reached. This slows down the infection process in multicast DTN as 

the packets are recovered before all destinations have received them. In the sequel, 

we present different options for improvement depending on the level of signaling 

available in the network. The issue of signaling will be additionally discussed in 

the sequel. 

5.3.2 Adaptive recovery schemes 

We denote by ( )rp t  the recovery probability in time t. In other words, when a 

node meets a destination, the destination will send the anti-packet to the node 

with probability ( )rp t . In the existing recovery schemes, ( ) 1r rp t p= = . The aim 

of the adaptive recovery schemes is to modify ( )rp t  based on the number of 

destinations D, so that the recovery is performed in such a way that the packets 

are removed slower while the infection process is still being performed or, the 

recovery is delayed until all (most) destinations have received the packets.  

We introduce a time dependent probability of packet recovery  

 ( ) 1 ,        
e

N
t

D
rp t e

λ−
= −  (102) 

where the decay parameter is proportional to the meeting rate λ and N, and 

inversely proportional to the number of destinations D. This approach requires 

low level of signaling as all parameters λ, N and D are known in the network. 

As an alternative, we also propose to delay the recovery for certain time f
DT

where f
DT  is estimated as the time needed to deliver the packets to the destination 

(delivery delay). The calculations for estimating f
DT will be elaborated in the next 

section. In this case, we assume that certain level of signaling is available in the 

network (provided by the cellular network) so when the last destination receives 

the packet f can signal the source and then, the recovery process will start with 

probability 

 
1,     

( ) .       
0,     T

f
D

r f
D

t T
p t

t T

 ≥= 
<

 (103) 

The integration of the cellular network and DTN results into a Inter System 

Networking paradigm referred to as InSyNet(C,D) where the control plane (C) is 
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designed to have full coverage through the cell and the data plane (D) follows the 

conventional DTN. This concept has been already introduced in the previous 

chapters. The signaling plane handles much lower data rates. By using InSyNet 

the packet delivery to the last destination could be signalled instantaneously to the 

source and to all users in the network. 

Equations presented in the previous section should be modified by replacing 

the meeting rate between the recovered node and other nodes by 

( ) ( )rt p tλ λ λ→ →  to model immune, immune_TX and vaccine under different 

( )rp t .  

5.3.3 Timeout recovery scheme 

This scheme was introduced in [178] and referred to as just-TTL recovery scheme. 

In this section, we extend this scheme to PER for multicast DTN. The scheme 

behaves as follows: when a node receives a packet, it starts a timer with duration 

drawn from an exponential distribution with rate υ , after the time expires the 

packet will be removed from the buffer and the node stores an anti-packet to 

avoid future infections by the same packet. So, the node recovers from the 

infection x after the timer associated to x expires, and there is no need for explicit 

transmission of anti-packets. This is modeled by the following ODEs: 
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 (104) 

for { } , ,X A B C∈ , where the last term in (104) indicates the number of packets 

recovered, and it is obtained as 
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'( ) ( ( ) 1)                       

( ) ( ) ( ) ( ) ( ).

x

f
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R t X t

R t F t
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υ
υ
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= −

= + + +
 (105) 

The infection rate of the destinations is defined again as in (94)-(95) for DCM or 

(94a)-(95a) for DNCM.  
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The recovery schemes are evaluated by different performance metrics, e.g., 

delivery delay, energy consumption, time efficiency of the recovery schemes. All 

these metrics are explained in more details in next section.  

5.4 Performance analysis 

5.4.1 Delivery delay 

We define the packet delivery delay fDT  as the time from the moment when 

packet a, b and c are generated at the source to the time when f = a,b is received 

by all destinations D, and its Cumulative Distribution Function (CDF) as 

( ) ( )f f
D DP t Prob T t= < .  

We start by considering the delay when there is one destination dm ∈D  

(unicast case), and later on we extend it for multicast. 

Let us denote by ( )NP t  the CDF of 
dmT  when the number of nodes in the 

system is N + 1. Then, we can derive the following expression 

 ( ) ( ) { }
dN N mP t dt P t Prob t T t dt+ − = ≤ < +   

 = Prob{destination receives the packet f in [ ]
dmt t dt T t, + | > }    

 = Prob{destination receives the packet f in [ ]t t dt, + } (1 ( ))NP t−   

 = E{Prob{ destination receives the packet f in [ ] ( )ft t dt D t, + | }}   

 { ( ) }(1 ( ))f
NE D t dt P tλ≈ −  { }{ ( )}(1 ( )) ( ) (1 ( ))f f

N NE D t P t dt E D t P t dtλ λ= − = −   

where ( )fD t  is given by (95) or (97), depending on the delivery option 

considered. 

Hence the following equation holds for ( )NP t :  

 { }( ) (1 ( )).fN
N

dP
E D t P t

dt
λ= −  (106) 

As N increases, ( )NP t  converges to the solution of the following equation:  

 '( ) ( )(1 ( )),f f fP t D t P tλ= −  (107) 

where ( ) ( )
d

f f
mP t P t=  is the cumulative probability of the time needed for the 

packets f = a,b to reach the destination dm ∈D . This can be solved by using the 

iterative procedure presented in the Appendix D. Solving (95) or (97) for immune, 
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immune_TX, vaccine and timeout schemes together with (107), gives P(t) with 

initial condition P(0) = 0.  

From ( )
d

f
mP t , the average delivery delay can be explicitly found in closed 

form as:  

 
0

[ ] (1 ( )) .
d d

f f
m mE T P t dt

∞
= −∫  (108) 

In the multicast case, with the set of destination nodes D  of size D = D , (107) 

for each destination node dm  gives ( )
d

f
mP t . The multicast delay is defined as the 

time needed for all destinations to receive f = a,b. Formally, it can be defined as 

d
d

f f
D m

m
T maxT= . 

The CDF of the time needed for the double packet f to reach all destinations 

can be expressed as  

 
( )( ) ( ) .

d

Df f
D mP t P t=

 
(109) 

Finally, the average delay for multicast  

 ( )
0

( ) 1 ( ) .f f
D DE T P t dt

∞

= −∫  (110) 

Another metric that quantifies how efficient are the recovery schemes is the 

average lifetime. We define the average lifetime fL , of a packet f as the time from 

when packet a, b and c are generated at the source node to the time when all 

copies of the packets are removed (i.e, there are no more infected nodes by 

packets a, b, c and f in the network). So, the lifetime of packet f is numerically 

calculated as 
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, , , ,
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−

= ≈

∆ = −

=

 (111) 

where tR∆  are obtained for immune, immune_TX, vaccine and timeout schemes 

by solving (93), (100), (101) and (105) respectively, as indicated in the Appendix 

D. 

The ratio 

/f f
t DT Lε =  (112) 
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will be referred to as system time efficiency. We also define the recovery delay as 
f f f

R DT L T= − . We will show in the numerical results that for those schemes with 

slow recovery f f
DL T> , and 0f

RT > . On the other hand, when the recovery is 

faster than the infection f f
DL T< , and 0f

RT < . Our adaptive schemes guarantee 

the delivery to all destinations D  by adjusting the recovery probability to the 

available network parameters.  

5.4.2 Energy consumption 

Two metrics related to the energy consumption are considered: the number of 

times a packet is copied in its entire lifetime fL
G and, the number of times a 

packet is copied at the time of delivery f
D

T
G . These are random variables taking 

value between [0 ],∞ . The energy consumption grows linearly with the number of 

transmissions.  

The energy efficiency of the system will be defined as  

 / .      f f

D
e LT

G Gε =  (113) 

We obtain fL
G  for each recovery scheme as 
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−

= ∆ + ∆

∆ = −
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∑

 (114) 

where tI∆ , and tR∆  are calculated for immune, immune _TX, vaccine and timeout 

schemes. In other words in each time slot transmissions will increase the number 

of deliveries to the destinations and the number new infections including those 

that has been recovered.  

Similarly, the number of times that a packet is copied in the network until the 

time that the packet is received by all destinations D 

 
0

,      

f
D

f
D

T

t tT
t

G I R
=

= ∆ + ∆∑  (115) 

where f
DT is the delivery delay given by (110). Equations (114)-(115) counts in 

each time slot all transmissions. Part of these transmissions are visible as an 

increase in the number of infected packets but part of these infections are erased 

by recovery process so both terms should be included in (114)-(115).  
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5.5 Performance evaluation 

In order to compare the system performance for different recovery schemes, in 

this section we present numerical results, generated by solving the fluid equations 

for different models using the algorithm presented in the Appendix D. We set the 

meeting rate λ = 0.004, N = 100 and the number of destinations from D = 1,…, N. 

In Fig. 64 the average delivery delay fDT  is shown versus the number of 

destinations D obtained by polymorphic epidemic routing. We compare the result 

to basic epidemic routing without network coding (equations for this scheme are 

presented in the Appendix E) and we can see that f
DT  without network coding is 

in average about 10% higher than with our proposed scheme. For D = 1 (unicast 

case), the improvement obtained by network coding is almost insignificant as 

already noticed in [180]. So, performance improvement by network coding which 

has been proved in multicast scenarios can be also noticed in multicast DTN. The 

improvement increases as we increase the number of destinations D. The f 

infection with network coding propagates faster which enables the packets to 

reach the destination sooner. 
 

 

Fig. 64. Average delivery delay versus D. 

The efficiency of immune, immune_TX and vaccine schemes is shown in Fig. 65 

in terms of average delivery delay and lifetime when the recovery probability is 

fixed to pr(t) = 1. We can observe a number of interesting phenomena.  
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By immune scheme, [ ]f f
DE T L<  for any number of destinations D. This is 

because in immune scheme the recovery from infection is very slow and all 

destinations receive the packet before all packets are recovered.  

By immune_TX, we can see that for D>50, [ ]f f
DE T L> . The recovery now 

works faster than in immune scheme and the packets are recovered before the 

infection of set D  is completed. 

 Finally, vaccine is the faster recovery scheme and [ ]f f
DE T L> for any D. The 

average delay [ ]f
DE T  for vaccine is the largest one as the number of infected 

packets is significantly reduced during the infection process.  
 

 

Fig. 65. Average delivery delay [ ]f
DE T  and lifetime L versus D. 

 

The average number of times that a packet is copied in its entire lifetime LG  and, 

at the time of delivery 
DTG are shown in Fig. 66 for immune, immune_TX and 

vaccine for pr(t) = 1. For small number of destinations D and immune scheme, 

[ ] [ ]
DL TE G E G> . As mentioned before, the recovery with immune is very slow and 

many transmissions are made after the packets are delivered to the destinations 

(t>TD). The values obtained for [ ]LE G  and [ ]
DTE G  for immune_TX are practically 

the same. For vaccine, as the recovery process finishes before the delivery to all 

destinations is completed (this is more evident for larger D), the destinations 

continue infecting each other until all destinations have received the packet even 
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when the rest of the users are recovered from the infection. For this reason, we 

can see that [ ] [ ]
DL TE G E G<  for large D.  

 

 

Fig. 66. Average number of copies [ ]LE G and [ ]
DTE G  versus D. 

 

 

 

In Fig. 67, we show the effects of removing the assumption that destinations can 

transmit to each other (DNCM) on the destination infection rate ( )fD t  for 

immune TX scheme. Similar effects were noticed with immune and vaccine but to 

simplify the presentation those figures are not presented. We assume that D = 30, 

and we can see that when pr(t) = 1, ( ) 18fD t =  for t → ∞ . As the packets are 

recovered while the infection to the destinations is taking place, just 18 

destinations out of 30 get infected by packet f. When adaptive immune TX is used 

with ( ) ( )
er rp t p t=  or ( ) ( )

Tr rp t p t=  we can see that the performance is 

significantly improved and all destinations received f. 

 

 

0 20 40 60 80 100
20

40

60

80

100

120

140

160

180

200

D

pr(t)=1, Option 2

 

 

E[GTD], immune

E[GL], immune

E[GTD], immune TX

E[GL], immune TX

E[GL], vaccine

E[GTD], vaccine



 190 

Fig. 67. Infection rate of destinations infected by  f, ( )fD t , versus t when the 

destinations cannot infect other destinations. 

 

 

 

 

 

 

In Figs. 68 to 70, we show the behavior of immune, immune_TX, vaccine and 

timeout recovery scheme for different recovery probabilities pr(t). We assume that 

D = 30 and that destinations can infect each other (DCM).  

In Fig. 68, the recovery from infection for packet a is presented versus the 

time t. We can see that for immune, immune_TX and vaccine, ( )aR t  decreases for 

( ) ( )
er rp t p t=  and ( ) ( )

Tr rp t p t=  compared to the case with fixed pr(t) = 1. This is 

because with these adaptive recovery schemes, the recovery is slower while the 

infection of the destination users is still taking place, so the number of users 

infected by a, b, or c decreases with t while a number of new packets f are created.  
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Fig. 68. ( )aR t  versus t for a) immune, b) immune TX, c) vaccine for different values of 

pr(t) and, d) timeout recovery scheme. 

 

 

 

 

We can also see this effect in Fig. 69 where ( )fR t  is shown for the same 

schemes. The highest number of recovered packets is obtained by vaccine scheme. 

It also worth noticing that by ( ) ( )
Tr rp t p t= , the recovery is delayed and starts in t>

f
DT . For timeout recovery scheme, the number of packets recovered depends on 

the timeout factor µ, and the recovery is much slower than with any other scheme.  
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Fig. 69. ( )fR t  versus t for a) immune, b) immune TX, c) vaccine for different values of 

pr(t) and, d) timeout recovery  scheme . 

 
 
 

In Fig. 70, the average delivery delay [ ]f
DE T  is shown for the previous 

schemes. The highest [ ]f
DE T  is obtained for vaccine and immune_TX scheme with 

fixed pr(t), while the lowest delay is obtained by timeout recovery with υ λ=  and 

with adaptive immune schemes, at the expense of larger recovery delays. We can 

see that the improvement obtained by using adaptive schemes compared to those 

with fixed pr(t) can reach up to 50% for immune scheme, 30% for immune_TX 

and 75% for vaccine scheme, and when D < 30. For higher D, [ ]f
DE T decreases in 

the same proportion for all schemes as there are more destinations to propagate 

the infection within themselves. We can also see that the choice of parameter υ  

also results in different values of[ ]f
DE T . 
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Fig. 70. Average delivery delay f
DE T    versus t for a) immune, b) immune TX, c) 

vaccine for different values of pr(t) and, d) timeout recovery  scheme . 

5.6 Chapter summary 

In this chapter, we have considered a Delay Tolerant Network (DTN) integrated 

within the cellular network to provide support for multimedia applications 

(transmission of very large files). The integration between both networks is 

referred to as InSyNet(C,D) where the control (C) plane is designed to have full 

coverage over the entire cell and the data (D) plane is the conventional concept of 

DTN.  

We have presented an analytical framework to study the performance of 

different recovery schemes for multicast DTN and developed new adaptive 

recovery schemes where the infection recovery process is adjusted to the 

multicast traffic. Different recovery probabilities are used depending on the level 

of signaling available in the network. The performance of these new algorithms 

was compared to a number of unicast recovery schemes modified for multicast 

DTN. Our analytical framework can be easily extended to model the recovery 
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process for different multicast routing schemes. The network model considered 

enables us to discuss the above schemes in combination with some additional 

advanced techniques that have been recently considered in this field like network 

coding. So, we have included in our model network coding combined with 

epidemic routing and extended the study to the network behavior in multicast 

scenario. The resulting routing protocol is referred to as Polymorphic Epidemic 

Routing (PER).  

The performance measures considered include the delivery delay to the 

destinations, recovery delay from the infection process, and energy efficiency in 

terms of the number of packet copies made until the time of delivery and recovery. 

Numerical results showed that the adaptive schemes can reduce the delivery delay 

by 2 times compared to immune scheme, 1.5 times for immune_TX and 3 times 

for vaccine scheme with fixed recovery probability. By timeout recovery scheme, 

the reduction in the delivery delay can reach up to 5 times compared to adaptive 

vaccine at the expense of larger recovery delay. 

The presented analytical models based on a system of nonlinear differential 

equations and the iterative algorithm used to solve the system numerically, 

represent a contribution to the development of the analytical tools for the 

theoretical analysis of these systems. We believe that further research can benefit 

from these tools and result in additional development of specific applications 

based on the proposed multicast architecture.  
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6 Conclusions and future work 

In this chapter, we summarize the most important contributions and results 

obtained in this thesis, and we point out some future research directions. 

A number of new network paradigms for future MCNs were presented in this 

thesis. The main contributions include solutions for relaying topology control 

optimization, dynamic topology reconfiguration, scheduling, multihop routing 

protocols, intercell interference management, network coding and different 

proposals for multicast traffic optimization in cellular networks as well as the 

integration of different types of networks within the MCN. Several optimization 

frameworks and network models were developed to study the potentials 

associated with MCNs. Physical layer issues, such as a new channel model for 

multihop networks including channel defading and new interference management 

schemes were presented. Power consumption awareness was also considered 

through the whole thesis.  

The first chapter highlights the motivation for the research and provides a 

comprehensive survey of the main research results and issues addressed in MCNs 

so far. In Chapter 2, we have introduced an optimization framework for relaying 

topology control which is aware of the ICI requiring coordinated action between 

the cells and results in multicell jointly optimal relaying topology. The algorithm 

jointly chooses the relaying topology and scheduling in the adjacent cells in such 

a way to minimize the system performance degradation due to intercell 

interference. The utility function includes throughput, delay and power 

consumption. The set of constraints in the optimization program depends on 

relaying specific system parameters and temporal and spatial nonuniform traffic 

distribution. A new topology search TSL program is developed to find the best 

topology in accordance with a given objective function. The overall optimization 

problem is solved by combining TSL and CVX program [126]. 

Numerical results show that as the traffic increases in the network, higher 

utility is obtained for topologies that favour isolated and short range transmissions. 

The optimum topology can provide up to 10 times higher utility than conventional 

TDMA and 60 times higher than CDMA for certain traffic distributions. The 

improvement obtained in network capacity can reach up to 6 times when the 

optimum topology is used. These results show that a reconfigurable relaying 

topology provides the network utility improvements and presents the framework 

for quantifying these improvements for spatially and temporally varying traffic.  
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This framework was further elaborated to include the optimization of the 

power allocation. The network performance is compared by using cooperative 

diversity relaying scheme (COOR) and conventional relaying scheme (CONR), 

resulting in two intercell interference management protocols I2M-COOR and I2M-

CONR, respectively. By including weights in the utility function we analyze the 

trade-off between throughput and power allocation. Numerical results show that 

I2M-COOR offers an improvement in the network throughput of at least 4 times 

and a reduction of power consumption of at least 3 times compared to I2M-

CONR. 

These results are extended in Chapter 3 to dynamically reconfigure the 

relaying topology to the traffic variations in the network. As a result we have 

developed a specific encoding and fitness control in a Sequential Genetic 

Algorithm (SGA) for relaying topology update. We encoded the topologies as a 

set of chromosomes and new crossover and mutation operations were developed 

to search for the optimum topology. Improvement in the utility funtion is 

sequentially controled as newer generations are created, and once the 

improvement is sufficiently high the current topology is updated by the new one 

having higher fitness (utility).  

The utility function used in the optimization process drives the solution 

towards the topology favoring simultaneously isolated and short range 

transmissions. Numerical results show an improvement in the utility for the 

optimum topology up to 1.5 times when network coding is used compared to the 

case without network coding. The utility function is improved with network 

coding by reducing the number of slots needed to complete the transmission. 

Similar improvement is also obtained for network capacity. In addition to 

optimum performance in terms of network utility, numerical results demonstrate 

also significant improvements in the convergence rate of the new algorithm (at 

least one order of magnitude faster than exhaustive search) in a dynamic network 

environment. We also compared the performance of SGA-TSL to the nearest 

neighbor heuristic, where the topology is reconfigured in such a way that the 

users relay to their nearest neighbor. In this case the improvement obtained with 

SGA-TSL was about 50% higher.  

In Chapter 4, we have further extended the model from Chapter 3 to provide 

a new, more detailed, approach to optimization of MCNs. A nano scale network 

model (NSNM) is developed for high resolution optimization of multicast MCNs. 

In the first step we partition the macrocell into a number of subcells and adjust the 

radius of the subcell r to obtain different hop range which directly affects the 
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throughput, power consumption and interference. With r as the optimization 

parameter, we jointly optimize scheduling, routing and power control to obtain 

the optimum trade-off between throughput, delay and power consumption in 

multicast cellular networks. A spatial interleaving SI MAC protocol is introduced 

for context aware interlink interference management. The directed flooding 

routing protocol (DFRP) and inter flooding network coding (IFNC) are proposed 

for such network model. 

Four different protocols are developed and analyzed for different relaying 

schemes and network coding. In the broadcast case for noncooperative relaying 

(protocol A and B) in nonfading channel, the optimum number of hops to reach 

the border of the cell is H = 3. For cooperative relaying (protocol C) and network 

coding (protocol D) the system performance is significantly better (3 times 

increase in throughput with respect to noncooperative relaying). The maximum 

throughput for these protocols is obtained for H = 4. However the largest 

increment of network throughput /Thr H∂ ∂ is obtained again for H = 3, 

suggesting this value as the best choice when it comes to trade-off between 

performance and complexity. In the multicast case, the best performance is 

obtained by protocol C or protocol D depending on the density of destination 

users in the network. The locations of the destination users have significant 

impact on the performance. A nano scale channel model (NSCM) is developed for 

this application which gives an insight into how the transformation of the fading 

process, resulting from increasing the number of hops in the cell, impacts the 

system performance. It was shown that the best system performance is obtained 

with the number of hops needed to completely transform fading channel into a 

non fading channel. This particular choice of r is referred to as channel defading 

tessellation. Network design procedure for channel defading is also elaborated.  

In addition, the nano scale network model (NSNM) is used to develop a new 

concept for route discovery protocols in MCNs which is aware of the mutual 

impact of other routes in the network. The routing protocol resulting from this 

model is referred to as Nano Route Discovery Protocol (NRDP). The efficiency of 

NRDP is measured in terms of throughput, power consumption, terminal time to 

live and delay. We compared the performance of NRDP with other two routing 

protocols referred to as SAPR (Shortest Available Path Routing) and LAR (Load 

Aware Routing). Numerical results shown that NRDP provides results very close 

to the ideal case (all users available to relay) in terms of network capacity and 

throughput. Also NRDP is the most efficient in terms of traffic load, power 

consumption and delay. By SAPR, the users experience the shortest delay per 
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route but on the other hand there is no control of the traffic distribution through 

the network, so there is more interference between adjacent links and 

consequently the capacity is lower. The capacity obtained by LAR is larger than 

with SAPR. Although more slots are needed to complete the transmission with 

LAR, the gain obtained in distributing the traffic in some scenarios compensates 

the delay. In terms of the traffic load, LAR outperforms SAPR for as long as there 

are users available to split the traffic in an efficient way. Nevertheless, NDRP 

obtained better results in most of the scenarios. 

Finally, Chapter 5 integrates a Delay Tolerant Network (DTN) into the 

cellular network to enhance the performance of multicast applications in MCNs 

and to provide support for multimedia applications. The integration between both 

networks is referred to as InSyNet(C,D) where the control (C) plane is designed 

to have full coverage over the entire cell and the data (D) plane is the 

conventional concept of DTN.  

A new routing scheme referred to as Polymorphic Epidemic Routing (PER) 

was proposed for multicast DTN and new adaptive recovery schemes were 

developed to remove the delivered packets from the network (recovery from 

infection). Different recovery probabilities are used depending on the level of 

signaling available in the network. The performance of these new algorithms was 

compared to a number of unicast recovery schemes modified for multicast DTN. 

Numerical analysis showed the outstanding performance of our new adaptive 

recovery schemes when cooperative and non-cooperative destinations are used. In 

particular, by adaptive immune, immune_TX and vaccine schemes the delivery 

delay can be reduced up to 3 times compared to the conventional schemes. By 

timeout recovery scheme, the reduction in the delivery delay can reach up to 5 

times at the expense of larger recovery delay. We believe that collection of all 

these improvements can provide significant progress in the development of 5G 

cellular systems.  

 The comprehensive work, analysis and results presented in this thesis open a 

number of new research directions for future MCNs. A very interesting extension 

of our models is in the area of hetereogenous networks [200] where different kind 

of access technologies (e.g. picocells, microcells, femtocells, WLAN, and 

distributed antennas) are integrated within the cellular network. The resulting 

architecture is referred to as Heterogenous Cellular Network (HCN).  

ICI management schemes for HCN are especially critical due to the rapid 

changes in user demands and the different spatial densities, transmit powers, cell 

sizes, and backhaul capabilities of the different access points. Distributed 
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algorithms should be designed for each network and different level of overhead 

would be defined depending on the type of network. For these problems, 

InSyNet(C,D) could be extended to include different signaling priorities. 

Topology control, routing and scheduling algorithms presented in this thesis can 

be further modified for application in heterogeneous networks and the utility 

functions used in optimization process can be easily redefined to optimize such 

networks. The cost of implementing HCN will also influence the design of the 

new protocols.  
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Appendix A 

In this appendix we elaborate the computation of the user location in polar 

coordinates( ),h θ  for the context aware nano scale network model presented in 

Chapter 4. 

For the first hop h = 1, the set of angles { }(1) (1)
nθΘ =  is 

(1) (1) (1) (1)
1 1 1 130 ;  = 60 ,  2,...,n n n hn nθ θ θ θ θ

∧

− −= = + + =� � , where (1)
1θ is the first angle of the 

set. As we can see from Fig. 31 in the first ring of users h = 1, the first user is 

located in 30º with respect to BS, and the separation between users in the first hop 

is 1θ
∧

 = 60º/1 = 60º. The set of angles ( )hΘ from h = 2 to H is calculated following 

the same reasoning as  
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 (A1) 

By inspection of Fig. 31, we can see that users situated in different rings h can 

have the same angle θ. For example there are users situated in h = 1,2, ..., H and 

θ = 30º. To properly dimension the spatial distribution matrix β  and other 

parameters defined through Chapter 4, we need to know the number of new 

angles θ in each hop. By observing the geometry of the scenario in Fig. 31 we can 

obtain the following relations between the set of angles  

 

(1) ( )

(2) (2 )
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( ) ( )
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m H h h
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 (A2) 

The set (1)Θ corresponding to h = 1 is included in any hop m = 1,…,H, the set 
(2)Θ corresponding to h = 2 is included in any even hop, and so on. 

Consequently, the set of new angles 
~     

( )hΘ in each hop h can be calculated as 
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(1) (5) (1)
1 5

(2) (1) (6) (2)
2 6
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3 7
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And the accumulated number of new angles until h 
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Appendix B 

By using the notation presented in Section 4.2.3, the network topology schedules 

for protocols A, B and C presented in Fig. 32, 33 and 34 respectively, can be 

written as: 

A) Initialization:  

4 ( )

1
4,   36h

H
h

H θ
=

= = Θ =∑ ɶ  where Hθ  is the number of angular positions of the 

transmitters and receivers.  

We start the transmission in slot b = 1 from the BS (0,0)m  to the first ring of 

users situated in ' 1h = . In this case we have entries 1 for the transmitter position 

(h = 0, (0)Θ ) and receiver positions (h’ = 1, (1)Θ ). For the rest of the positions the 

corresponding entries in the topology matrix are zero. 

h
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The topology matrix in slot b = 1 is the same for protocols A, B and C, 
1 1 1
B C A= =T T T . 

B) Protocol A represented in Fig. 32 for the following slots b. 

The topology matrix in b = 2 with ( =1, '=2)h h is: 
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    h (1) (2)

2,
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For b = 3,  

3, 2, 3, 2,(1,:) (1,:) (1,:);   (2,:) (2,:) (2,:)A A A A
tx tx rx rx= − = −T β T T β T   

where (1,:)β represent the location of all users in the first hop h = 1, and (2,:)β in 

h = 2. 

In slot b = 4, with the transmitters situated in h = 2, and receivers h’ = 3, the 

topology matrix is calculated in the same fashion as 
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In δ = 5, h = 3 and h’ = 4 
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The location of the receivers during the schedule cycle AB  should be such that 
,

1

AB b A
rxb=

=∑ T β , where β  is the spatial user distribution matrix. In the broadcast 

case =D β .  

In Fig. 32 we are assuming that in each slot b, all required transmitters are 

available, , , 1,  ,h hA hθ θ θΨ = ∀ .  

C) Protocol B represented in Fig. 33. 

The network topologies needed to generate protocol B can be calculated by 

rotating the corresponding topologies (T) from protocol A by an angle ω . This 
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operation will be denoted as rotate [T, ω ], resulting into ,, ,Ab Ab B rotate ω =  T T . 

So, we obtain  
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D) Protocol C: Cooperative Diversity Receiver  

By using the topologies already defined in protocol A and B, the topology matrix 

for protocol C can be easily obtained as 
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Appendix C 

The topology matrix bT for protocol D consists on the following submatrices, 
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 219 

Appendix D 

For an iterative solution of (89)-(90), we rewrite (approximate) the differential 

equations F(y’,y), y = (A,B,C,F), X→A,B or C in difference form as ( , )F ∆y y : 

 

( )

1
( )( ) ( )

3
( ) ( ) ( )

X X F N I X I X

F A B C B A C C A B F X F

λ λ

λ λ λ λ

∆ = + − − −

∆ = + + + + + + −
  

or 
 1( , ) ( , )i k k i k k kF F −∆ = −y y y y y   

 1

1
( )( ) ( )    

3k k k k k k k kX X X F N I X I Xλ λ−− = + − − −  (D1) 

( )1 ( ) ( ) ( )k k k k k k k k k k k k k kF F A B C B A C C A B F X Fλ λ λ λ−− = + + + + + + −  (D2) 

with a given initial value of y0 which depends on the initialization of the protocol. 

In this way the system of nonlinear differential equations is turned into an 

iterative process where for each yi-1, calculated in the previous iteration, a system 

of nonlinear equations ( , )i i iF ∆ =y y  1( , )i i i iF −−y y y  has to be solved in order to 

find the new vector yi. This can be formulized as DiNSE algorithm 
 

1. Initialized y0 = (1,1,1,0). 
2. Solve 1( , ) ( , )i i i i i i iF F −∆ = −y y y y y  

3. 1

1

 i i

i i

if ε−

−

−
≥

+
y y

y y
 then 1i i− =y y and go to 2. 
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Appendix E 

The equivalent representation of (89)-(90) without network coding is defined as 

 
1

' ( )( ) ( )     
2

X X F N I X I Xλ λ= + − − −
  
 (E1) 

 ( )' ,               F AB BA F X Fλ λ λ= + + −  (E2) 

where  { , }X A B∈  and .I A B F= + +  
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