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Summary 
 
 

The Office of the Under Secretary of Defense (Personnel & Readiness), referred to throughout 
the report as P&R, is responsible for the total management of all Department of Defense (DoD) 
personnel, including recruitment, readiness, and retention. This mission requires extensive data, a large 
number and variety of complex analyses, and access to skilled workers to extract meaningful information 
to guide DoD personnel and readiness policies. With the advent of newer sources of data, such as social 
media and modern data analytics, P&R has the opportunity to exploit new tools that may produce more 
powerful analyses and improve the effectiveness and efficiency with which it accomplishes its mission. 
However, cultural and technological challenges exist and must be addressed, including the following: 
improving data access and sharing while ensuring proper privacy protection, enhancing analytic methods, 
and improving workforce education. An important step in addressing these challenges is developing a 
data and analytics framework, taking into account current and desired capabilities and addressing barriers 
accordingly. This National Academies of Sciences, Engineering, and Medicine report of the Committee 
on Strengthening Data Science Methods for Department of Defense Personnel and Readiness Missions 
offers suggestions on which data analytics capabilities could be targeted and which considerations to keep 
in mind to advance the framework for these capabilities. The study’s full statement of task is shown in 
Box S.1.  

 

 
 

This report considers data science in its broadest sense: a multidisciplinary field that concerns 
technologies, processes, and systems to extract knowledge and insight from data and to support reasoning 
and decision making under various kinds of uncertainty. There are two primary aspects of interest within 
the field of data science, namely (1) the management and processing of data and (2) the analytical 
methods and theories for descriptive and predictive analysis and for prescriptive analysis and 
optimization. The first aspect involves data systems and data preparation, including databases and 
warehousing, data cleaning and engineering, and some facets of data monitoring, reporting, and 
visualization. The second aspect involves data analytics and includes data mining, text analytics, machine 
and statistical learning, probability theory, mathematical optimization, and visualization of results. 

Currently, analyses developed to support P&R are often disjointed, one-time efforts that respond 
to immediate questions and may lack any plan for future use of their data or methods. A comprehensive 
data and analytics framework, properly implemented, could add coherence to this work, expanding the 
types of questions that P&R can quickly examine, reducing the cost of analyses, improving the reliability 
of findings, and better informing policy decisions. While developing this framework, both the short-term 
and long-term needs of the Secretary of Defense and the responsibilities of P&R should be considered.  

BOX S.1 
 

Study Statement of Task 

An ad hoc committee will develop a roadmap and implementation plan for the integration of 
data analytics in support of decisions within the purview of the Department of Defense’s Office of the 
Under Secretary of Defense (Personnel & Readiness). 
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The Force of the Future initiatives1 being pursued by Secretary of Defense Ashton Carter aim to 
make the DoD workforce more equitable, efficient, and flexible through a number of efforts such as 
increasing the interchange of personnel with the civil sector, offering more family-friendly benefits, 
changing how military personnel are promoted, and improving the opportunities for civil service 
personnel. One aspect of this would be the establishment of an Office of People Analytics to better 
harness DoD’s big data capabilities in the service of managing personnel talent. This would be done by 
increasing the understanding of personnel characteristics and analyzing how policy or environmental 
changes will affect the performance or composition of the workforce. The development of a data and 
analytics framework could revolutionize how data and analytics are used by P&R while contributing to 
the goals of the current Force of the Future initiative.  
 

Finding: Despite the substantial amount of data available on DoD personnel, the data may not be 
appropriate for DoD’s analytic tasks, or they may necessitate considerable investment in 
constructing the variables of interest.  
 
Finding: Analyses developed to support the Secretary of Defense are often disjointed, one-off 
activities undertaken to respond to immediate questions and may lack a plan for future use of data 
or analytic methods. 
 
Finding: The reuse of operational data for analytic purposes can expose issues in data collection, 
recording, transmission, cleaning, coding, and loading. Problems are often not detected until the 
point of analysis, when anomalies crop up in results. 
 
Recommendation 1: The Office of the Under Secretary of Defense (Personnel & Readiness) 
should develop a data and analytics framework, and a strategy to implement that framework, that 
addresses both the principal outcomes of its responsibilities and the short-term and long-term 
needs of the Secretary, based on the findings, recommendations, and discussions outlined in this 
report and in the Force of the Future proposals.  

 
Developing a data and analytics framework is a complex task, with many components that need 

to be addressed both individually and systematically. Data need to be easily accessible and shared across 
groups in a way that reduces the hurdles currently faced when researchers and analysts seek to find or 
share data while ensuring proper privacy and security protections. Analytic methods available to P&R 
need to be expanded to enable stronger and more rapid responses to significant P&R research and analysis 
questions. Prescriptive methods that would allow P&R to better assess alternatives and recommend 
actions could be used more extensively. The workforce that P&R relies on for its analytics also needs to 
be improved, which is a challenge facing organizations worldwide. Each of these components is briefly 
described in the following sections. 

The following sections also discuss potential short-, medium-, and long-term goals to help move 
P&R in the direction of developing a data and analytics framework. Data quality and sharing can be 
improved immediately, while data science methods can be enhanced in the medium term, and data 
science education strengthened in the long term. 

IMPROVE DATA QUALITY AND SHARING 

Collections of traditional administrative and transactional data used for P&R missions continue to 
grow owing to improved technical abilities to track and store data and an increased interest in capturing 

                                                      
1 Please see Chapter 2 for a more detailed discussion of Force of the Future. 
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data that could provide meaningful insights. While the sheer quantity of data is growing in most domains, 
the importance of P&R’s mission makes it essential that these data are better understood and utilized. 
Steps have been taken to simplify and unify available data—such as the development of the Defense 
Manpower Data Center (DMDC), a unified personnel file, and the Civilian Personnel Data System—and 
these efforts have greatly enhanced the ability of the Office of the Secretary of Defense (OSD) to 
understand the behavior of its personnel and the effects of its policies. Still, there are benefits to be gained 
by enabling deeper and richer collection and sharing of data, including improved force readiness, better 
allocation of funds, and a more agile and adept workforce.  

One important step toward improving the usefulness of data would be to add new fields and 
formats to personnel files that would improve the productivity of P&R’s analyses. This would require 
P&R to work with other organizations to identify the most useful such fields and formats. One particular 
technical need is to ensure that future records are capable of including unstructured data and free-form 
text, and that methods are available to search and combine such information reliably. 

Another important need is to enable greater data sharing among the Services2 and between P&R 
and the Services. This goal is challenging because data definitions can differ, software may not match up, 
and business practices may vary. These differences of practice reflect the separate histories of the 
Services. Moreover, there can be substantive reasons for the differences, rooted in variations in policies 
and practices across the Services. However, data sharing provides clear benefits, such as exposing 
incomplete or flawed data. Along these lines, there is also a need for standardization in the way data users 
can report problems with data collections and channel those problems back to the data providers when 
appropriate. Challenges of data sharing and repurposing are significant; in particular, different definitions 
and formatting of data complicate data merging and linking, making it difficult to bring to bear multiple 
databases and the additional insights they represent to inform studies. The reuse of administrative data for 
analytic purposes can also expose issues in data collection, recording, transmission, cleaning, coding, and 
loading. Problems with data are often not detected until the point of analysis, when anomalies crop up in 
results. In addition, there are significant upfront hurdles to identifying, accessing, and assembling the data 
needed to pursue desired data analyses. These hurdles can discourage decision makers from asking for 
data analyses and researchers from offering them. 

DMDC has developed the Person-Event Data Environment (PDE), which is designed to bring 
data together in a unified and secure system where researchers can conduct analyses easily and in a 
privacy-preserving fashion. The PDE is a positive step in attempting to make data more easily accessible. 
However, technical and cultural challenges (such as possible data re-identification and other privacy 
compromises), a slow and complicated approval process to gain access, lengthy reviews for data import 
and export, limited computational capabilities, concerns about data quality and comprehensiveness, and 
concerns about data ownership rules pose a significant deterrent to utilizing the PDE. In addition, it is not 
clear that the architecture scales up in such a way that it can serve all of P&R’s needs, and forcing 
analysts to work through the PDE personnel, who then must work through the data owners, may represent 
a barrier between the analyst and the raw data. The substantial efforts undertaken by PDE personnel to 
prepare the data for linkage are not transparent and may inadvertently impact the results of analysis 
results. 

 
Finding: The existence of DMDC and a unified personnel file has greatly enhanced OSD’s 
ability to understand the behavior of its personnel and to refine its policies so as to improve both 
retention and performance. The creation of the Civilian Personnel Data System was a similar 
achievement. 
 

                                                      
2 Throughout the report, the term “Services” is used to refer to the U.S. military services—namely, the Air 

Force, Army, Coast Guard, Marine Corps, Navy, National Guard, and the Joint Chiefs. 
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Finding: There are benefits to be gained by enabling deeper and richer collection and sharing of 
data, which support a richer picture of the individual. This could in turn allow for better matching 
of personnel to the needs at hand (e.g., with regard to desired data skills, language proficiencies, 
and experiences), improved identification of at-risk servicemembers, enhanced management of 
the force in terms of retention and training, and many other benefits.  
 
Finding: The challenges of data sharing and repurposing are significant; in particular, different 
data definitions and formatting complicate data merging and linking. Business practices (e.g., 
methods, procedures, processes, and rules) vary from Service to Service and from one database to 
another. 
 
Finding: Enhanced data sharing within DoD, across agencies, and with the research community 
at large could promote the creation of new statistical methods, tools, and products. 
 
Finding: The existence of alternative data sources, such as social media, especially when they are 
tied to extensive information about individuals, may deliver deep insights relevant to the mission 
of P&R. Owing to concerns about privacy and appropriateness and to the difficulty of ensuring 
statistical validity, further pursuit of this path requires careful consideration and additional 
research.  
 
Recommendation 2: The Office of the Under Secretary of Defense (Personnel & Readiness) 
should investigate the feasibility of exploiting alternative data sources to augment traditional 
methods for measuring collective sentiment, evaluating recruitment practices, and classifying 
individuals (for creditworthiness, perhaps, or for battle-readiness). Hand in hand with this effort 
there should be an investigation into privacy technology appropriate for these scenarios for data 
use.  
 
Recommendation 3: The Office of the Under Secretary of Defense (Personnel & Readiness) 
should identify incentives to enhance data sharing and collection, such as the following: 

 
 Tracking usage of data by source in repositories such as the Person-Event Data 

Environment and periodically reporting back to data providers on usage (e.g., number of 
uses, who the users are, the nature of the study, or analysis the data contributed to); 

 Providing incremental funding on contracts that involve data collection and organization 
to cover the costs of archiving and documenting the data for other users; and 

 Giving preference to projects for constructing or redesigning operational data systems 
that include explicit functionality to support data sharing.  

 
Recommendation 4: The Office of the Under Secretary of Defense (Personnel & Readiness) 
should leverage opportunities to improve access, including better reuse of prior data, tools, and 
results, and should investigate incentives to increase interagency and inter-Service data sharing.  
 
Recommendation 5: The Office of the Under Secretary of Defense (Personnel & Readiness) 
should establish a working group with representation from the Services and other elements of the 
Department of Defense, as appropriate, to 

 
 Identify productive new fields and formats for personnel files, such as enabling the 

inclusion of unstructured data and free-form text in future records; 
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 Identify opportunities for data sharing between Services and the Office of the Under 
Secretary of Defense (Personnel & Readiness) and within Services and lower barriers to 
such sharing; 

 Work with organizations that provide operational data or collect it for analysis to improve 
data quality by providing standard ways for data users to report problems with data 
collections and channel those reports back to data providers when appropriate;  

 Clarify self-reporting rules and practices; 
 Identify legal and regulatory barriers to the appropriate and responsible sharing of data; 

and  
 Examine new hardware and software architectures that facilitate data access and data 

management. 
 

Finding: The development of the Person-Event Data Environment is a positive step in making 
some data more easily accessible. However, certain technical and cultural factors deter the use of 
this tool. 

Benefits  
 Spreads the overall cost of data acquisition, cleaning, ingestion, and linking. 
 Reduces time for researchers identifying and downloading data, since they work on it 

in situ. 
 Aims to improve handling of sensitive data. 
 Monitors data usage. 
 Creates a group that supports users with data and tool issues. 

Drawbacks 
 Sensitive personally identifiable information is susceptible to reidentification and 

other privacy compromises such as revelation of sensitive traits or attributes. 
 Linkage attacks—innocuous data in one data set used to identify a record in a 

different data set containing both innocuous and sensitive data—can be carried out 
via external data sets brought into the PDE by researchers. 

 Review processes are lengthy for access to some data. 
 Delays in the review process for export of analysis results pose a deterrent to 

publication and peer review. 
 The hurdles to become a PDE user mean that the current user community is much 

smaller than intended. 
 Some users have been limited by the computational power, memory, and tools of the 

current installation. 
 The PDE does not solve completeness and quality issues in the underlying data 

sources.  
 There does not exist a systematic mechanism for reporting data problems. 
 Some PDE users say they have been given conflicting statements about the 

ownership of external data uploaded into the PDE.  
 
Recommendation 6: The Defense Manpower Data Center should assess how well the Person-
Event Data Environment is working and whether it is serving its intended community. In doing 
so, the Center should consider taking the following steps to improve the usability of the Person-
Event Data Environment and enhance its value: 

 
 Assess if current privacy and security policies are adequate, taking into account modern 

methods of attack and sources of auxiliary information that can aid in these attacks, such 
as multiple releases of statistics and data sets (Ganta, Kasiviswanathan, and Smith, 2008), 
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linkage attacks that make use of public sources (Sweeney, 1997; Narayanan and 
Shmatikov, 2008), and chronological correlations with public sources (Calandrino et al., 
2011). 

 Analyze data usage information, both for privacy and determining value of assets. 
 Do a better job of establishing and defining a user community for knowledge sharing. 

This includes improving relationships with the federally funded research and 
development centers doing work for the Department of Defense and determining which 
researchers would benefit from the capabilities of the Person-Event Data Environment. 

 Remove unnecessary barriers for researchers to gain access to the system.  
 Enhance computational power, memory, and tools.  
 Respond to concerns about the quality and comprehensiveness of available data. 
 Develop an explicit process for reporting data problems. 
 Clarify data ownership rights to external data that are uploaded and merged, 
 Assess protocols for accessing personally identifiable information. 
 Review approval process for exporting analysis results.  
 Consider widening access to the data and/or rebalancing Institutional Review Board 

requirements by establishing a differentially private interface.3 
 
When conducting analyses relating to personnel data, it is essential that privacy, confidentiality, 

and fairness be considered as primary factors rather than, as is too often the case, left as an afterthought 
secondary to an analyst’s findings. The current privacy and confidentiality protections in place with 
government databases rest heavily on Institutional Review Board (IRB) supervision. However, significant 
barriers arise in the overreliance on IRB reviews. Researchers often face multiple IRB reviews and re-
reviews throughout a single study, which can significantly slow the research and analysis process and add 
months or years to the time it takes before researchers can access DoD data. This impedes their ability to 
respond to policy needs in a timely manner while also doing little to stop data reidentification and other 
compromises of sensitive personal information.  

 
Finding: Reviews by multiple Institutional Review Boards can significantly slow down the 
research process and add months or years to the time it takes for researchers to have access to 
DoD data. This creates a serious problem for responding to policy needs in a timely manner.  
 
Recommendation 7: In order to support timely and efficient research, the Office of the Under 
Secretary of Defense (Personnel & Readiness) should encourage streamlining of Institutional 
Review Board processes that involve multiple organizations—for example, federally funded 
research and development centers and the Department of Defense.  
 
Recommendation 8: The Department of Defense should carry out research on the feasibility of 
differential privacy methods for its personnel analytics. These methods could reduce the need for 
Institutional Review Board oversight. 
 
Recommendation 9: The Department of Defense should consider adopting or adapting the 
privacy and governance structure developed by the Office of Management and Budget for civilian 
statistical agencies. In particular, the Department should follow the guidance on use of 
administrative records and establishing of statistical units under the Confidential Information 
Protection and Statistical Efficiency Act for both military and civil service personnel. In doing so, 

                                                      
3 For a discussion of differential privacy, see Chapter 5. 
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the Department should examine the applicability of Fair Information Practice Principles in the 
treatment of Defense Manpower Data Center data. 

 
Recommendation 10: The Defense Manpower Data Center, in its role as steward of the Person-
Event Data Environment, should consider ways to adapt and use privacy and governance 
practices that the Office of Management and Budget has created for civilian use. 

ENHANCE ANALYTIC METHODS 

While comprehensive and reliable data are essential in informed decision making, they would be 
of little use without advanced analytic capabilities. New methods of analyzing data are increasingly 
available, and many cutting-edge approaches are ready to be more thoroughly applied for P&R missions. 
Data analytics are often categorized as descriptive analytics, predictive analytics, or prescriptive analytics. 
These categories are defined in Box S.2.  

There are a number of opportunities to use other prescriptive analytic techniques beyond those 
currently being used for P&R missions. In industry, for example, studies addressing the problem of 
retention typically start with a statistical analysis (predictive analytics) of the entire workforce, looking to 
identify characteristics of personnel most likely to leave. This analysis estimates losses for the different 
groups of personnel and also produces models that estimate changes in losses for each group as a function 
of the amount of additional compensation provided to that group. Then, mathematical optimization under 
uncertainty methods (prescriptive analytics) are developed, incorporating these predictive models, to 
determine the compensation to be offered to reduce losses (increase retention) for each group in the 
workforce to best match demand. This decision-making optimization also takes into account the various 
trade-offs among other workforce policy levers such as hiring (recruiting) and reskilling (training) to best 
match demand.  

Several hurdles need to be overcome to exploit these new opportunities. The previously discussed 
improvements to data access and sharing are a first step. The best analytic methods can be accessed by 
enhancing training in the workforce and by building a data analytics center such as the Office of People 
Analytics, proposed in the Force of the Future initiatives.  

 
Finding: A wide range of problems are being addressed for P&R using data analytic techniques 
and the rich data sources discussed in this report. These are often applied in response to specific 
questions but are not incorporated into a long-term plan. 

 
Finding: Turnkey personnel analytic solutions and currently commercially available software are 
unlikely to meet P&R’s needs. 
 
Recommendation 11: The Office of the Under Secretary of Defense (Personnel & Readiness) 
should assess which predictive and prescriptive analyses would benefit its mission over the longer 
term, taking into account its understanding of which specific decisions could, if evaluated by 
applying more powerful data and/or methods, better enable the Department of Defense to prepare 
for future demands it may face. Some possible steps that might follow include these: 

 
 Emphasizing the use of prescriptive analytics in conjunction with predictive “what if” 

scenarios; 
 Enhancing prescriptive analytics usage and disseminating best practices across the entire 

Department; and 
 Adapting the prescriptive analytics methods successfully used in the private sector for 

workforce and talent management. 
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BOX S.2 

Data Analytics Definitions  
 

Data analytics definitions are from from Lustig et al. (2010)1 and Dietrich et al. (2014).2 
 

Descriptive analytics. Examples include frequencies, distributions, tabulations, and 
visualizations. 

 Set of technologies and processes that use data to understand and analyze an 
organization’s performance measures.1 

 Reporting what happened, analyzing contributing data to determine why it happened, 
and monitoring new data to determine what is happening now.2 

 
Predictive analytics. Examples include classification, linear and nonlinear regression, data 
mining, text analysis, machine learning, Bayesian methods, and simulation. 

 The extensive use of data and mathematical techniques to uncover explanatory and 
predictive models of an organization’s performance representing the inherent 
relationship between data inputs and outputs/outcomes.1 

 Techniques such as statistics and data mining to analyze current and historical 
information to make predictions about what will happen in the future, typically 
producing both a statement of possible events that could occur and the associated 
probabilities of their occurrence.2  

 
Prescriptive analytics. Examples include stochastic models of uncertainty, mathematical 
optimization under uncertainty, and optimal solutions. 

 A set of mathematical techniques that computationally determine a set of high-value 
alternative actions or decisions given a complex set of objectives, requirements, and 
constraints, with the goal of improving organizational performance. 

 Analytics methods that recommend actions with the goal of finding an action (or set 
of actions) that will maximize the expected value (e.g., utility) associated with the 
outcome. 

 
    

1 B.L. Dietrich, E.C. Plachy, and M.F. Norton, 2014, Analytics Across the Enterprise: How IBM Realizes 
Business Value from Big Data and Analytics, Indianapolis: IBM Press. 

2 I. Lustig, B. Dietrich, C. Johnson, and C. Dziekan, 2010, The analytics journey, INFORMS Analytics 
Magazine, November/December. 
 

 
Controlled experiments offer an opportunity to test potential policy solutions and provide 

additional data when needed. They can be used for a variety of areas important to P&R and can be 
particularly helpful in buttressing conclusions that contradict accepted conclusions. 
 

Finding: The Department of Defense does not routinely employ controlled experiments to 
understand causes and effects of the Office of the Under Secretary of Defense (Personnel & 
Readiness) policies—for example, revisions to enlistment standards or choices affecting family 
welfare—to judge whether they produce the intended effects and provide benefits that justify 
their costs. 



Copyright © National Academy of Sciences. All rights reserved.

Strengthening Data Science Methods for Department of Defense Personnel and Readiness Missions 

 

PREPUBLICATION COPY—SUBJECT TO FURTHER EDITORIAL CORRECTION 
S-9 

 
Recommendation 12: To the extent feasible and relevant, the Department of Defense should 
conduct carefully structured experiments to test the efficacy of policy.  

STRENGTHEN DATA SCIENCE EDUCATION 

A skilled workforce that can apply state-of-the-art methodology and adapt to the quickly evolving 
data analytics domain is essential. OSD would benefit if P&R strengthened the data analytics expertise of 
a portion of its staff, both military and civilians. Such background would allow these specialized staff to 
answer immediate questions quickly, to be better-informed consumers of external analyses, and to better 
integrate analyses into policy decisions. Such expertise would also help to transfer best practices and 
skills across silos within the P&R enterprise.  
 

Finding: Based on its collective experience with seeing data science mature in other 
organizations, the committee’s judgment is that P&R’s skills, depth, and resources in data 
analytics are not sufficient to recognize the full range of analytics opportunities and to implement 
these methods to better support decision making. It is always problematic to leverage scattered 
pockets of data science expertise, so raising the general level of awareness and skill would be 
more effective. 
 
Recommendation 13: The Office of the Under Secretary of Defense (Personnel & Readiness) 
should create greater awareness of data science methods and disseminate them more thoroughly 
to its personnel to increase the general understanding of data science and the benefits of its use. 
 
Recommendation 14: The Office of the Under Secretary of Defense (Personnel & Readiness) 
should enhance education in data science for its personnel, including civil service employees. 
This education could range from short courses in specific techniques for personnel who already 
have the requisite foundational knowledge, to overview seminars for managers who need to be 
acquainted with what their analytical staff can undertake, to formal degree programs, whether at 
Department of Defense or civilian universities.  
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Introduction 

OVERVIEW 

The Office of the Under Secretary of Defense (Personnel & Readiness), referred to throughout 
the report as P&R, is responsible for the total force1 management of all Department of Defense (DoD) 
components including the recruitment, readiness, and retention of personnel. Its work and policies are 
supported by a number of organizations both within DoD, including the Defense Manpower Data Center 
(DMDC), and externally, including the federally funded research and development centers (FFRDCs) that 
work for DoD: the Institute for Defense Analyses (IDA), Center for Naval Analyses (CNA), and RAND. 
P&R must be able to answer questions for the Secretary of Defense such as how to recruit people with an 
aptitude for and interest in various specialties and along particular career tracks and how to assess on an 
ongoing basis servicemembers’ career satisfaction and their ability to meet new challenges. P&R must 
also address larger-scale questions, such as how the current realignment of forces to the Asia-Pacific area 
and other regions will affect recruitment, readiness, and retention.  

New analytical methods for obtaining insight are of critical importance because of challenges 
such as maintaining a leaner but high-quality force, ensuring “reversibility” after the current personnel 
drawdown, managing escalating health-care costs, and identifying other cost issues early. Currently, 
personnel costs, including for training, health care, and compensation absorb more than half of the budget 
for the DoD (CBO, 2012).2  

While DoD makes use of large-scale data and mathematical analysis in intelligence, surveillance, 
reconnaissance, and elsewhere—exploiting techniques such as complex network analysis, machine 
learning, streaming social media analysis, and anomaly detection—these skills and capabilities have not 
been applied as well to the personnel and readiness enterprise. In the private sector, momentum has been 
building behind such efforts in recent years, and considerable work has been done for several decades. As 
noted in “They’re Watching You at Work,” from Atlantic Monthly, “The emerging practice of ‘people 
analytics’ is already transforming how employers hire, fire, and promote . . . . Predictive statistical 
analysis, harnessed to big data, appears poised to alter the way millions of people are hired and assessed” 
(Peck, 2013). Efforts have also been made in predictive (statistical) and prescriptive (optimization) 
analytics to address workforce (hiring and retention) management, skill and talent (readiness) 
management, and human capital resource allocation by the private sector (Hu et al., 2007; Cao et al., 
2011; Hoffmann et al., 2012; Dietrich et al., 2014, Chapter 2). Even earlier related work can be found in, 
for example, White (1970), Bartholomew (1973), Vajda (1978), Gael (1988), and the references therein. 

Secretary of Defense Ashton Carter has started several initiatives aimed at improving the Force of 
the Future, in part through the improved use of data analysis and updated technology (Garamone, 2015; 
Tilghman, 2015). The proposed opportunities for paid tuition, installation of new offices and occupations, 
and creation of new technologies all have the potential to improve recruitment, placement, and retention.  

                                                      
1 An aggregation of military personnel, weapon systems, equipment, and necessary support, or combination 

thereof (DoD, Dictionary of Military Terms, 2015). 
2 This amount does not include benefits provided by the Department of Veterans Affairs.  
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P&R has traditionally collected opinion data from surveys and focus groups, and those data 
underpin the analyses that have been performed. A large amount of administrative data is also available 
and holds great potential for further exploration. There has been a proliferation of available data and 
databases in the DoD enterprise functions, along with great advances in methods for gathering, storing, 
and accessing big data, and there have been advances in analytic techniques useful in working with large 
data sets. With these raw materials, data science can be applied to improve the efficiency and 
effectiveness of the DoD’s enterprise functions and to improve DoD’s planning in general.  

There are great opportunities for new types of data collection and analysis. Some of the 
challenges to be overcome include the following:  

 
 Modern tools and concepts of data science are evolving rapidly. Creating more effective 

analyses based on the vastly enlarged data space available today and by newer methods of 
modeling, analysis, and optimization will require the use of the latest capabilities.  

 Data often reside in different forms, and in various places, and are too often weak and 
perhaps not readily shared. 

 Integration of new data and analytical capabilities with traditional data and results from 
earlier analyses can be problematic. 

 New ideas may be needed to make optimal use of distributed data, distributed computing, and 
distributed analysis, because it may no longer be practical or desirable for all of these assets 
to be co-located.  

 New workforce skills are needed within DoD to exploit these opportunities. 
 
DoD is not the only entity facing this challenge. However, its mission is essential to the welfare 

of the United States, and there are considerable opportunities to advance its analytic capabilities and 
unique opportunities for data collection and long-term tracking of large numbers of personnel.  

STUDY ORIGIN AND APPROACH 

This National Academies of Sciences, Engineering, and Medicine report, sponsored by DoD and 
the National Security Agency, addresses the statement of task for the Committee on Strengthening Data 
Science Methods for Department of Defense Personnel and Readiness Missions, presented in Box 1.1. 

 

 
 
The study committee held 6 meetings of the full committee to collect information and deliberate. 

The open session presentations at these meetings are listed in Appendix C. The committee also conducted 
14 site visits with the following organizations and groups: Office of the Under Secretary of Defense 
(Personnel & Readiness), Office of the Chief of Naval Operations, Manpower and Personnel; Office of 
the Assistant Secretary of the Army, Manpower and Reserve Affairs; Air Force Office of Manpower, 
Personnel and Services; RAND; CNA; IDA; Naval Postgraduate School; Defense Manpower Data 
Center; Defense Readiness Reporting System; Google’s People Analytics group; Intel’s Talent 

BOX 1.1 
 

Study Statement of Task 

An ad hoc committee will develop a road map and implementation plan for the integration of 
data analytics in support of decisions within the purview of the Department of Defense’s Office of 
the Under Secretary of Defense (Personnel & Readiness). 
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Intelligence and Analytics group; Cornerstone OnDemand; and Workday. These visits allowed the 
committee to discuss data science challenges and lessons learned in more detail. 

In the course of its meetings and site visits, the committee raised questions such as the following:  
 

 What is the state of the art of data analytics for enterprise functions outside DoD? How might 
the newest methods be applied to recruiting, readiness, and retention? Which methods are 
appropriate for the special circumstances within DoD (such as not being able to recruit into 
service at advanced rank from outside)? What DoD responsibilities or problems are not 
covered by commercial technologies? How might the commercial technologies need to be 
adapted to the DoD environment?  

 In which areas of importance to P&R (and the enterprise side of DoD more generally) are 
there likely to be benefits from new efforts in data analytics? What is the nature and size of 
those benefits? What might DoD be able to do that cannot be accomplished within the current 
analytical environment?  

 How do the current DoD information technology and analytics infrastructure (both hardware 
and software) and practices compare with the state of the art? What are the benefits and costs 
of transitioning from the current infrastructure and data architectures? What types of human 
capital would be required to make the transition and then to operate in the new 
environment(s)? 

 Which sources of external information (e.g., social media or demographic data) could 
complement the internal sources of information that P&R already collects and maintains? 
Which of these have potential for shortening problem detection and correction? Which of 
these could improve current estimation and projection products? What types of research and 
analysis are required to develop analytical capabilities that better leverage existing sources of 
information and enable appropriate use of new sources? How would current analytical 
approaches and skill sets need to change? 

 How can P&R best leverage data analytics capabilities that already exist in other parts of 
DoD (e.g., in components dealing with R&D and with intelligence operations)? 

 How can tracking, evaluation, and performance estimation capabilities be improved within an 
organization?  

 What are the difficulties in modeling and analyzing unprecedented situations, such as shifts in 
deployment policy, including the location and duration of assignments? 

 What would be a suitable overall strategy for transitioning P&R to support and exploit new 
data analytic capabilities? In general terms, what estimated level of effort and resources 
would be required? 

 
While part of P&R’s mission relates to health care–related policies, the committee did not explicitly 
examine health care data and their unique considerations. Such a discussion would have strong links to 
(1) the challenges of developing and exploiting electronic health care records, which is a topic that 
extends well beyond DoD and cannot be usefully examined through any one study, and (2) the challenges 
of strengthening coordination between the DoD and the Veterans Administration, which likewise cannot 
be usefully examined through any one study. Instead, the committee focused on how to use 
administrative, transactional, and unconventional data more effectively.  

ORGANIZATION OF REPORT 

While the primary audience for this report is individuals affiliated with P&R, the committee made 
an effort to have it be useful for any interested party looking for information on developing and 
employing data science methods. For those unfamiliar with P&R, Chapter 2 provides a brief overview, 
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including its organizational structure, objectives, functions, and key responsibilities. Building on the 
information presented in Chapter 2, Chapter 3 discusses data and analysis capabilities available to P&R, 
both internal to DoD and external, utilizing resources such as the FFRDCs. That chapter also discusses 
how these data and analyses inform P&R decision making. For a more technical discussion of the 
mathematics and analyses utilized in current data science methods, Chapter 4 outlines the importance and 
challenge of data preparation and important descriptive, predictive, and prescriptive data science methods 
that may benefit from further exploration. A reader who is interested in the legal and privacy issues 
associated with implementation of data science methods can be directed to Chapter 5 for a discussion of 
privacy and confidentiality concerns relating to conducting analyses with personnel data. Chapter 6 
discusses the commercial state of the art in human resources analytics, both in terms of available 
commercial products and practices used across industry. Chapter 7 provides the committee’s findings and 
recommendations, including opportunities and possible approaches for P&R to improve data quality and 
sharing through improved planning and coordination between data holders, streamlined Institutional 
Review Boards for outside researchers, and improved access with relevant privacy considerations; to 
enhance the use of data science methods by developing a longer-term approach to integrating advanced 
predictive and prescriptive analytics and utilizing controlled experiments to test policy changes; and to 
enhance data science education within the P&R analytic workforce.  
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Overview of the  
Office of the Under Secretary of Defense  

(Personnel & Readiness) 

INTRODUCTION 

The Office of the Under Secretary of Defense (Personnel & Readiness), referred to throughout 
the report as P&R, is responsible for myriad functions that cover over 3 million personnel (including 
servicemembers, civil service employees,1 and contractors), retirees, veterans, and dependents. At its 
core, P&R is responsible for establishing policies for recruitment, placement, and retention of 1.3 million 
active duty military servicemembers, 1.1 million National Guard and Reserve members (DoD, 2015a), 
and 750,000 appropriated fund civil service employees (Defense Civilian Personnel Advisory Services, 
DoD Demographics as of September 30, 2014) who work for the Department of Defense (DoD),2 P&R 
makes a large number of consequential decisions and must assess how best to approach those decisions. 
In the process of daily operations, it generates and manages large quantities of data that are used, although 
not to full potential in the committee’s view. 

This chapter outlines the responsibilities of P&R within the three general categories of readiness 
and force management, manpower and reserve affairs, and health affairs, along with some of the decisions 
that are made and the research that is produced in these categories.  

P&R STRUCTURE AND ORGANIZATION 

As laid out in the U.S. Code,3 the Under Secretary of Defense (Personnel & Readiness) is 
responsible for military readiness, total force management, military and civil service personnel 
requirements, military and civil service personnel training, military and civil service family matters, 
exchange, commissary, and nonappropriated fund4 activities, personnel requirements for weapons 
support, National Guard and reserve components, and health affairs (10 U.S. Code §136). P&R advises 
the Secretary of Defense and creates policies, procedures, and standards for recruitment, assignment to 

                                                      
1 This amount does not include benefits provided by the Department of Veterans Affairs. Civil service 

employees are defined as “all appointive positions in the executive, judicial, and legislative branches of the 
Government of the United States, except positions in the uniformed services.” (5 U.S.C. § 2101). While civil service 
employees work in most government agencies, this report refers only to those employed by DoD. 

2 In addition, there were 125,000 nonappropriated fund civil service employees, and 53,000 local national 
employees. 

3 Title 10, Section 136 (10 U.S. Code §136). 
4 Nonappropriated funds are defined as funds derived from sources other than congressional appropriations and 

commissary surcharge funds, primarily from the sale of goods and services to servicemembers, DoD civil service 
personnel, and family members of both who are used to support or provide morale, welfare, and recreation 
programs. (DoD 4105.67) 
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positions, promotion within the ranks, retention of personnel, as well as the transition to veteran status. In 
addition, it is responsible for administering benefits, such as health care.  

P&R is thus responsible for policy and oversight in the following areas:  
 
 Staffing decisions for both servicemembers and civil service employees; 
 Recruiting standards for both servicemembers and civil service employees; 
 Selection criteria for military recruits; 
 Selection criteria for civil service positions; 
 Job assignment; 
 Compensation standards for servicemembers; 
 Training and education programs for personnel; 
 Promotion criteria for servicemembers and civil service employees; 
 Security clearance determinants; 
 Access to DoD buildings and locations; 
 Process for and time of transitions out of the armed forces; 
 Provisions for mental and physical health care to servicemembers, civil service employees, 

retirees, and dependents; 
 Suicide prevention among servicemembers;  
 Provisions for the needs of families; 
 Responses to problematic behavior; 
 Provisions for health and retirement benefits to separated servicemembers; 
 Responses to congressional requests for information; and 
 Prediction of future needs in all of these areas. 

 
P&R is responsible for a broad set of outcomes regarding DoD personnel and their dependents. 

For many of those outcomes, its instrument is the policy pronouncement or regulatory mechanism, with 
the military Services (Army, Navy, Air Force, and Marine Corps) responsible for actually carrying out the 
policy.5 P&R, however, can judge the success of the policy (or lack thereof) only through empirical 
monitoring of the outcomes, which provides the basis for adjustments. (In the extreme, P&R can seek 
amended or new statutory authority.) Such monitoring also provides the basis for reporting on outcomes 
to the Secretary of Defense, the President, and the Congress. 
 For some issues, P&R, not the military departments, is also the administrative agent. Examples 
include the Defense Commissary Agency, the TRICARE health care program, the Federal Voting 
Assistance Program, the Defense Travel Office, and the Defense Manpower Data Center (DMDC). As 
these examples illustrate, P&R holds responsibility for execution as the supervisor of a defense agency (or 
activity). And in emergent situations the Under Secretary’s immediate staff may have some responsibility 
for policy execution (as was the case, for example, in creating a Family Support Center in the aftermath of 
the 9/11 attack on the Pentagon, or in dealing with certain aspects of sexual assault). Even more so in 
these circumstances, the Under Secretary’s team needs an empirical monitoring capability, both to assess 
the effectiveness of policy and to ensure it is implementing those policies well.  

                                                      
5 The relationship between the Military Services and the Office of the Secretary of Defense (and, therefore, 

P&R) is complex. At one level, P&R establishes policies, and the Services carry out or comply with those policies. 
At the same time, the Services establish their own policies (which may not be inconsistent with P&R’s policies) 
within their mission requirements. For example, P&R may require the Services to collect and report for P&R use 
certain data on each servicemember. The Services will do that, but they may also collect—and may or may not 
report to P&R—other data on those same servicemembers that the Service determines are necessary for its 
operations. While cognizant of these Service data collections, the committee focused its task on data available to 
P&R. 
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Oversight of support programs for servicemembers and veterans, as well as their families, is also 
central to the mission of P&R. P&R encourages partnerships among other agencies, governments, and 
communities (Office of the Under Secretary of Defense [Personnel & Readiness], 2015).  

The objectives of P&R shift as guidance from Congress and the Secretary of Defense change over 
time. Each year, for example, the Congress authorizes a maximum size for the active force and 
appropriates funds to pay that size force. The Services (Army, Navy, Air Force, and Marine Corps), with 
P&R oversight, then establish recruiting targets to reach—but not exceed—that force size, based on 
expected losses during the year. Similarly, P&R may establish targets for highly qualified enlistees, based 
on models that consider recruiting costs, training costs, and expected proficiency of the force. 

The Under Secretary of Defense (Personnel & Readiness) supervises three Assistant Secretaries 
with the following responsibilities: (1) readiness and force management, (2) manpower and reserve 
affairs, and (3) health affairs. The Under Secretary also oversees the Defense Human Resources Activity 
(DHRA) and the Executive Director Force Resiliency. Each of these areas is discussed further in the 
following subsections, and a current organization chart is shown in Figure 2.1.  

READINESS AND FORCE MANAGEMENT 

The Assistant Secretary of Defense for Readiness and Force Management assesses whether the 
current servicemembers and civil service employees are adequately trained and the units to which they are 
assigned are prepared for their responsibilities (Deputy Chief Management Officer memorandum of 
October 29, 2015). This assistant secretaryship is a new position, and it remains to be seen how it will 
focus its activities.  

Manpower and Reserve Affairs 

The two major tasks this office undertakes are developing personnel policies for civil service 
employees and servicemembers. The Office of Civilian Personnel Policy establishes policies related to 
human resource issues and develops strategies and procedures for the effective management of DoD’s 
civilian workforce, and may operate in partnership with the Office of Personnel Management (OPM). 
Within the Office of Civilian Personnel Policy, the Civilian Personnel Management Service provides 
assistance to the Military Departments and Defense Agencies on matters of employment and leadership. 
DoD’s foreign national employment program also relies upon the Office of Civilian Personnel Policy for 
guidance related to employment of such persons. Additionally, the Office of Civilian Personnel Policy is 
responsible for oversight of the nonappropriated fund personnel system (Office of the Under Secretary of 
Defense [Personnel & Readiness], 2015). 

The Office of Military Personnel Policy is responsible for establishing policy affecting all 
Services and for overseeing Service-specific policies to ensure that they are aligned with both DoD policy 
and congressional direction. Since 1965, the Office of Military Personnel Policy has overseen production 
of a quadrennial report on military compensation (see, for instance, DoD, 2012a). These reports are a 
large undertaking6 that lay out issues regarding cash and noncash compensation for the active and reserve 
components of the military. Within the Office of Military Personnel Policy, the Office of Accession 
Policy establishes policy, planning, and review in order to maintain the force levels established by 
Congress. This office oversees the recruitment and processing of “accessions,” the military’s term for 
individuals who join the military. In addition to overseeing enlisted servicemembers, it oversees officer 
accession policy through, for instance, the service academies and the Reserve Officer Training Corps.  

                                                      
6 These reports typically require 2 years to complete at an estimated cost of $9 million per report. 
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The Assistant Secretary for Manpower and Reserve Affairs, through the above-mentioned Office of 
Accession Policy, oversees the recruitment of enlisted servicemembers, a task that involves administering 
more than 1 million cognitive and noncognitive ability tests a year and more than 250,000 physical exams 
(USMEPCOM, 2015), with the goal of enlisting approximately 200,000 active duty individuals per year 
across the Services. The armed forces have traditionally judged recruits based on their cognitive, physical, 
and educational characteristics, as well as their behavioral records (Sackett and Mavor, 2003). To this 
end, the Military Entrance Processing Command administers the Armed Services Vocational Aptitude 
Battery (ASVAB) and medical exams, and conducts background checks to allow the Services to 
determine which recruits to admit and in what occupation each recruit should be trained (DoD, 2012b). 
Recruits take these tests at one of 65 military entrance processing stations (MEPS) and more than 300 
mobile sites (USMEPCOM, 2015). In 2014, these sites administered nearly 400,000 entrance tests.  

DoD administered an additional 682,000 ASVABs in high schools during the 2014-2015 school 
year, with the goal of providing career advice to students while at the same time providing information to 
recruiters (USMEPCOM, 2015). The ASVAB includes multiple-choice questions in nine areas: general 
science, arithmetic reasoning, mathematics knowledge, word knowledge, paragraph comprehension, 
electronics information, automotive and shop information, mechanical comprehension, and assembling 
objects.7 Data gathered in this process is documented in the annual reports Population Representation in 
the Military Services (DoD, 2016, for example).  

Some Services have recently begun considering applicants’ results on the Tailored Adaptive 
Personality Assessment System (TAPAS), developed to measure characteristics that reflect resilience and 
persistence, to screen candidates not just on the basis of traditional cognitive aptitude screening criteria, 
but also on their personality traits (e.g., openness, conscientiousness, extraversion, agreeableness, and 
emotional stability) (Stark et al., 2014; Heffner et al., 2011). DoD has plans to assess this new screening 
tool with a longitudinal study of its use (Sheftick, 2014), and there is hope that the ASVAB and TAPAS 
assessments and other measurements of performance potential can be further refined to aid in selecting 
members for particular units as opposed to general recruitment only (NRC, 2013). 

There are nearly as many reserve and National Guard members (1.1 million) as there are active 
duty members (1.3 million) in the armed forces (DoD, 2015a). The Office of Manpower and Reserve 
Affairs has responsibility for six branches of reserve components in DoD, one each attached to the Army, 
Navy, Air Force, and Marine Corps, as well as National Guard units associated with the Army and the Air 
Force (Reserve Affairs, 2015). The office also facilitates the incorporation of the reserves into the armed 
forces through the following programs: readiness, training, and mobilization; materiel and facilities; and 
family and employer programs and policies (Reserve Affairs, 2015). 

A significant challenge in managing the reserves is figuring out how best to change their status 
from reserve to active duty—that is, how to mobilize them. Since 2001, P&R has overseen the 
mobilization of more than 800,000 reserve force members (Reserve Affairs, 2015).  

 

                                                      
7 The ASVAB website, www.official-asvab.com/index.htm, was accessed January 5, 2016. 
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HEALTH AFFAIRS 

The Under Secretary also oversees the Assistant Secretary of Defense for Health Affairs under 
Directive Number 5136.01, who, in turn, oversees the Military Health Service (MHS), which cares for 
more than 9.6 million beneficiaries with a budget of more than $50 billion (DoD, 2014a; Military Health 
Service, 2012). The health service determines how best to provide for the health care needs of 
servicemembers, their families, civil service employees, and military retirees. As do other health care 
providers, it balances providing health care while minimizing cost (DoD, 2014a).  

Health Affairs is also responsible for policy relating to the health status of current 
servicemembers, the health care of retirees, and the health care of families of both servicemembers and 
retirees. It not only oversees the TRICARE system, which operates somewhat like a health insurance 
provider, but it is also responsible for policy at health care facilities operated by the Services (e.g., 
hospitals and clinics), caring directly for servicemembers, retirees, and their families. Extensive data on 
health care utilization are collected through TRICARE and these military treatment facilities. 

To manage the system, Health Affairs needs to know the types of health care that are needed, the 
types of providers that are available, and how those providers are distributed geographically. It also must 
work to foster wellness among the individuals who are served by the system. In addition, the Assistant 
Secretary of Defense for Health Affairs has mandated a focus on the health consequences of deployment, 
particularly mental health. Servicemembers are required to complete the postdeployment health 
assessment (PDHA) immediately after returning from deployment and the postdeployment health 
reassessment (PDHRA) 3-6 months later (Appenzeller et al., 2007; AFHSC, 2009).  

DEFENSE HUMAN RESOURCES ACTIVITY 

The Under Secretary also oversees the Defense Human Resources Activity (DHRA), which is 
responsible for overseeing and carrying out a variety of personnel-related activities in DoD, including the 
following: 

 
 Overseeing the integration, support, and training of women in the military through the 

Defense Department Advisory Committee on Women in the Services. Within this arena, it 
must evaluate whether current policies and programs are effective and efficient; 

 Working with employers of reserve members and overseeing the transition into and out of 
active status for reserves through the Employer Support of the Guard and Reserve; 

 Providing information on regional and language needs in the Defense Language and National 
Security Education Office;  

 Managing the Defense Manpower Data Center (DMDC), which is the central repository of 
DoD human resource information; 

 Advising the Under Secretary on issues related to compensation and benefits in the Office of 
the Actuary; 

 Providing leadership in civil service employee management through the Defense Civilian 
Personnel Advisory Service; 

 Overseeing the Federal Voting Assistance Program, which manages the Uniformed and 
Overseas Citizens Absentee Voting Act; 

 Coordinating DoD commercial travel through the Defense Travel Management Office; 
 Determining how DoD responds to suicide, in terms of both preventing and responding to 

these acts, in the Defense Suicide Prevention Office; 
 Preparing servicemembers and their families for the separation that occurs during deployment 

through the Family and Employer Programs and Policies Office; 
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 Offering assistance via policy and program oversight to servicemembers entering the civilian 
workforce through the Transition to Veterans Program Office; 

 Managing the Computer/Electronic Accommodations Program, which funds an 
accommodation program for employees with disabilities; and 

 Connecting National Guard and Reserve members, families, and communities with resources 
during deployment through the Yellow Ribbon Reintegration Program (DoD, 2015b). 

 
In 2005, DHRA established the Sexual Assault Prevention and Response Office (SAPRO), which 

oversees Service responses when servicemembers are perpetrators or victims of sexual assault and 
develops programs aimed at preventing assault (DoD, 2015c). DoD reports on sexual assaults within the 
military, using administrative data on sexual assault complaints and how those complaints are resolved 
(DoD, 2015d) as well as periodic surveys.  

Executive Director Force Resiliency 

The recent reorganization of P&R created this new office to coordinate efforts on suicide, sexual 
assault, collaboration with the Department of Veterans Affairs (VA), and diversity. The SAPRO and the 
Defense Suicide Prevention Office will continue as part of DHRA, but the Executive Director will be 
responsible for creating a cohesive set of policies and actions across the range of these challenging 
problems. The Executive Director for Force Resiliency oversees the Office of Diversity Management and 
Equal Opportunity (ODMEO), the DoD/VA Collaboration Office, and Personnel Risk Reduction. 

ODMEO is responsible for the development and execution of diversity management and equal 
opportunity policies and programs affecting all DoD personnel. The director of ODMEO also provides 
supervision, direction, and policy guidance of the Defense Equal Opportunity Management Institute 
(DEOMI) at Patrick Air Force Base, Florida, which conducts equal opportunity and equal employment 
opportunity training, education, and research.  

The DoD/VA Collaboration Office is responsibility for managing the transition of approximately 
200,000 active duty servicemembers to veterans annually (Joint Chiefs of Staff, 2014) and the transition 
as Reserve Component members are released from active duty. In doing so, these servicemembers may 
move from the purview of the Department of Defense to that of the VA.  

The Office of Personnel Risk Reduction manages the accident reduction and safety portfolios and 
the Drug Demand Reduction Program. The office is focused on the operational safety arena, which 
incorporates military training, aviation operations, deployment, operational employment (combat), human 
factors (high-risk behaviors), wellness of civil service employees and servicemembers (to include 
deterring drug abuse), and leadership engagement to promote awareness and culture change. 

Main Deliverables 

P&R produces dozens of recurring research reports based on administrative data. Some of the 
most notable are Population Representation in the Military Services (DoD, 2016), the classified Quarterly 
Readiness Report to Congress (GAO, 2013), the Defense Manpower Requirements Report (DoD, 2014b), 
and the Quadrennial Quality of Life Review Report (DoD, 2009). P&R also relies on congressional 
testimony as a means of disseminating information. In addition, P&R produces annual reports on desired 
and actual recruitment and retention. 
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P&R DECISIONS 

The principal outcomes for which P&R is responsible can be grouped under six key areas.16 Each 
of these is discussed in more detail in Chapter 3, and some of the ways in which advanced data analytics 
could contribute to each are discussed in Chapter 7: 

 
1. Ensuring DoD can recruit, train, motivate, and retain the necessary numbers of qualified 

personnel. 
2. Creating incentives that guide the Department to an optimal mix of personnel. 
3. Ensuring DoD creates a force that is ready to carry out directed actions. 
4. Influencing DoD’s decisions that affect the shape of military careers. 
5. Ensuring the services provided to support DoD personnel and their dependents are properly 

structured. 
6. Anticipating and responding to sensitive behavioral issues.  

FORCE OF THE FUTURE 

Early into his term as Secretary of Defense, Ashton Carter committed himself to rethinking DoD 
policies for both military and civil service employees (Carter, 2015a). This reexamination was motivated 
by a concern that DoD is not attracting, managing properly, or retaining the talent it needs at this time. 
Following that speech, the then Acting Under Secretary of Defense (Personnel & Readiness), Brad 
Carson, spoke out frequently, raising fundamental challenges about civil service rules (e.g., authority to 
appoint) and military promotions (e.g., the up-or-out precept embodied in the Defense Officer Personnel 
Management Act).  
 An ambitious internal review process was launched, culminating in a set of far-reaching proposals 
in late summer 2015. For the military, these included replacing “up or out” with “perform or out,” 
whereby one might stay at the same military grade for extended periods of time, permitting greater lateral 
entry (the current paradigm starts virtually everyone at the bottom, except for professionals such as 
medical doctors, nurses, and lawyers) and adopting new benefits (such as a vast expansion of parental 
leave) to encourage more men and women to continue their service. For civil service employees, it was 
proposed that new hiring gateways be granted to DoD, and that non-bargaining unit employees be 
governed under the Secretary of Defense’s authority (Title 10 of the U.S. code) via the Office of 
Personnel Management (Title 5). New mechanisms for interchange with the civil sector were advanced 
and new oversight mechanisms were recommended (e.g., an Office of People Analytics). 
 A lengthy internal debate on these ideas ensued, focusing on their likely effects and costs 
(presumably also involving the OMB and White House staff). On November 18, 2015, Secretary Carter 
delivered a speech at George Washington University, “Building the First Link to the Force of the Future,” 
focusing principally on permeability, announcing a series of internships and exchange-type programs, and 
pledging to continue to work on the larger issues (Carter, 2015b; DoD, 2015e). He later elaborated on 
some of these initiatives (Carter, 2016a; Carter, 2016b). An accompanying Fact Sheet was released 
describing a new Office of People Analytics (OPA) (DoD, 2015f), which will use big data analytics to 
better understand key components of servicemembers’ career paths such as hiring, planning, and training. 
In its first year of operation, OPA plans to do the following:  
 

                                                      
16 Grouping is necessary given the broad range of P&R’s responsibilities. One sign of the breadth of that range 

is that DoD directive 5124.02 is the most frequently referenced by other directives; second most referenced is 
5134.01 for the Under Secretary of Defense (Personnel & Readiness). Even if one conditions the search on 
“acquisition,” it is the second most frequently cited.  
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 Appoint an acting director and acquire a team of highly-skilled data scientists and 
organizational psychologists with expertise in civilian workforce issues, military manpower 
issues, data storage, analytical and statistical methods, and social science research methods;  

 Make an initial investment to purchase and assemble the supporting technology architecture, 
which requires modern and secure data storage, in-memory analytics, data analysis tools, and 
data visualization tools; and  

 Convene an advisory board within a working group of stakeholders to categorize existing 
data sets, prioritize analytic projects, and identify needs for new data sets (Mark Breckenridge 
and Kristin Williams, personal communication, April 19, 2016).  

 
Once fully funded, OPA will explore ways that DoD can use analytics to better understand how policy or 
environmental changes affect the performance and composition of its workforce.  

Some additional Force of the Future proposals concerning data and data management include 
these: 

 
 Examining ways to improve recruiting. To avoid attrition costs to DoD, P&R would initiate 

and supervise a study that would reward military recruiters based on their recruits’ 
performance during the initial enlistment term and basic training. This study, conducted by a 
federally funded research and development center, would be used to advise DoD on the 
factors driving poor recruitment outcomes. The study is scheduled to start before November 
2016.  

 Implementing a web-based talent management system. The Services would develop a 
database populated with input from individual servicemembers via a web-based system in an 
effort to better match members with their assigned positions. DoD believes such a system 
would better satisfy the needs of both DoD and the individual members. 

 Implementing exit surveys. Exit surveys would become standard practice to better understand 
the reasons why individuals leave military service. 

 Updating and modernizing the retirement system. DoD would continue its work on the 
Blended Retirement System to allow greater career path choices for current and future 
servicemembers (DoD, 2015d).  
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Personnel and Readiness Data and Their Use 

INTRODUCTION 

The Department of Defense (DoD) currently employs over 3 million personnel (DoD, 2015a; 
Defense Civilian Personnel Advisory Services, “DoD Demographics as of Sept 30, 2014”) and operates 
and maintains over 800 military bases around the world (Vine, 2015). In order to efficiently manage and 
effectively use DoD resources to achieve its mission requirements, it is critical to obtain and understand 
data concerning the availability and readiness of both servicemembers and civil service employees, the 
condition of available and appropriate equipment, and the operating status of its installations. The Under 
Secretary of Defense (Personnel & Readiness) supports DoD’s mission by advising it or developing 
policies and plans, as well as by monitoring the readiness of deployable combat and noncombat units. The 
Defense Manpower Data Center (DMDC) and its predecessor organization, the Manpower and Research 
Data Analysis Center, were created with the primary mission of supporting the information management 
needs of the Office of the Under Secretary of Defense (Personnel & Readiness), referred to throughout 
the report as P&R. Among other things, the DMDC collects and collates data from the military Services 
to inform P&R and DoD in its decision making. Before the creation of the DMDC in the early 1970s, 
there existed few cross-Service databases available to support policy or program decisions. Typically, 
when elements within the Office of the Secretary of Defense required cross-Service analysis, contractors 
requested data from the Services and assembled custom databases for those analyses. With the creation of 
DMDC, however, common data formats across the Services were able to be established in advance, and 
the data could be routinely provided for storage and maintenance—allowing analyses to be performed in a 
much more timely manner. 

This chapter describes the data that DoD and P&R collect and the analytical capabilities available 
to these organizations, including the role of relevant federally funded research and development centers 
(FFRDCs). A brief description of the structure of P&R data follows. How these data and capabilities 
inform P&R decision making is then discussed. The findings and recommendations regarding DoD data 
capabilities can be found in Chapter 7 of this report.  

CURRENT DATA AND ANALYSIS CAPABILITIES 

Data Available to P&R 

Under the supervision of the Defense Human Resource Activity (DHRA), DMDC collects 
personnel, training, financial, and other data for DoD. DMDC manages information relating to the 
retirement, health care, and other needs of personnel and their families. The center also collects and 
maintains much of the data collected by the Services and coordinates an overall database of 35 million 
individual records on servicemembers, employees, contractors, retirees, and family members.1 DMDC 

                                                      
1 For more information about DMDC, see https://www.dmdc.osd.mil/appj/dwp/dmdc_overview.jsp. 
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operates in five areas—(1) decision support; (2) entitlements, benefits, and readiness reporting; (3) 
personnel identification, validation, and authentication; (4) enterprise integration; and (5) survey 
management—with data largely provided by the Services (DMDC, 2014). There are similar systems for 
civil service employee data, maintained as the Defense Civilian Personnel Data System (DCPDS),2 and 
for the Reserve Component, maintained as the Reserve Components Common Personnel Data System 
(DoD, 2011). These record systems provide basic demographic data and a history of the individual’s 
assignments; for military personnel, they include educational information and cognitive, physical, and 
moral aptitude test results.  

DMDC is responsible for validating and issuing the Common Access Card (CAC), the 
identification card for servicemembers, civil service employees, and some contractors, which allows 
access to buildings and other spaces, as well as computer networks and systems (DMDC, 2016a). On 
average, 2.8 million CACs are issued annually, with approximately 3.4 million CACs in circulation 
(DHRA, 2009). DMDC also administers the following databases:  

 
 Defense Enrollment Eligibility Reporting System (DEERS). As a user-input database of 

personnel and benefits information on servicemembers, their families, and DoD civil service 
personnel and contractors, DEERS is used to determine who is eligible to receive benefits, 
decide who is to be issued CACs, help detect fraud and abuse in benefits programs, and 
answer other personnel and readiness questions. Enrollment in DEERS is a prerequisite for 
eligibility in many medical and dental benefits (such as TRICARE) (DMDC, 2016b). 

 Joint Personnel Adjudication System (JPAS). JPAS tracks security clearances for all DoD 
personnel. It is divided into two systems: the Joint Adjudication Management System 
(JAMS) and Joint Clearance and Access Verification System (JCAVS). JAMS is responsible 
for recording changes in eligibility for security clearances, while JCAVS allows employers to 
view current security clearance statuses (Defense Security Service, 2016). 

 Automated Continuous Evaluation System (ACES). ACES provides automated assessment of 
eligibility of DoD personnel to access classified information. This information includes 
responses to official questionnaires, personnel administrative data (e.g., demographic, 
employment, financial, educational, citizenship, and contact information), and criminal 
justice records. The automation of the database has streamlined the security clearance 
process, saving DoD both cost and time (PERSEREC, 2016). 

 Defense Biometric Identification System (DBIDS). DBIDS is the current DoD identification 
system that combines biometrics and barcodes to identify and grant DoD personnel access to 
buildings and other secure locations, as well as to distribute departmental equipment and 
vehicles. Fingerprint or hand geometry is read and then combined with proper barcode 
readings before complete verification (Chips, 2005). 

 Defense Incident-Based Reporting System (DBIRS). Designed to meet DoD requirements for 
statutory reporting, DBIRS monitors, tracks, and organizes law enforcement information on 
crimes of interest and criminal investigations (DTIC, 2014). 

 Emergency Evacuation Tracking and Repatriation System. Tracks persons who were 
evacuated while abroad owing to emergency situations and helps to recover the costs of such 
relocations (DCPLD, 2009). 

 
Important additional sources of data are surveys undertaken by P&R, whether by DMDC acting 

for P&R, by a firm with which it contracts, or by one of its outside research organizations in support of 
the tasks it has been asked to undertake. For more than 15 years, DMDC has undertaken both one-off and 
ongoing surveys, the latter of which ask standardized questions at close intervals (e.g., once a year or 

                                                      
2 For more information about DMDC, see http://cpol.army.mil/library/permiss/115.html. 
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even more frequently for military personnel). Recent examples include the Survey of Active Duty 
Spouses,3 Gender Relations Surveys (for active duty,4 reserve component,5 and service academies6), 
Survivor Experience Survey,7 Workplace and Equal Opportunity Survey of Reserve Component 
Members,8 and the Quickcompass of Financial Issues.9 Besides eliciting demographic data from the 
respondents, these surveys seek to gather reports on specific phenomena (such as sexual assault) and on 
the outlook of the target personnel community toward their responsibilities and continued willingness to 
undertake them (such as questions about stress or intention to re-enlist).  

P&R also has available a variety of databases that derive from its management responsibilities. 
Prominent among these are the data sets it maintains on health care, whether provided in military facilities 
(overseen by the Defense Health Agency) or purchased from the private sector via the TRICARE contract 
program, which now accounts for well over half of all medical care that DoD finances. Likewise, in 
administering the Military Entrance Processing Stations (MEPS)—which, as the name indicates, test 
incoming enlisted personnel—P&R accumulates test data for all potential military recruits. 
 Additional databases were established over time to collect essential data to address specific 
challenges. One such challenge is the possibility of operating more economically by using civil service 
employees in positions now filled with military personnel, who have higher lifetime costs for the DoD. 
Executive agencies are required to conduct an annual inventory of the commercial and the inherently 
governmental activities being performed by federal employees. This report, referred to as the “Inherently 
Governmental and Commercial Activities Inventory” looks at every position in DoD from the standpoint 
of whether it needs to be filled by a servicemember or a civil service employee.  
 Likewise, concerns in both the Congress and the Executive Branch over the accuracy of reporting 
on the readiness of military units to carry out their assignments led in the last decade to establishing the 
Defense Readiness Reporting System (DRRS). A federation of existing databases, DRRS requires 
commanders—starting at the four-star level of the Combatant Commands—to periodically rate the ability 
of their units to carry out every mission-essential task in the operational plans, with the scoring 
responsibility cascading down the chain of command to the brigade level in the Army, for example, and 
analogously in the other Services (U.S. Army, 2011). To illuminate the reasons for readiness conditions, 
the system allows the user to query the supporting databases in the federated system (e.g., the database on 
equipment condition). 
 Beyond the large databases of this sort, P&R either assembles or has access to a variety of more 
limited databases, typically created to deal with a specific responsibility. Sometimes these are in the form 
of reports, whether recurring or one-time; however, a time series can be constructed only to the extent that 
the necessary archive of past submissions has been maintained. One of the most important one-time 

                                                      
3 See http://download.militaryonesource.mil/12038/MOS/Surveys/ADSS1201-Briefing-Support-Deployment-

Reintegration-PCS-WellBeing-Education-Employment.pdf.  
4 The website for the Gender Relations Surveys for active duty servicemembers is 

https://www.dmdc.osd.mil/appj/dwp/rest/download?fileName=WGRA1201_TabsVolume.pdf&groupName=pubGe
nderActive, accessed January 5, 2016.  

5 The website for the Gender Relations Survey for the reserve component is 
https://www.dmdc.osd.mil/appj/dwp/rest/download?fileName=WGRR1201_TabsVolume.pdf&groupName=pubGen
derReserve, accessed January 5, 2016.  

6 See http://sapr.mil/public/docs/reports/MSA/APY_14-15/SAGR_DoD2015_FocusGroupReport.pdf. 
7 See 

http://www.sapr.mil/public/docs/reports/FY14_POTUS/FY14_DoD_Report_to_POTUS_Annex_2_DMDC.pdf.  
8 The website for the Workplace and Equal Opportunity Survey of Reserve Component Members is 

https://www.dmdc.osd.mil/appj/dwp/rest/download?fileName=WEOR1101_TabVolume.pdf&groupName=pubOpS
urResComp, accessed January 5, 2016.  

9 The website for the Quickcompass of Financial Issues Surveys is 
https://www.dmdc.osd.mil/appj/dwp/rest/download?fileName=QCFIA1301_TabVolume.pdf&groupName=pubFinS
urAD, accessed January 5, 2016.  
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sources of data is the submission required annually for DoD’s future resource planning process, the 
Program Objective Memorandum, usually known by its acronym, POM.  

The Army Analytics Group and DMDC implemented a Person-Event Data Environment (PDE) in 
2006 in an attempt to centralize portions of DoD health, military service, and demographic data into an 
electronic repository, with improved data security and accessibility (Vie et al., 2013). This capability was 
designed to make it easier to analyze topics such as unit readiness, recruitment trends, retention rates, and 
other key issues involving DoD personnel. The PDE is a first attempt to connect these disparate data.  

While the data held within the PDE are neither classified nor secret, it does hold sensitive 
information, such as medical records and fitness-for-duty reports (Vie et al., 2013). Therefore, 
maintaining the confidentiality of the data is critical. The PDE aims to do this by requiring researchers to 
apply for access to the data, explain what analyses are being conducted with the data, and access the PDE 
through a secure remote connection. 

The committee met with PDE users from the FFRDCs, who noted that while the PDE vision 
holds promise for improving data access, some practical deficiencies exist, including a slow and 
complicated approval process for researchers trying to access the system; limited computational power, 
memory, and tools; concerns about the quality and comprehensiveness of data availability, difficulty 
uploading and merging external data and concerns about ownership of data that is uploaded; and the 
extensive reviews required to access some personally identifiable data and to export analysis results. 

Data Structure 

Most of the data sources described were constructed originally for administrative purposes, not 
for policy analysis or research. The data elements in the sets are usually defined by the needs of the 
administrative process (e.g., billing records for purchased health care, which do not necessarily document 
the episode of illness or the patient’s health status), and the data structure typically reflects the 
administrative process being supported. For example, to create a data file that tracks retention of military 
personnel, DMDC’s records (which are typically monthly snapshots of Services personnel data) can be 
linked longitudinally, revealing if an individual serving at month ݐ is still serving at month ݐ ൅ 1. 
Similarly, to evaluate the effectiveness of the Services’ policies in granting waivers to entry standards for 
applicants who have disqualifying incidents in their background checks, P&R contracted for a study that 
combined recruit entry data with subsequent disciplinary actions, promotions, and other performance 
indicators (Putka et al., 2003; Putka, 2004). As these examples illustrate, the policy analyst must typically 
use more than one file and be willing to use proxy indicators for the underlying variables of interest in 
order to carry the inquiry forward. 
 The principal exceptions to this generalization are some of the data provided in response to a 
specific data call (e.g., for multiyear budget development) and the data collected by surveys. These efforts 
usually respond to an analytic issue that motivated the request or the collection of data. Nonetheless, those 
issues may be quasi-administrative in nature and driven by an immediate administrative need: for 
example, how does the beneficiary population view a specific benefit? Or what are the earnings from 
employment of military retirees? The data call or survey may not be designed to gather the variables that 
might explain why the benefit generates the observed response or the variables that explain the choices 
military retirees make in seeking and accepting civil employment.  

Data Users 

Federal staff and staff at the relevant FFRDCs are the principal users for all sources of data that 
P&R manages. DMDC’s personnel records, for example, were used by P&R to answer Secretary 
Rumsfeld’s questions about who was bearing the burden of military deployments to Iraq and Afghanistan 
during the extended operations in those countries. His concern reflected his interest in the all-volunteer 
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force and a conviction that those burdens should be shared equitably. DMDC’s data revealed a pattern of 
utilization that failed to meet his standard and led to extended discussion with military leaders about 
corrective actions (Baiocchi, 2013). Based on these discussions, Army and Marine Corps leadership took 
action that resulted in an improvement to the balance of personnel used in deployments (CRS, 2012).  

There are 10 independent FFRDCs that work for DoD,10 three of which conduct analysis and data 
collection principally related to personnel and readiness and utilize DMDC data: the National Defense 
Research Institute (NDRI), which is operated by the RAND Corporation; the Institute for Defense 
Analyses (IDA); and the Center for Naval Analyses (CNA). 

NDRI analyzes issues related to human resources, including those relating to force management, 
readiness, support, and health care. It recently conducted, for example, a study on sexual assault and 
harassment, which was based on a survey of 560,000 servicemembers (DoD, 2015b). It also recently 
reviewed personnel systems to examine how DoD matches its personnel to positions. 

IDA examines defense policy and force planning in its Strategy, Forces, and Resources Division. 
In particular, it assesses issues related to organizational effectiveness and human capital management, as 
well as force structure and military capability alternatives. It recently completed a study, for example, of 
how to encourage personnel to learn to speak foreign languages and how to make sure that 
servicemembers who already have language and cultural skills are assigned the right locations. In this 
study, IDA argued that the military should not try to develop or to identify servicemembers with such 
skills but should instead contract out for these skills. It also conducted a study to project the psychological 
health care needs of active duty servicemembers.  

CNA conducts research that evaluates workforce management and military readiness. Its 
researchers have, for example, developed simulation tools to project what positions are needed, how those 
positions will be staffed, and how the personnel in the positions are to be trained and educated. CNA also 
drafts congressionally mandated reports on servicemember characteristics (DoD, 2016).  

Advisory panels to the government also draw on DMDC data. The Military Compensation and 
Retirement Modernization Commission used these data sources for crafting an alternative approach to 
military retirement, and for testing its ability to replicate the current profile of military retention, and thus 
the experience levels the military would enjoy. Those estimates were produced by the FFRDCs that work 
for DoD, in this case, RAND’s NDRI. Likewise, the IDA used the data sources of the Defense Health 
Agency to estimate for the Military Compensation and Retirement Commission the likely financial 
impact of a revised approach to the military health benefit.  
 DoD can and does turn to other analysis organizations besides the FFRDCs, including large for-
profit consulting firms. In doing so, however, it must be especially vigilant about conflict of interest 
issues and analytic independence, which the FFRDCs are explicitly structured to protect. These firms may 
likewise employ the same data sources described here. For example, the Human Resources Research 
Organization (HumRRO) developed a cost-performance trade-off model for P&R to use in estimating the 
effects of recruiting budgets on the quality and job performance of new recruits (McCloy et al., 1992).  
 Groups with an interest in DoD policies and their implications may also seek to use these data 
sources. For example, the Services often use DMDC data in their Service-specific personnel research and 
analysis efforts. Independent scholars may also apply for access to these data sources.  
 As might be imagined, release of these data beyond the originating office is governed by the 
applicable statutes and federal policies, including those intended to protect human subjects. The federal 
staff enjoys the greatest access, as do advisory panels. The FFRDCs, by the terms of their charters and the 
restrictions placed upon them (such as specific policies for avoiding organizational conflicts of interest), 

                                                      
10 The 10 DoD FFRDCs are divided into R&D laboratories (Lincoln Laboratory, Software Engineering 

Institute, and Institute for Defense Analyses Communication and Computing Center), systems engineering and 
integration centers (The Aerospace Corporation and MITRE National Security Engineering Center), and study and 
analysis centers (Center for Naval Analyses, Institute for Defense Analyses, RAND Arroyo Center, RAND National 
Defense Research Institute, and RAND Project Air Force). 
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may also be granted a high level of access, although not normally to personally identifiable information—
records are often anonymized before being released to the FFRDCs. Although the FFRDC data requests 
respond to taskings from DoD, the granting of access to data may involve considerable negotiation and 
delay. Beyond the FFRDCs, sharing of these data with other organizations is more limited, although the 
Army and DMDC’s PDE represents an effort to respond to requests for data in a manner that balances 
those requests against both privacy and government concerns.  

FFRDCs house their own data in some cases, but usually such data collections are limited in 
scope and relate to ongoing or long-term studies. The majority of data utilized by FFRDCs is housed 
within DMDC and are often used in conjunction with external data such as those from the VA and the 
Bureau of the Census. Researchers are attempting to use the DMDC’s PDE to access and utilize data but 
are encountering challenges, discussed earlier in this chapter and in Chapter 7.  

P&R DECISION MAKING 

Mission-Critical Decisions in Need of Improved Data Analytics 

As mentioned in Chapter 2, P&R decision making is focused in six areas, each of which is 
discussed in this section: 

 
1. Ensuring DoD can recruit, train, motivate, and retain the necessary numbers of qualified 

personnel; 
2. Creating incentives that guide DoD to an optimal mix of personnel; 
3. Ensuring DoD creates a force that is ready to carry out directed actions; 
4. Influencing DoD’s decisions that affect the shape of military careers; 
5. Ensuring the Services supporting DoD’s personnel are properly structured and provided; and 
6. Anticipating and responding to sensitive behavioral issues.  

Ensuring DoD Can Recruit, Train, Motivate, and Retain the Necessary Numbers of Qualified 
Personnel 

P&R must ensure that DoD can recruit, train, motivate, and retain the necessary qualified 
personnel. For DoD civil service employees, P&R works in partnership with the Office of Personnel 
Management in accordance with Title V of the U.S. Code. However, there is a particular subset of DoD-
employed civil service employees who are managed entirely within the department—for example, highly 
qualified experts and nonappropriated fund employees.11  

P&R is responsible for ensuring the success of the all-volunteer force. Among other things it 
makes recommendations on pay policy and fringe benefits (which must be codified in statute) and on the 
setting of standards (physical, mental, and moral) for military service, and it participates in decisions on 
the host of factors that make up what one might call the “social compact” between DoD and those who 
choose to serve it.  

For analysis of personnel issues—the recruit, train, motivate, retain function—P&R can turn to 
the Active Duty Military Personnel Master File maintained by DMDC, the Reserve Components 
Common Personnel Data System, and the Defense Civilian Personnel Data System. These record systems 
provide basic demographic data, educational information, and a history of individual pay grades and 
assignments. For civil service employees, the record includes training received, performance ratings and 

                                                      
11 Nonappropriated fund employees are civilian employees who are paid from nonappropriated funds (10 U.S. 

Code § 1587). 
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awards, and disciplinary actions. The military personnel records include entrance exam results (including 
physical and cognitive aptitude test results) and military occupational specialty (defined for civil service 
employees by the position held and by occupational series). Because these records are continuously 
maintained, they can be used to analyze cohort behavior (e.g., retention of individuals from one year to 
the next or retirement from the civil service) and to relate those behaviors to characteristics such as 
gender, race, education, employment history, and income.  

For a broader behavioral picture, P&R can turn to surveys undertaken by DMDC, principally of 
military personnel, both active and reserve components. For over 15 years, these surveys have been 
regularly fielded with standardized questions focused on retention and satisfaction with military life, plus 
usually at least one other topic of immediate interest. At longer intervals, surveys tailored to a major issue 
are fielded (e.g., employment of military spouses, earnings of military retirees, or sexual assault). Such 
focused surveys may also be undertaken by outside research organizations, including the FFRDCs, at the 
behest of P&R or one of the Services, which will also conduct their own surveys.  
 Contemporary budget pressures may be responsible for the marked reduction in the number and 
frequency of DMDC surveys beginning in 2010, relative to 2003-2009. This decrease makes the survey 
less useful as a predictive or leading-indicator tool. The Status of Forces survey of active duty personnel, 
for example, was typically taken two or three times a year in the earlier period. DMDC has also dropped 
its pursuit of QuickCompass surveys, which were intended to provide more rapid results than a standard 
survey instrument. Data analytics may turn out to be an economical substitute for the earlier survey 
approach.  
 Offsetting these reductions, DMDC launched its first longitudinal survey, the 2010 Military 
Family Life Project, focused on military family life and intended to measure the well-being of military 
spouses and families over time. This study consisted of four surveys given over a 2-year period, with 
every active duty spouse surveyed at least once to create a matched couple file. The Military Family Life 
Project also measured how families cope with relocations and deployments.  

P&R and the military Services also use data from publicly available sources (e.g., the 
Employment Cost Index or the unemployment data published by the Department of Labor) to gauge the 
attractiveness of military service relative to civilian opportunities. P&R may collect more detailed data 
itself (e.g., its annual survey of prevailing wages, used to set blue-collar wages for both DoD and the 
federal government as a whole) or engage others to do so (e.g., tracking the propensity of American 
youths to volunteer for military service, ongoing since 197512). Many of the data sources used to 
formulate decisions are also used to track and ensure that the decisions are robust. 
 P&R occasionally partners with other agencies to ensure its interests are reflected in the data they 
collect. Perhaps the most notable example is the National Longitudinal Survey of Youth 1979 (NLSY79), 
in which DoD financed an expanded military sample of the Department of Labor initiative, using it to 
create national norms for the Armed Services Vocational Aptitude Battery (ASVAB), the cognitive 
entrance examination for military service, and other purposes.13  

Creating Incentives That Guide DoD to an Optimal Mix of Personnel 

P&R helps create the incentives that guide DoD to an optimal mix of personnel, for which the 
headline issue is the mix of servicemembers, civil service employees, and contractors who staff the 
enterprise (see DoD Directive 1100.4). Because settling on the best mix of personnel types can engender 
considerable controversy, it is all the more important that the data on which these decisions are based be 

                                                      
12 Although, the methodology changed between 1999 and 2001. See 

http://www.dtic.mil/dtic/tr/fulltext/u2/a416458.pdf. 
13 For a brief summary of NLSY79, see http://www.users.nber.org/~kling/surveys/NLSY79.html.  
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viewed as accurate and definitive. P&R’s influence on overall personnel mix is often indirect, through 
budget decisions or planning rules that channel choices appropriately. 

In contrast to the robust set of data sources available to P&R for the analysis of the “recruit, train, 
motivate, and retain” function, fewer data are available to analyze the “mix of personnel” issue. An 
important resource is Fully Automated System for Classification (U.S. Army, 2012). P&R and allied 
offices (especially in the military Services) supplement this data source by commissioning analyses of 
specific personnel trade issues, often by the FFRDCs. Because of the interest in what the private sector 
should (or should not) do, these analyses have created considerable literature on public-private 
competitions (long an interest of the Office of Management and Budget under its Circular A-76).14 That 
literature concludes that the competitions typically generated savings for the federal government, often 
because a revised but streamlined government operation won (OMB, 2003). Government organizations 
often commission studies to estimate what staffing is required to undertake the assigned tasks.15   

The private sector has invested heavily in relevant decision-making research areas. The problem 
of determining staffing requirements to undertake projects or tasks has been studied using predictive 
(statistical) analytics; for example, Hu et al. (2007) and Cao et al. (2011) apply statistical methods to 
historical data on business service engagements in order to infer the levels of staffing skills that have led 
to successful engagements. The optimal composition of the workforce over time has been considered 
through a combination of predictive analytics and prescriptive (optimization) analytics; this combination 
includes optimal decisions with respect to recruiting, retention, and training or retraining over time to 
realize the optimal workforce composition and address skill and talent shortages and surpluses; refer to 
Cao et al. (2011) and the corresponding examples in Appendix D. Lastly, the problem of sourcing—that 
is, choosing among different suitable resources to satisfy demand for a particular project or task—has 
been studied as a specific instance of a general class of dynamic resource allocation problems and 
addressed through approaches based on prescriptive analytics (refer to Gao et al., 2013, and the 
corresponding example in Appendix D). Hoffmann et al. (2012) and Dietrich et al. (2014) describe the 
use of data analytics to address various aspects of workforce and talent management in organizations. 

Research in this area began in the 1970s. White (1970) studied workforce and talent management 
using models of mobility in organizations, including the notion of vacancy chains. Then, Bartholomew 
(1973) developed mathematical models of social phenomena and applied stochastic processes to 
workforce planning. Vajda (1978) also considered mathematical aspects of workforce planning. Gael 
(1988) described methods of analyzing jobs to meet specific situations and objectives, including job 
evaluation, wage incentives, job design, affirmative action, employee performance measurement, data 
collection techniques, and job diagnosis. 

                                                      
14 OMB Circular A-76, Performance of Commercial Activities (05/29/2003), including technical corrections 

(OMB Memorandum M-07-02 (10/31/2006) and OMB Memorandum M-03-20 (08/15/2003)): 
https://www.whitehouse.gov/sites/default/files/omb/assets/omb/circulars/a076/a76_incl_tech_correction.pdf. 

Examples of the “outsourcing” or “competitive sourcing” literature include Frances P. Clark et al., “The Impact 
of Large Multi-Function/Multi-Site Competitions,” CNA, CRM D0008566.A2-Final, August 2003; Edward T. 
Morehouse, Jr., “Overview of Competitive Sourcing and Privatization, Framing the Issues for Army Environmental 
Cleanup,” IDA, D-2359, February 2000; and Beth J. Asch and John D. Winkler, “Ensuring Language Capability in 
the Intelligence Community: What Factors Affect the Best Mix of Military, Civilians, and Contractors?” RAND, 
TR-1284-ODNI, 2013. 

15 See, for example, Gerald E. Cox, “Improving Cost Estimates in the Force Mix Allocation Process for the 
Active and Reserve Components,” CNA, DRM-2012-U-003418-Final, February 2013; Thomas H. Barth et al., 
“Staffing Cyber Operations,” IDA, NS D-5472, May 2015; and Terrence K. Kelly et al., “Stabilization and 
Reconstruction Staffing: Developing U.S. Civilian Personnel Capabilities,” RAND, MG-580-RC, 2008. 
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Ensuring DoD Creates a Workforce That Is Ready to Carry Out Directed Actions 

P&R is responsible for helping to ensure that DoD creates a workforce that is ready to carry out 
the actions the President directs. While that responsibility is generally measured in terms of agreed 
indicators of unit performance (e.g., as instantiated in the DRRS), it also includes responsibility when 
units or individuals do not perform as expected. Its responsibility for readiness outcomes meant that P&R 
would play a significant role in the decision regarding which units would carry out operations in 
Afghanistan and Iraq (the so-called “deployment orders” process). Readiness also embraces the physical 
health of the workforce, with issues ranging from vaccination compliance to the stockpiling of medicines 
against pandemic disease.  

DoD traditionally measured readiness through inputs to the Status of Resources and Training 
System (SORTS). It relied first on empirical measures (e.g., personnel fill) and then on an overall 
readiness judgment by commanders. The latter, of course, is subject to the same weakness as any 
judgmental score (such as manipulation in response to bureaucratic pressures),16 and the former fails to 
address whether the unit can carry out its assigned missions. In the 1990s, Congress insisted on a review 
of readiness assessment bias, which helped justify the implementation of the revised system DRRS 
(Tillson et al., 2000). While DRRS does include SORTS data, it focuses on the mission-essential tasks 
associated with each operational plan and asks commanders—starting with the most senior and cascading 
down the chain—to evaluate the ability of their units to carry out those tasks. This process provides finer 
resolution and more nuanced data than were previously available. At the same time, DRRS provides 
access to other DoD data files that facilitate judging the reasonableness of those evaluations, the causes of 
any shortcomings, and the potential for remedial action. 

Influencing DOD’s Decisions That Affect the Shape of Military Careers 

P&R plays a role in DoD’s decisions that affect the shape of military careers—for example, 
promotion criteria and policies. The basic structure is prescribed by the Congress, through a combination 
of statutory authority and direction (e.g., the Defense Officer Personnel Management Act) and limits 
placed on certain choices (e.g., grade ceilings). Under Declarations of National Emergency, which have 
been in effect continuously since September 2001, Congress has given DoD broad authority to waive 
many of the statutory limitations, with the result that P&R must, at a minimum, advise on how that waiver 
authority should be used and often actually administer it.  
 Some Secretaries of Defense take an especially active interest in shaping military careers and 
enhancing the role that P&R is expected to play. During Secretary Rumsfeld’s tenure, DoD proposed and 
persuaded the Congress to make a number of statutory changes, including loosening restrictions on the 
length of military careers. Secretary Carter is likewise taking a strong interest in personnel issues, tasking 
his Acting Under Secretary of Defense (Personnel & Readiness) to consider sweeping changes in order to 
better manage DoD’s talent and to attract new talent to its ranks. Although the shaping of military careers 
is importantly governed by statute, P&R is the steward of the process by which statutory changes are 
proposed. Change may arise from concerns of the Military Departments or the Congress, or from the 
agenda of the Secretary of Defense or the President. Again, it is the personnel master data files, 
supplemented by survey responses and special studies, that give P&R insight into potential statutory 
solutions and their likely effects.  

                                                      
16 In 1999, the Washington Post published an article entitled “Two Army Divisions Unfit for War,” which told 

of both the 10th Mountain Division and the 1st Infantry Division receiving the lowest possible rating for unit 
readiness. In response to inquiries from Congress and the White House, the Army authorities said the primary reason 
for this rating was the peacekeeping mission in the Balkans, which required up to a half of their troops. The Army 
went on to state that the two divisions in question were “more ready to fight than the new evaluation suggests.” 
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Special studies can play a particularly important role in this regard. In the early 2000s, RAND’s 
Aligning the Stars report was used in support of the argument to lengthen military careers, in order to 
capitalize more fully from the experience of long-term personnel (Harrell et al., 2004). As is often the 
case, this study utilized several databases and models to conduct its analysis. The RAND study utilized 
three databases to generate overall historical patterns, provide detailed information on common sequences 
of jobs, and generate inputs for modeling: the General and Flag Officer (G/FO) database maintained by 
the Directorate of Information Operations and Reports (DIOR),17 the G/FO database maintained by 
DMDC,18 and the Joint Duty Assignment Management Information System (JDAMIS).19 The analysis 
was then conducted using two independent models (a steady-state system dynamic model and a more 
detailed entity-based model) and was subsequently validated on a third model to demonstrate that keeping 
very senior officers in service longer would not erode promotion opportunity for the next cohort, provided 
prompt decisions were made about which officers truly merited that opportunity. While in its later action 
Congress left in place the looser age limits needed to implement change, it revoked some of the better 
pension rights awarded the most senior officers. The RAND report helped put to rest the fear that such a 
policy change would clog the promotion system. While other controversies made it difficult to secure and 
implement change, DoD did succeed in some loosening of the statutory restrictions.  

Good data are especially important under a Declaration of National Emergency, which is how the 
DoD currently operates, because many of the statutory restrictions on military personnel management 
(e.g., limits on the number of personnel in the more senior grades) can be waived in that circumstance. 
The personnel master files contain information on personal characteristics, such as name, social security 
number, date of birth, gender, race, ethnic group, and education, as well as information on military 
characteristics such as service, pay grade, months of service, and duty occupation (GAO, 2005). These 
data on servicemembers, which have been actively collected since 1971, give P&R the ability to judge 
whether requests for waivers are justified.  

A different sort of waiver, likewise linked to career shaping, involves the statutory requirement 
that promotion to general or flag officer (i.e., one star and above) requires a certain amount of “joint” 
experience (essentially, experience in a non-Service-specific position, with the Joint Staff or a combatant 
command) (DoD, 2014). That experience is routinely credited when the billet is designated, but an issue 
arises when the content might meet the spirit of the statute even if the billet lacks such a designation. P&R 
is empowered to approve such a substitution and must judge based on descriptive material submitted by 
the military Service.  

The issue of career shape is a central element of the current Secretary of Defense’s Force of the 
Future initiatives, described in Chapter 2. Analogous issues related to career shaping and talent 
management arise in the private sector. This includes recruiting, training, retaining, managing, promoting, 
compensating, and developing critical skills and talent across different parts of an enterprise (such as the 
military and civil service sectors of DoD). Other analogous issues include the sourcing of demand for 
DoD projects and tasks via servicemembers, civil service employees, and alternative options, as well as 
the allocation of human capital resources. Lessons learned and the combinations of predictive (statistical) 
analytics and prescriptive (optimization) analytics developed in these areas, some of which have been 

                                                      
17 The G/FO database maintained by the Directorate of Information Operations and Reports (DIOR) is an 

aggregation of the General and Flag Officer Roster, an exhaustive list published monthly by DIOR. It tracks all 
active and reserve General and Flag Officers, maintaining information such rank, specialty, service, job title, and 
unit. 

18 The G/FO database maintained by DMDC contains the personnel history (starting in September 1975) of all 
officers promoted to the rank of O-7 on or after January 1, 1990. Fields include name, date of birth, service, rank, 
occupational code, unit identification code, and unit address. The RAND report notes that the data in the DMDC 
database were more complete than those in the DIOR database but lacked a job title and unit name, which made it 
infeasible to use the DMDC data to perform the filtering of positions at the center of RAND’s analysis. 

19 JDAMIS is a relational database containing data on “joint” positions and the officers who have served in at 
least one of those positions. 
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described above and others of which are described in Appendix D, may be useful to help address P&R 
requirements with respect to career shaping and talent management. 

Ensuring That Programs Supporting DoD’s Personnel Are Properly Structured and Provided 

P&R is responsible for ensuring that various services supporting DoD personnel are properly 
structured and provided. Health care for military personnel and their families, and for military retirees and 
their families, is the leading example. Others include the availability of household goods, the education of 
military children overseas, and the opportunity for healthy leisure activity (mostly through 
nonappropriated fund activities). This responsibility is reflected not only in the Assistant Secretary for 
Health Affairs’ reporting to Under Secretary, but also in an entire office focused on “Military Community 
and Family Policy.” 

The responsibility for providing key services, especially health care, drives some of P&R’s most 
extensive data collection and analyses. It is responsible for the data systems that record all inpatient and 
outpatient care delivered in military facilities, as well as care purchased from private providers, including 
civilian hospital and nonhospital care to eligible dependents and retirees (through the Civilian Health and 
Medical Program of the Uniformed Services, commonly known as TRICARE) (Jansen, 2014). P&R is 
interested in the health status of its personnel and the productivity of its facilities—for instance, if 
vaccinations are up to date and how its clinicians compare to civilian practitioners. DoD is now 
developing a revised electronic health record for the care it delivers, which must be sharable with the 
Department of Veterans Affairs (DoD, 2015c).  

One of the significant sources of health data originated from concerns that arose in the first 
Persian Gulf War about the effects of deployment on long-term health outcomes (“Gulf War Syndrome”). 
To improve its ability to assess the health effects of future exposures, DoD initiated the Millennium 
Cohort Study, where individuals are followed longitudinally and asked questions about post-traumatic 
stress (PTS) and marital status, for example. Scholars have used the data from the survey to examine 
questions related to health, sexual harassment, and employment (NRC, 2014).  
 Data sets assembled by P&R in the course of managing services extend well beyond health 
issues. For example, because it is responsible for the Military Entrance Processing Stations (MEPS), P&R 
oversees the administration of the Armed Services Vocational Aptitude Battery (ASVAB) and maintains 
the test results. In similar fashion, P&R is responsible for operating the schools for military children 
overseas (and, for historical reasons, in certain parts of the United States) through its DoD Educational 
Activity, which uses standardized test scores, such as TerraNova Assessment tests, to monitor the 
progress of students.  

Anticipating and Responding to Sensitive Behavioral Issues  

P&R must both anticipate and respond to sensitive behavioral issues. These include long-term 
issues such as the incidence of tobacco use and abuse of alcohol, and urgent issues such as sexual assault 
or constraints on religious expression. P&R’s responsibility for dealing with issues arising from personal 
behavior engenders a number of specialized databases assembled both to gauge the extent of a problem 
and to monitor progress of policy actions taken. For example, the concern with sexual assault led P&R to 
conduct four major surveys of active duty troops, in 2002, 2006, 2010, and 2012; reserve components 
were surveyed similarly in 2004, 2008, and 2012; and DoD commissioned an independent study of the 
frequency and magnitude of unwanted sexual contacts (RAND, 2014).  

P&R’s survey instruments are designed to provide immediate answers, often by tabulating the 
frequency of responses after weighting the data to reflect the underlying population. A number of key 
questions are asked consistently over time so that trend analyses can be constructed (e.g., for satisfaction 
with military life, family satisfaction, intentions to remain in military service, stress). The instruments 
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may also be used to estimate variables needed for specific policy purposes (e.g., estimates of family 
income to gauge the effect of policy changes). But as is the case with the sexual harassment/sexual assault 
surveys, the instruments are also designed to facilitate deeper analyses over a longer period of time. 
Typically, predictive models are constructed to explain the observed results as a function of (1) 
respondent background and (2) respondent behavior hypothesized to influence the observed results. 
These, in turn, are often employed for prescriptive purposes (e.g., to redesign elements of the 
compensation package). 
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Overview of Data Science Methods 

INTRODUCTION 

Data applicable to personnel and readiness decisions are increasing rapidly as is the potential to 
make meaningful decisions enhanced by previously inaccessible information. Automation of tracking, the 
increase of new data types (e.g., social media, audio, video), enhanced storage of electronic records, 
repurposing of administrative records, and the explosion of modeling data have all increased the 
availability of data. However, making full use of these data requires not only proper storage and 
management (Dasu and Johnson, 2003; Wickham, 2014) but also advanced analytical capabilities.  

This report considers data science in its broadest sense, as a multidisciplinary field that deals with 
technologies, processes, and systems to extract knowledge and insight from data and supports reasoning 
and decision making under various sources of uncertainty. Here, two aspects of data science are of 
interest: (1) the management and processing of data and (2) the analytical methods and theories for 
descriptive and predictive analysis and for prescriptive analysis and optimization. The first aspect 
involves data systems and their preparation, including databases and warehousing, data cleaning and 
engineering, and data monitoring, reporting, and visualization. The second aspect involves data analytics 
and includes data mining, text analytics, machine and statistical learning, probability theory, mathematical 
optimization, and visualization. 

This chapter discusses some of the data science methods and practices being employed in various 
domains that pertain to the analysis capabilities relating to personnel and readiness missions in the 
Department of Defense (DoD). Many of these methods are well known to the personnel and readiness 
community. Some of the important considerations discussed include how descriptive and predictive 
analytics methods can be used to better understand what the data indicate; how decision making under 
uncertainty can be enhanced through prescriptive analytics; and the usefulness and limitations of these 
approaches. 

The proliferation of data and technical advances in data science methods have created tremendous 
opportunities for improving these analysis capabilities. This section focuses on data science methods, 
including those associated with data preparation and descriptive, predictive, and prescriptive analytics, 
thus providing some of the technical details and foundation for the data science methods that will be 
referenced in subsequent chapters. Figure 4.1 illustrates the typical evolution from data sources to 
analysis results. This chapter does not discuss considerations needed for all modeling (e.g., to avoid 
overfitting data and to evaluate stability in terms of cross-validation) but instead offers a nonexhaustive 
list of methods to introduce some key approaches relevant to the missions of the Office of the Under 
Secretary of Defense (Personnel & Readiness), referred to throughout the report as P&R. Many of these 
methods are well known to researchers in the personnel and readiness community and are only cursorily 
discussed, while others that the committee believes are not widely used have been explained in more 
detail. This chapter discusses just the methods, while Chapter 7 provides some examples of how the 
methods could be applied to P&R mission areas. 

The increase in the volume of data does not in and of itself lead to better outcomes. There are 
challenges associated with storing, indexing, linking, and querying large databases, but perhaps the most 
significant challenge is drawing meaningful inferences and decisions from analysis of the data. As 
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according to a recent survey of data scientists by CrowdFlower (Biewald, 2015). This intensive overhead 
cuts down on the effective productivity of data analysts and may deter them from undertaking certain 
studies. The following sections discuss some of the tasks involved in preparing data for analysis and some 
techniques to assist analysts with those tasks. 

Common Data Preparation Tasks 

Data in their original form are not typically ready to be used without some initial work. This 
section discusses some steps commonly taken to prepare data for analysis, including locating, acquiring, 
and ingesting data; assessing and cleaning data; reconciling and making data uniform; extraction, 
restructuring, and linking data; coding and annotating data; and updating data as new information 
becomes available. These issues are discussed in this section, and ways to approach them will be 
discussed in the following section.  

Data Location, Acquisition, and Ingestion  

An analyst might need to first determine whether data suitable for a particular analysis exist in a 
particular organization, and, if they do exist, how can they be accessed or how can a copy be obtained. 
Once the data are in hand, the analyst might need to load them onto a different system to working with 
them. If the data need to be loaded into a database management system (DBMS), then the analyst or 
database administrator will need to provide a database schema (definitions of the different tables and their 
formats) and possibly write scripts to ingest the data into the DBMS. 

Data Assessment and Cleaning 

 Data from transactional (administrative) systems are often repurposed for analysis projects. Data 
that might be sufficient for operational use might nevertheless present problems for analysis. For 
example, if a “language skills” field in a personnel record is examined only by humans, then variation in 
values such as “Chinese (Cantonese),” “Cantonese,” or “Chinese (Yue dialect)” might present few 
analytical challenges to a human with some knowledge of linguistics. However, if examined by a 
computer algorithm, it might have to be regularized before use with data analysis routines. Administrative 
data can also have spurious and missing values, differences in data representations (such as different 
formats for dates and times), compound values (e.g., a list of languages instead of a single language), and 
various kinds of noise (such as those that arise from data-entry errors). An analyst wanting to repurpose a 
data source will need to spend time assessing what kinds of quality problems might exist in the data and 
whether they can be adapted for the current study. Once quality is assessed, there will likely be a data-
cleaning phase, in which errors, inconsistencies, and duplicates are detected and either corrected or 
excluded. Even when data have been specifically collected for a study—rather than being repurposed 
from another use—there can be quality problems. For example, surveys can have a missing or 
inappropriate response or have entire sections that were not completed or failed to cover certain segments 
of the target population. 

Data Uniformity and Reconciliation 

 If an analysis is to use multiple data sources, how a particular data item is interpreted or collected 
across sources can vary. For example, one source might break down spoken versus written language 
skills, while another lists only the language. Or, one source might refer to explicit instruction or testing in 
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a language, while another relies on self-reported capabilities. Reconciling such variation will ultimately 
require the analyst to decide what is appropriate for a given study. However, there is sometimes little or 
no clear documentation on the precise meaning of different fields, complicating the job of the analyst. 

Data Extraction, Restructuring, and Linking 

 Data often arrive in a form that does not directly match the input requirements of the analysis 
tools, especially if they are being repurposed from another use. Some data values might be captured in 
free-text fields, a data set as a whole might have the wrong organization, or the values for analysis could 
be split up across several files. As an example of wrong organization, the analyst might have a collection 
of records, each with a date of enlistment and current pay rate. A statistical package that would correlate 
the two might want two parallel lists, one with enlistment dates and the other with pay rates. Overcoming 
such problems can necessitate a significant effort by the analyst to pull appropriate values from text fields 
(or write a script that will do this), to restructure the data, or to link corresponding records across two or 
more files.  

Data Coding and Annotation 

Sometimes in preparation for analysis, data values need to be mapped to a fixed set of categories, 
particularly for survey responses. For example, a field listing a job title might need to be first classified as 
to “service,” “manufacturing,” “construction,” and so forth. Data might need to be further “adorned” with 
additional information before analysis. For example, a geographic analysis might require addresses in the 
data to be “geo-coded”: translated in latitude-longitude pairs.  

Data Currency and Refresh  

Most administrative data sources are not static. It may take considerable time to acquire a data 
set, ingest it, clean it, and otherwise prepare it for analysis, by which time the data may be out of date. 
Even if existing records do not change (e.g., history of past pay slips), a data source may be augmented 
periodically (i.e., new pay slip records added every two weeks), meaning a copy of that source will need 
to be refreshed if it is to remain current. It might seem that using a data source in situ at its original 
location would avoid problems with stale or incomplete data. However, such use is often not feasible 
because the data source cannot be accessed remotely, the host system does not want to allow the 
additional processing load of analytic queries, or the data cannot be cleaned in place. 

Data Preparation Methods 

With such large amounts of a data analyst’s time being spent on data preparation, techniques that 
reduce such overhead have high value. This section describes some of the main data preparation methods. 

Reusing Attention 

 Avoiding data preparation tasks by capturing results of previous work is the first step in reducing 
an analyst’s load. The bounding constraint in data analysis is often human attention, so reusing that 
attention where possible helps conserve that resource. Too often, data preparation work results in a 
spreadsheet or data set that resides on a personal workstation and is not even visible to others who might 
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benefit from its use. Having shared repositories of data with various degrees of preparation can at least 
spread the investment of human attention. In commercial practice, such repositories span the range from 
“data lakes” (Stein, 2014) that merely collect raw data in one place to full-fledged data warehouses1 that 
regularize, clean, and integrate data according to a common schema. 

Some authors have suggested a virtual warehouse approach that leaves data in their source system 
and provides a federated search or query capability over the collection of sources. This approach does not 
seem good for P&R analyses for several reasons: 

 
1. The original data often reside in production systems that would not necessarily tolerate the 

additional load of analytic queries. 
2. Federated approaches are predicated on using a common query language, such as SQL, across 

sources that share a data model, such as relational databases, a requirement that is not met by 
many of the potential data sources the committee considered. 

3. The federated approach generally does not accommodate transformed or restructured versions 
of the data, as it is usually not possible to create arbitrary new data sets at the sources. 

4. Federation entails repeated transfer of information to answer various requests, with each 
transfer increasing the risk of data interception, either in transit or at the originating or 
receiving system. This risk may not be tolerable for many of the sensitive and confidential 
sources in this domain. 

Data Assessment, Cleaning, and Transformation  

For structured data, such as relational databases,2 there is a wide range of mature commercial 
tools for data preparation, especially in connection with data warehousing and data integration activities 
(Rahm, 2000). Data profiling tools have been available for decades but are still the subject of active 
research (Naumann, 2013). Data profiling collects statistics and other information about a data set, such 
as min and max values, frequent values, and outliers, in order to understand the nature and quality of the 
data before further processing. Extract-transform-load (ETL) tools have been around since the advent of 
data warehousing (Kimball, 2004). Such tools help extract data from source systems, transform it 
appropriately, and then load it into a target system, often a data warehouse. The transform stage is 
generally the richest, having a rule-driven framework encompassing both data manipulation and data 
validation. Data manipulation includes dropping columns, recoding values, calculating new columns, 
splitting or combining values, joining tables, and aggregating or reordering data. Data validation can 
include checking format, testing values ranges, and look-up in tables of legal values. 

More recently, tools have appeared to work with broader classes of data. One example is 
OpenRefine (formerly Google Refine), an open-source tool for data cleaning and transformation that can 
work with CSV files, XML data, RDF triples, JSON structures, and other formats (Verborgh, 2013). The 
PADS project (Fisher, 2011) works with an even broader class of inputs, so-called ad hoc data formats. 
Ad hoc data formats are those arising from particular applications where there is no existing base of tools 
for manipulating the data and can arise in areas such as telecommunications, health care, sensing and 
transportation. PADS uses a data description of a given source to generate a range of tools, such as 
parsers, validators, statistical analyzers, and format converters. Furthermore, PADS facilitates learning the 
data description given a set of examples from a source. 

                                                      
1 A data warehouse can be viewed as a kind of database, organized to facilitate reporting and analysis. Hence it 

often combines data from multiple sources across an enterprise and is generally updated periodically in a batch 
fashion, in contrast to online transaction processing (OLTP) databases, organized to support small, frequent updates. 

2 Relational databases are databases structured to recognize relations among stored items of information—for 
example, by storing data in tables with rows and columns. 
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Entity Resolution and De-Duplication 

 A common task in data preparation is identifying multiple records that refer to the same thing. 
This task can arise for many reasons, such as the lack of a clean database (e.g., an address list that has 
repeated information) or combining two data sources about the same subject (even if the individual 
sources are duplicate-free). There is a large body of tools to handle this problem, known variously as 
entity resolution, object identification, reference reconciliation, and several others (Getoor, 2012). These 
tools use a variety of approaches, such as approximate match, clustering, normalization, probabilistic 
methods, and even crowdsourcing. 

Data Imputation 

Missing values can cause problems for various kinds of analytic methods. In the face of such 
problems, one can seek alternative methods that tolerate missing data, or one can impute the missing 
value (fill it in with an estimate). Imputation methods can be as simple as inserting a default value or 
more complex, such as consulting a historical archive or using a statistical model. However, not all 
imputation methods are suitable for applying at the data preparation stage; rather, they are applied as part 
of analysis. For example, multiple imputation constructs several data sets from an initial data set with 
missing values, then runs the analysis on each and combines the results (Enders, 2010). 

Natural Language Processing 

Multiple individuals3 in both the government and commercial sectors told the committee that 
natural language processing (NLP) would soon “be ready for prime time,” for use in data preparation 
tasks. For example, the committee heard that the Defense Manpower Data Center’s (DMDC’s) Data 
Science Program is testing NLP methods against human coding of free-text data as part of a task to find 
predictors of outcomes for appeals of security clearance decisions. There are already some specialized 
tasks where NLP approaches have been very successful, such as named entity recognition (NER). NER is 
the process of extracting phrases from text that identify specific entities such as persons, places, and 
organizations. NER techniques are quite robust, and some work across multiple languages (Al-Rfou, 
2015). Much current research focuses on broader NLP tasks, such as text analytics, which seeks to extract 
text features that can be used with structured analysis methods. Text analytics supports applications such 
as sentiment analysis, relationship extraction, and medical-record coding. 

Automated Data-Quality Management 

The advent of big data in many domains means that manual methods of data-quality assurance are 
no longer feasible. Thus, automated data-monitoring techniques are of increasing interest, with much of 
the initial work carried out in the context of data coming from sensors. Early efforts rely on human 
construction of rules that apply “sanity checks” to the data. For example, the National Oceanic and 
Atmospheric Administration’s guide for automated checking of buoy data has a rule that checks that near-
shore instruments do not report significant swells originating from the direction of land (NBDC, 2009). 
However, there are machine-learning approaches that require less human intervention (Isaac and Lynes, 
2003; Smith et al., 2012). 
                                                      

3 These discussions occurred during the committee’s meetings, site visits, and follow-up discussions with 
relevant individuals. Please see Appendix C for a full list of public committee meetings and the Acknowledgments 
section of the front matter for a list of individuals who provided input to the study. 
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As described in detail above, data cleaning and linking challenges need to be overcome before 

any analysis can occur. In most cases, study resources are largely utilized during these stages. Predictive 
and prescriptive models require follow-on efforts to calibrate, correct, and reanalyze results, which makes 
them difficult to undertake in a resource-constrained environment where urgent decisions for resolving 
pressing problems are needed. Lastly, the confidence and significance of results need to be assessed for 
all data analyses. It is important to validate all results to see if they make sense and represent effects as 
expected.  

The following sections describe some approaches toward descriptive and exploratory analysis 
(using data to summarize and visualize the current state), predictive analysis (using data to determine 
patterns and predict future outcomes and trends with methods such as linear and nonlinear regression, 
classification, data mining, machine learning, text analysis, Bayesian methods, and simulation), and 
prescriptive analysis (using data to determine a set of decisions and/or actions that gives rise to the best 
possible results based on various predicted outcomes from predictive analytics and subject to various 
constraints using stochastic models of uncertainty, mathematical optimization under uncertainty, and 
optimal solutions). 

Descriptive and Exploratory Analysis 

Descriptive analytics are the most common form of data analytics because their primary purpose 
is to summarize and understand existing data. They are typically the least challenging because they seek 
to summarize measurements in a data set without further interpretation. Exploratory data analysis goes a 
step further and builds on a descriptive analysis by searching for discoveries, trends, correlations, or 
relationships between the measurements to generate ideas or hypotheses (Leek and Peng, 2015). 

The data used in descriptive and exploratory data analysis can be defined as categorical/discrete 
or continuous. Discrete data consist of particular finite or countably infinite values in a given discrete data 
set and can be numeric (e.g., the number of personnel deployed) or categorical (e.g., male or female). 
Continuous data, on the other hand, result when an observation can take on any value within a certain 
range or interval (e.g., temperature readings). 

These data can be summarized in a number of ways. Frequencies, distributions, and tabulations 
are used to examine the count of the occurrences of values within a particular group or interval. 
Calculating the central tendency—the mean, median, and mode of the data—summarizes the data into a 
single value that is typical or representative of all the values in the data set. Assessing the spread—the 
range, quartiles, variance, or standard deviation—shows how scattered the values are and how much they 
differ from the mean value.  

The visualization or presentation of these data and analyses are an important means of conveying 
information. While there are a variety of ways to do this in a pictorial or graphical format, visualization 
using bar charts, box plots, and scatter plots are common approaches.  

Predictive Analysis 

Predictive analysis goes a step beyond descriptive and exploratory analysis by extracting 
information from data sets to determine patterns and predict future outcomes and trends. Predictive 
analytics can be targeted to test a particular hypothesis or exploratory to formulate hypotheses (Hastie et 
al., 2008; NRC, 2013). There are a number of tools used for these analyses, some of the most common of 
which are briefly described in the following subsections. 
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Machine Learning  

Machine learning methods were developed to deal with the need for out-of-sample prediction and 
address the problems of dealing with massive data sets containing many predictors. Machine learning 
develops techniques for teaching computers to act without explicitly programming them. These 
techniques fall into three broad classes: 

 
 Supervised. A teacher provides the computer with explicit examples (say, of a concept being 

learned) or feedback on the correctness of a particular decision.  
 Unsupervised. The computer seeks to uncover hidden patterns without explicit labeling of 

examples or an error signal. 
 Reinforcement. A software agent determines how to optimize its behavior from a local reward 

signal, but without explicit input-output pairs or feedback on suboptimal actions. 
 
A wide range of such algorithms exist (over 50 different supervised learning algorithms now in the 
statistical computing software R5), and these different algorithms work well in different settings. Several 
“ensemble methods” have been developed to combine predictions across a range of learning algorithms to 
arrive at optimal predictions. All these methods are designed to maximize prediction at the expense of 
allowing the analysts to evaluate the effects of individual predictors. All these methods are designed to 
maximize prediction at the expense of allowing the analysts to evaluate the effects of individual 
predictors. However, these predictors are often highly intercorrelated, and models with highly 
intercorrelated predictors usually have poor out-of-sample performance. 

Machine learning tasks include learning a model that that can predict discrete categories 
(classification, discussed below) or a continuous output (regression, discussed below); dimensionality 
reduction to simplify a multidimensional data set; clustering input data into cohesive groups; multivariate 
querying to find the objects most similar to each other or a particular candidate; and density estimation of 
an unobservable underlying density function. 

Linear Regression  

Linear regression is a widely used approach to modeling the relationship between a dependent 
variable and one or more explanatory variables using linear predictor functions, where unknown model 
parameters are estimated from the data. A common problem of dealing with large data sets is that it is 
difficult to develop models with thousands of predictors. Linear regression has many practical uses, 
particularly for predicting, forecasting, reducing errors, and quantifying the strength of the relationship 
between data. This type of analysis is often used because models that depend linearly on their unknown 
parameters are easier to fit than models that are nonlinearly related to their parameters. Linear regression 
models are often fitted using the least squares approach, but they may also be fitted in other ways, such as 
by minimizing the “lack of fit” in some other mathematical norm (as with least absolute deviations 
regression), or by minimizing a penalized version of the least squares loss function as in ridge regression 
(L2-norm penalty) and lasso (L1-norm penalty) (Freedman, 2009). 

Dimension reduction is often conducted to reduce the number of random variables under 
consideration. Two popular methods are the lasso and elastic nets. The lasso is a shrinkage and selection 
method for linear regression that minimizes the usual sum of squared errors, with a bound on the sum of 
the absolute values of the coefficients (Tibshirani, 1996). The lasso is a penalized least squares method 
imposing an L1-penalty on the regression coefficients and simultaneously provides both continuous 
shrinkage and automatic variable selection. However, the lasso is subject to limitations in some cases, 

                                                      
5 See https://www.r-project.org/. 
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including limited or unspecific variable selection and prediction performance dominated by the 
underlying ridge regression (Tibshirani, 1996). 

The elastic net is a regularization and variable selection method that generalizes and outperforms 
lasso in some cases. Elastic net encourages a grouping effect, where strongly correlated predictors tend to 
be in or out of the model together, and is particularly useful when the number of predictors is much bigger 
than the number of observations (Zou and Hastie, 2005). 

Nonlinear Regression  

Nonlinear regression is a form of regression analysis in which observational data are modeled by 
a function that is a nonlinear combination of the model parameters and depends on one or more 
independent variables. The data are fitted by a method of successive approximations. In contrast to linear 
analysis where the linear equation has one basic form, nonlinear equations can take many different forms. 
Nonlinear regression is typically computationally intensive and requires an iterative approach to solve, in 
contrast to linear regression, in which many solutions can be calculated without advanced computation.  

Kernel methods are a class of algorithms for pattern analysis of computational tools used for 
nonlinear regression analysis, including support vector machines (SVMs). SVMs are supervised machine 
learning models with associated learning algorithms that analyze data and recognize patterns. While SVM 
models are typically used for classification (Burges, 1998)—by representing example data as points in 
space, mapping example data into separate categories divided by a clear gap, mapping new data into that 
same space, and predicting which category data belong to based on which side of the gap they fall on—
they can also be used for regression analysis (Vapnik, 1995). SVMs are largely characterized by the 
choice of their kernels, and SVMs thus link the problems they are designed for with a large body of 
existing work on kernel based methods (Smola and Schölkoph, 1998). 

Classification 

Classification is the problem of identifying a set of categories to which a new observation 
belongs, on the basis of a training set of data containing observations whose category membership is 
known (e.g., differentiating e-mail messages to identify which should be filtered as spam). Classification 
is an instance of supervised machine learning where a training set of correctly identified observations is 
available. The corresponding unsupervised procedure is known as clustering and involves grouping data 
into categories based on some measure of inherent similarity or distance. Often, the individual 
observations are analyzed into a set of quantifiable properties, known variously as explanatory variables 
or features. These properties may variously be categorical (such as “A,” “B,” “AB,” or “O,” for blood 
type), ordinal (such as “large,” “medium,” or “small”), integer-valued (such as the number of occurrences 
of a particular word in an e-mail), or real-valued (such as a measurement of blood pressure). Other 
classifiers work by comparing observations to previous observations by means of a similarity or distance 
function. An algorithm that implements classification, especially in a concrete implementation, is known 
as a classifier. The term “classifier” sometimes also refers to the mathematical function, implemented by 
a classification algorithm, that maps input data to a category (Tang et al., 2014).  

Classification uses categorical data and is often done with logistic regression or classification 
trees. Logistic regression measures the relationship between the categorical dependent variable and one or 
more independent variables by estimating probabilities using a logistic function, which is the cumulative 
logistic distribution (Cox, 1958). Classification trees are used to predict membership of cases or objects in 
the classes of a categorical dependent variable from their measurements on one or more predictor 
variables. The goal of classification trees is to predict or explain responses on a categorical dependent 
variable; as such, the available techniques have much in common with the techniques used in the more 
traditional methods of discriminant analysis, cluster analysis, nonparametric statistics, and nonlinear 
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estimation. The flexibility of classification trees makes them a very attractive analysis option (Hill and 
Lewicki, 2006). 

Regression tree analysis, in which a predicted outcome can be considered a real number, is also 
used in addition to classification tree analysis, in which the predicted outcome is the class to which the 
data belongs. Classification and Regression Tree (CART) analysis is an umbrella term used to refer to 
both of the above procedures (Breiman et al., 1984).  

Data Mining  

Data mining (also called knowledge discovery) is the computational process of discerning a 
previously unknown pattern in a data set and transforming it into an understandable structure for further 
use. It lies at the intersection of statistics, machine learning (see below), and data management. While 
many data mining techniques have been known for decades, the focus of late has been on methods that 
can work with large data sets (too large to fit in main memory). For example, while decision trees have 
been studied since the early 1980s, in the mid-1990s methods began to appear to build decision trees on 
disk-based data with limited passes over the data. Some of the main classes of data mining algorithms are 
the following: 

 
 Cluster detection. Trying to find natural groupings of data, for example, to help with 

summarization of a data set. 
 Anomaly detection. Finding outliers in a data set, for example, to detect fraudulent banking 

transactions. 
 Association rule learning. Discovering relationships between variables in data sets, for 

example, market-basket analysis, which tries to determine which items are commonly 
purchased together. 

 
Sometimes the outputs of data-mining methods can be used directly to influence future action, or they 
might suggest hypotheses to test more rigorously with other methods (see Hastie et al., 2008). 

Text Analytics 

Text analytics (also called text data mining) seeks to extract useful, and generally machine-
processable, information from unstructured or semistructured textual sources. It brings to bear techniques 
from a variety of areas, such as natural-language processing (part-of-speech tagging, topic modeling, co-
reference determination), information extraction (named-entity recognition, relationship extraction), 
information retrieval (novelty detection), and statistics (pattern learning). The great increase of textual 
sources—such as social media, online product and business reviews, and transcribed call records—have 
piqued interest in automated text-analysis methods as data volumes have outstripped the capacity of 
human analysts. Application areas include sentiment analysis for brands, root cause determination in 
customer complaints, employee sentiment, and identification of insurance claims for subrogation. 

Natural-language processing (NLP) techniques are reaching a level of maturity such that they are 
suitable for preparation and analysis of unstructured text data. For example, Intel has begun using NLP 
techniques to help in analyzing the tens of thousands of responses to its annual organizational health 
survey. Companies are also turning more to external sources of data, such as demographic and labor data 
from both public and private sources. One study revealed that the true supply of candidates in 
underrepresented groups was much lower than publicly reported, leading to a shift in diversity efforts 
from recruiting to retention. In contrast, Intel noted that social media data were becoming less useful for 
studying current employees, as users are becoming savvier about their privacy settings. However, internal 
media, such as e-mail and discussion boards, can have value. For example, simply analyzing the 
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promptness of replies to e-mail can reveal much about intra- and intergroup dynamics. Some companies 
have gone as far as instrumenting employees to track the scope and frequency of interpersonal 
communication. Olguín-Olguín and Pentland (2010) report on several studies where sensors were used to 
gather data on face-to-face interactions (sometimes together with electronic communications). Analysis of 
the resulting graph structures revealed a correlation between site productivity and difference in job 
attitude. 

Bayesian Methods 

Bayesian methods are powerful for integrating multiple types and sources of data; they cross into 
all areas of predictive analysis because they represent a state of knowledge or a state of belief via a 
probability distribution. The key ingredients for a Bayesian analysis are the likelihood function, which 
reflects information about the parameters contained in the data, and the prior distribution, which 
quantifies what is known about the parameters before observing data. The prior distribution and 
likelihood can be easily combined to form the posterior distribution, which represents total knowledge 
about the parameters after the data have been observed. Simple summaries of this distribution can be used 
to isolate quantities of interest and ultimately to draw substantive conclusions (Glickman and van Dyk, 
2007). 

Simulation 

Simulation, sometimes referred to as modeling, simulation, and analysis (MS&A), is a form of 
predictive analytics useful for scenario development and analysis and what-if studies. As with all forms of 
predictive analytics, it relies heavily on a descriptive understanding of the underlying population or 
phenomena of interest (reality being studied). DoD has a long history of using MS&A to study future 
scenarios, including force planning and war gaming. Defense Modeling, Simulation, and Analysis: 
Meeting the Challenge gives both a historical look back and a future outlook for MS&A in face of rapid 
changes within DoD that are affecting both composition of the force and future conflicts (NRC, 2006).  

It is important to recognize that simulation answers the “what-if” question not the “what’s-best” 
question and aims to predict outcomes as opposed to determining best outcomes. Simulation by itself can 
never say anything about the quality of the solution—it can only provide statistical analyses of possible 
outcomes for a fixed set of prespecified decision parameters. 

Prescriptive Analysis 

The role of prescriptive analytics is to provide recommendations in support of decision-making 
processes, where the objective is to determine a set of decisions and/or actions that gives rise to the best 
possible results based on various outcomes predicted by predictive analytics and subject to various 
constraints. This activity is also called decision making under uncertainty or optimization under 
uncertainty and is often based on methods from stochastic modeling and mathematical optimization. 

When solving an optimization problem, it may be possible to evaluate the solution quality of each 
option in the decision space and select a best option. For very small problem instances, this manual 
enumerative approach may work well. However, for the typical optimization problems encountered in the 
course of P&R missions, the enumerative approach is not feasible; simply evaluating a few options within 
a large decision space will almost surely not find a best option and would instead render solutions that 
differ significantly from a best option. The general class of optimization methods addresses these 
difficulties by efficiently searching through the decision space of possible options in a mathematically 
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precise manner that does not look at the vast majority of options to identify a best set of decisions or 
actions with respect to the desired objective and subject to any given constraints.  

In addition to providing optimal recommendations, prescriptive analytics can support an elevated 
form of what-if and scenario analysis that explores optimal solutions (as opposed to a particular option in 
the decision space) across a spectrum of objectives, conditions, and inputs. For example, optimization 
methods might be executed to solve an initial instance of the prescriptive analytics problem at hand; these 
optimization methods are then executed in an iterative manner under various changes of interest in the 
objective, constraints, assumptions, predictive models, model parameters, and so on to ultimately provide 
a recommendation. 

This chapter discusses classes of prescriptive analytics from the perspective of two key areas that 
are intimately connected. The first concerns stochastic (or probabilistic) models of uncertainty, where the 
goal is to model different aspects of the decision-making problem and their various sources of 
uncertainty, often building on top of the results of predictive analytics. The second area concerns 
mathematical optimization of decisions within the context of stochastic models of uncertainty of different 
aspects of the problem, where the goal is to either provide a set of decisions or actions at the start of the 
time horizon that gives rise to the best possible results over the horizon or provide a set of adaptive 
decision-making policies for dynamic adjustments to decisions or actions throughout the time horizon as 
uncertainties are realized. These two key areas of prescriptive analytics are discussed in the following 
subsections. 

It is important to note that this chapter focuses on classes of mathematical prescriptive analytics 
methods that have been developed and applied to address problems arising in the private sector with 
prescriptive decision-making problems related to P&R missions. As a brief illustrative example of the 
application of such prescriptive analytics methods, studies addressing the problem of retention typically 
start with a statistical analysis (predictive analytics) of the entire workforce, looking to identify 
characteristics of people most likely to leave. This analysis renders models that predict losses for the 
different groups of people and also produces models that predict the estimated change in losses for each 
group as a function of the amount of additional compensation provided to that group. Then mathematical 
optimization under uncertainty methods (prescriptive analytics) are developed, incorporating these 
predictive models to determine the best policy for the amount of compensation to be allocated to reduce 
losses (increase retention) for each group of people composing the workforce in order to best match 
demand. This decision-making optimization also takes into account the various trade-offs among other 
workforce policy levers such as hiring (recruiting) and reskilling (training) to best match demand. One 
such study for a business unit within IBM led to relative revenue-cost benefits over previous approaches 
commensurate with 2 to 4 percent of the total revenue targets for the business (refer to Cao et al. [2011], 
as well as some of the examples in Appendix D, for additional details.) The classes of prescriptive 
analytics methods described in this chapter create opportunities to evaluate, revisit, and improve some 
policy decisions related to P&R missions within DoD. 

Stochastic Models of Uncertainty 

A prerequisite for using optimization to determine a best set of decisions or actions is the 
development of stochastic models of the system and the underlying processes associated with the 
decision-making problem. More specifically, stochastic models provide the main context for the 
formulation and solution of the optimization problem of a system of interest by capturing the relationships 
among actions and outcomes in the system, by characterizing the various sources of uncertainty in the 
system, and by capturing the dynamics of the system over time. In this regard, the stochastic models bring 
together a representation of different aspects of the decision-making problem that are sometimes taken 
directly from the output of predictive analytics, such as forecasts for future demand of DoD or service 
personnel over time.  These models are sometimes built on top of the output of predictive analytics for 
different aspects of the decision-making problem, such as predictions of attrition in certain personnel 
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areas as part of a stochastic model of the availability of P&R personnel over time. These relationships, 
while critical, are often infused with subtleties and complex interactions. 

 Stochastic models characterize and predict how the system of interest and its underlying 
decision-making processes will behave over time under a specific set of decisions or actions. Various 
mathematical methods can be used to obtain such results for these stochastic models, ranging from 
analytical solutions to numerical computations or simulation. The most appropriate methods will often 
depend upon the complexity of the stochastic models and the formulation and solution of the optimization 
problem of interest within the context of the stochastic models. The domain knowledge needed for this 
area spans stochastic processes, probability theory, stochastic modeling, and simulation theory.  

The interplay of stochastic models and data creates critical and complex dependencies. High 
fidelity stochastic modeling of different aspects of the system of interest can be computationally intensive 
and require significant mathematical expertise, but it is a necessary component of the decision process. 
The outcome is high-quality and robust decisions that balance objectives, resource limitations, goals, 
processes, and organizational needs. Compromising on the quality of the underlying data, stochastic 
models, or use of optimization will likely lead to decisions that are less than the best—often much less. 

To illustrate aspects of the points noted above, two examples of stochastic models of uncertainty 
involved in decision-making problems related to those of P&R are presented in Appendix D. The first 
example is based on the use of stochastic loss networks to model the probability of sufficient capacity or 
readiness of resources given uncertainty around the demand for such resources, as well as the interactions 
and dynamics of resources across different projects and tasks. The second example uses discrete-time 
stochastic processes to model the evolution of capabilities and readiness of personnel resources over time, 
given uncertainty around the time-varying supply-side dynamics with personnel acquiring skills, gaining 
experience, changing roles and so on, including some personnel leaving and other new personnel being 
introduced. 

Mathematical Optimization Under Uncertainty 

 The role of mathematical optimization is to determine a set of decisions or actions that gives rise 
to the best possible results within the context of the stochastic models of the system of interest and subject 
to various constraints. More specifically, a general formulation of a single-period decision-making 
optimization problem can be expressed in terms of minimizing or maximizing an objective functional of 
interest subject to various constraint functionals. The objective functional and constraint functionals 
define the criteria for evaluating the best possible results with respect to the decision variables and other 
dependent variables, where these and related variables are based on the stochastic models of the system of 
interest. The relationships among these components of the optimization formulation are critically 
important and often infused with subtleties and complex interactions. 

In addition to optimizing a set of one-time decisions, mathematical optimization also determines a 
set of adaptive decision-making policies for dynamic adjustments to decisions or actions throughout the 
time horizon as uncertainties are realized that gives rise to the best possible results within the context of 
the stochastic models of the system of interest and subject to various constraints. More specifically, a 
general formulation of a multiperiod decision-making optimization problem can be expressed in terms of 
minimizing or maximizing over time an objective functional of interest subject to various constraint 
functionals. The time-dependent objective functionals and constraint functionals define the criteria for 
evaluating the best possible results over a given time horizon with respect to the time-dependent decision 
variables and other dependent variables, where these and related variables are based on the stochastic 
models of the system of interest. The relationships among these components of the optimization 
formulation are critically important and often infused with subtleties and complex interactions. 

When the objective and constraint variables are deterministic (e.g., a point forecast of expected 
future demand, possibly over time), then the solution of the optimization problem falls within the domains 
of mathematical programming and deterministic dynamic programming and optimal control methods, the 
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details of which depend on the properties of the objective functional(s) and constraint functionals (e.g., 
linear, convex, or nonlinear objective and constraint functionals) and the properties of the decision 
variables (e.g., integer or continuous decision variables). On the other hand, when the objective and 
constraint variables are random variables or stochastic processes (e.g., a distributional forecast of future 
demand or a stochastic process of system dynamics, possibly over time), then the solution of the 
optimization problem falls within the domains of mathematical optimization under uncertainty and 
stochastic dynamic programming and optimal control methods, the details of which again depend upon 
the properties of the objective functional(s) and constraint functionals and the properties of the decision 
variables. In addition, for the multiperiod case, a filtration is often included in the formulation to represent 
all historical information of a stochastic process up to a given time (but not future information), where 
both the decision variables and the system are adapted to this filtration. 

Hence, mathematical optimization generally renders solutions that identify a set of decisions or 
actions at the start of the time horizon or identify a set of dynamic decision-making policies for dynamic 
adjustments to decisions or actions throughout the time horizon adapted to filtrations, in both cases 
having the goal of achieving the best possible results within the context of the stochastic models of the 
system of interest and subject to various constraints. Various mathematical methods can be used to obtain 
these solutions based in large part on the properties of the stochastic models of the system and its 
underlying decision processes. The most appropriate methods will often depend on the complexity of the 
underlying stochastic models of uncertainty and the details of the formulation of the optimization problem 
of interest within the context of the stochastic models. The domain knowledge needed for this area spans 
stochastic processes, probability theory, optimization theory, control theory, and simulation theory. 

When point predictions are used exclusively, then mathematical programming is often most 
applicable, including linear programming (Vanderbei, 2013), convex optimization (Boyd and 
Vandenberghe, 2004), combinatorial optimization (Lee, 2004; Schrijver, 2003; Nemhauser and Wolsey, 
1999), integer programming (Conforti et al., 2014; Nemhauser and Wolsey, 1999), nonlinear optimization 
(Ruszczynski, 2006), and deterministic dynamic programming and optimal control (Bertsekas, 2005). 
Otherwise, when richer probabilistic characterizations are available with analytical solutions of the 
stochastic models and processes, then mathematical programming, stochastic optimization (Chen and 
Yao, 2001; Yao et al., 2002), stochastic programming (King and Wallace, 2012), stochastic dynamic 
programming (Bertsekas, 2012; Yong and Zhou, 1999), and stochastic optimal control (Bertsekas, 2012; 
Yong and Zhou, 1999) are often applicable, with a best choice depending on the characteristics of the 
analytical solutions and the details of the formulation of the optimization problem. On the other hand, 
when simulation methods provide the only means of evaluating the stochastic models of the system and 
its underlying decision processes, then simulation optimization with stochastic approximation (Asmussen 
and Glynn, 2007; Dieker et al., 2016; Nelson and Henderson, 2007) is often most applicable, where 
stochastic approximation algorithms consist of a combination of gradient methods for searching the 
feasible solution space and simulation methods for evaluating the system at any point in the feasible 
space; stochastic approximation can be similarly exploited when only numerical methods are available to 
evaluate the stochastic system models. Lastly, when a certain measure of robustness against uncertainty of 
the system and its underlying decision processes can be represented as deterministic variability in the 
value of the parameters of the decision-making problem itself or its solution, then robust optimization 
(Ben-Tal et al., 2009) is often most applicable. 

Another form of mathematical optimization for prescriptive analytics concerns an elevated form 
of what-if and scenario analysis that explores optimal solutions across a spectrum of objectives, 
constraints, conditions, and other aspects of the problem formulation. As an illustrative example, a 
mathematical optimization under uncertainty method can be used to determine the solution of an instance 
of the single-period optimization problem above that maximizes the objective in expectation under a 
given set of standard deviations for the random variables involved, and then this step is repeated for 
different sets of standard deviations. Each such solution provides the decisions or actions that render the 
best possible result in expectation for a given level of variability. In the context of modern portfolio 
theory, this set of solutions can be used to define the efficient frontier where each portfolio solution has 
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the feature that there exists no other portfolio with a higher expected return and the same standard 
deviation of return (level of risk). More generally, this approach supports investigation of the sensitivity 
of the optimal solution of a mathematical optimization under uncertainty problem with respect to aspects 
of the formulation together with associated trade-offs, thus aiding the decision-making process and 
enabling basic forms of risk hedging. Laferriere and Robinson (2000) consider a related approach that 
exploits ideas from stochastic programming in order to compute hedged decisions; the method was 
implemented by the U.S. Army TRADOC Analysis Center (White Sands Missile Range, New Mexico) in 
a decision-support system with extensive use in Army analysis. 

A formal definition and discussion of both single-period and multiperiod forms of mathematical 
optimization under uncertainty is given in Appendix D. In addition, to illustrate aspects of the points 
noted above, Appendix D provides three detailed examples of mathematical optimization under 
uncertainty involved in decision-making problems related to those encountered by P&R. The first is based 
on optimization of stochastic loss networks to determine the best capacity and readiness of resources 
given uncertainty around the demand for such resources. The second is a stochastic dynamic program 
example based on optimization of discrete-time stochastic decision processes of the evolution of 
capabilities and readiness of personnel resources over time given uncertainty around the time-varying 
supply-side dynamics. The third is an example of stochastic optimal control of the dynamic allocation of 
capacity for different types of resources in order to best serve uncertain demand so that expected net 
benefit is maximized over a given time horizon based on the rewards and costs associated with the 
different resource types. 

Optimal Solutions 

It is important that prescriptive analytics methods provide the user with some basis for 
understanding why the optimal set of decisions or actions provided will give rise to the best possible 
results subject to the specified constraints. A key element for doing so involves providing the user with 
the predicted outcomes from predictive analytics for the optimal set of decisions or actions, as well as the 
predicted outcomes for alternative sets of decisions or actions for comparison. 
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5 
 

Privacy and Confidentiality  

INTRODUCTION 

When conducting analyses relating to personnel data, it is essential that privacy, confidentiality, 
and fairness be considered primary factors rather than, as is too often the case, being left as an 
afterthought secondary to an analysis’s findings. This chapter provides a brief overview of relevant 
privacy issues. The committee’s findings and recommendations are given in Chapter 7. 

As a way to establish procedures for and ensure compliance with federal privacy laws, 
regulations, and policies, the Deputy Assistant Secretary of Defense for Health Readiness Policy and 
Oversight (HRP&O) administers the Human Research Protection Program (HRPP) for the Office of the 
Under Secretary of Defense (Personnel & Readiness), referred to throughout the report as P&R.1 Federal 
regulations require that ethical guidelines2 apply when humans are used as research subjects and that the 
level of risk is proportionate to the potential benefit for these subjects. Furthermore, the level of review 
and oversight should be commensurate with the level of risk associated with the research. The current 
privacy and confidentiality protections in place with government databases rest heavily on Institutional 
Review Board (IRB) supervision. Contracts, access control, and de-identification are some of the tools at 
the disposal of the board. For example, the Person-Event Data Environment (PDE) implemented by the 
Defense Manpower Data Center (DMDC) and the Army Analytics Group in 2006 is regulated by the 
Army Human Research Protection Office; data researchers are required to apply for access and explain 
the analyses they plan to conduct. The data are de-identified by removal of 16 of the 18 fields specified in 
the Health Insurance Portability and Accountability Act (HIPAA) Safe Harbor provision and individuals 
are assigned randomly generated 12-character, long-lived alphanumeric identifiers. For individual studies, 
secondary randomly generated identifiers are created. The mapping between an individual’s long-lived 
random identifier and the study-specific random identifier is destroyed either immediately or as 
determined by the nature of the study and IRB rulings. Data are analyzed in a protected environment 
accessible only to authorized users, where information flow is monitored and in many cases prohibited.3  

However, questions remain as to whether these protections are adequate, if they interfere with 
legitimate use, and if protections of this sort can be extended to less traditional forms of datasuch as e-
mail, search histories, or Facebook and Twitter postingsto enable the harnessing of these nontraditional 
data to address traditional P&R concerns. Questions of this type cannot be answered in a vacuum; the 

                                                      
1 The following laws, regulations, and policies govern Human Research Protection Program: (1) 32 CFR 219, 

“Protection of Human Research Subjects;” (2) 10 USC 980, “Limitation on use of humans as experimental 
subjects,” which provides additional requirements for obtaining informed consent; (3) 48 CFR Parts 207, 235, and 
252, which addresses requirements for the protection of human subjects involved in research conducted under 
contracts; and (4) DoDI 3216.02, “Protection of Human Subjects and Adherence to Ethical Standards in DoD-
Supported Research.” 

2 These ethical guidelines, established by the Department of Health, Education, and Welfare’s Belmont Report 
in 1979, and codified into federal regulation in 1991, are based on three core principles: “respect for persons, 
beneficence, and justice.”   

3 However, data may be imported and cross-referenced with government data sets, enabling linkage attacks. 
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answers may depend on who “owns” the data of the individual in question (e.g., military personnel, their 
civilian spouses, their children, military retirees, reservists, the individuals with whom they 
communicate). The answers may also depend on the use to which the results of analyses will be put: for 
example, to inform policy, to be published, to identify personnel in distress. Even in these cases, 
questions arise such as: Whose information may be released, and to whom may it be released? For 
example, an e-mail monitoring system might be used to inform individual that their writings suggest they 
may need professional help, which has fewer privacy implications because no third party is involved; or, 
instead, it might be used to alert a commander of a distressed recruit. Privacyeven for a single data 
analysis taskis not a one-size-fits-all problem.  

LIMITATIONS OF PRIVACY PRESERVING APPROACHES 

The Fair Information Practice Principles (FIPPs), set forth in the 1973 U.S. Department of Health, 
Education, and Welfare report Records, Computers, and the Rights of Citizens, form the bedrock of 
modern protection regimes, both in national and international law, such as the Privacy Act of 1974, which 
regulates the federal government’s maintenance, collection, use, and dissemination of personal 
information in systems of records (Teufel, 2008; NSTIC, 2011).4 Among these principles, for example, 
are the right to know what data are collected and how they are used; a right to object to some uses and to 
correct inaccurate information; and an obligation of the collecting organization to ensure that the data are 
reliable and are kept secure.  

Implicit in the FIPPs, the HIPAA Safe Harbor provisions, and the de-identification procedures 
carried out by the PDE is a separation between PIIpersonally identifiable informationand other kinds 
of information. The U.S. General Services Administration (GSA, 2014) defines personally identifiable 
information as follows: 

 
Information about a person that contains some unique identifier, including but not limited to 
name or Social Security Number, from which the identity of the person can be determined… The 
definition of PII is not anchored to any single category of information or technology. Rather, it 
requires a case-by-case assessment of the specific risk that an individual can be identified. In 
performing this assessment, it is important for an agency to recognize that non-PII can become 
PII whenever additional information is made publicly available—in any medium and from any 
source—that, when combined with other available information, could be used to identify an 
individual. 

 
Such a distinction between personally identifiable information and other kinds of information is now 
widely considered questionable, according to the May 2014 report of the President’s Council of Advisors 
on Science and Technology (PCAST):  

 
Some techniques for privacy protection that have seemed encouraging in the past are 
useful as supplementary ways to reduce privacy risk, but do not now seem sufficiently 
robust to be a dependable basis for privacy protection where big data is concerned. For a 
variety of reasons, PCAST judges anonymization, data deletion, and distinguishing data 
from metadata . . . to be in this category . . . Anonymization is increasingly easily 
defeated by the very techniques that are being developed for many legitimate applications 
of big data. 

 

                                                      
4 As a result, FIPPs became the foundation for privacy policy principles at the Department of Homeland 

Security (DHS).  
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Today, ample evidence exists of re-identification of apparently de-identified data, through 
methods such as multiple queries on a single database or linking the data in one database with those in 
another, often publicly available online (Narayanan and Shmatikov, 2008).5 Moreover, measures 
commonly taken to de-identify personal data, such as scrubbing or aggregating certain data fields, 
degrade the utility of the data (Detmar, 2012; Brickell and Shmatikov, 2008). Existing methods for 
aggregation of fields, such as k-anonymity, “fail to compose,” meaning that they do not survive multiple 
instantiations, and taken together the k-anonymizations of multiple overlapping data sets can completely 
fail to protect privacy (Ganta et al., 2008).  

More generally, aggregations such as contingency tables, synthetic data, data visualizations, and 
multiparty computations, which are apparently not about an individual, can also be problematic, as they 
fail to account for the fact that information derived from explicit information about specific individuals 
within a data set may have a profound privacy impact. Indeed, theoretical analysis yields a Fundamental 
Law of Information Recovery stating that “overly accurate” estimates of “too many” statistics can 
completely destroy privacy (Dinur and Nissim, 2003). For example, forensic analysis of protein statistics 
in genome-wide association studies, coupled with a DNA sample, can leak participation in a medical case 
group (and, consequently, the fact of having been diagnosed with a disease) (Homer et al., 2008). 

Security of the data is a crucial concern, as the Office of Personnel Management knows too well 
in light of the June 2015 data breach that FBI Director James Comey estimated to have affected 18 
million individuals (Perez and Prokupecz, 2015). Data should always be encrypted at rest and in flight. To 
the greatest extent possible, computations should be carried out on encrypted data.6 The techniques of 
homomorphic encryption and secure multiparty computation, which permit a data analyst to run 
computations on data without having direct access to the raw data themselves, even when these data are 
shared among multiple parties, provide the effect of having the data held by a single trusted and 
trustworthy data curator, who will carry out computations as instructed and release the results. 
Nonetheless, these techniques do not ensure privacy, in that they do not address the question of what can 
be safely released. To see the difficulties, suppose we have a perfectly secure system that gives the 
answers to “counting” questions such as, for example, “How many individuals in the database are over 6 
feet tall?” Let’s use our system to answer questions about the House of Representatives and consider the 
two questions: “How many members of the House of Representatives have the sickle cell trait?” and 
“How many members of the House, other than the Speaker of the House, have the sickle cell trait?” 
Neither question seems invasive. But given the exact answers to both of them, the sickle cell status of the 
Speaker can be determined, which is a clear privacy breach. This breach happens even when everything 
works exactly as it should: questions are correctly answered, data remain intact, and there is no intrusion 
into the data set or viewing of raw data.  

The example illustrates the Fundamental Law in action: the Speaker’s privacy can be completely 
destroyed given only two perfectly accurate statistics. The fact that the House of Representatives is large 
is irrelevant. There is no safety in numbers, and the same attack would work if the data set consisted of all 
U.S. military personnel, with the Chairman of the Joint Chiefs of Staff playing the role of the Speaker of 
the House.  

DIFFERENTIAL PRIVACY 

Differential privacy, a term tailored to the statistical analysis of large data sets, together with a 
large body of algorithmic work for ensuring computations that satisfy this definition, addresses this last 

                                                      
5 If the publicly available data set can be downloaded, it can be brought into a data enclave, potentially enabling 

a data linkage attack. 
6 Much is possible even without fully homomorphic encryption, which allows arbitrary computations to be 

carried out but does not yet enjoy highly efficient implementation. See, for example, Dowlin et al. (2015). 
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problem. Very roughly, differential privacy ensures that the outcome of any analysis is essentially equally 
likely, independent of the presence or absence of the data for any individual (e.g., the Speaker of the 
House). The likelihood is over random choices made by the differentially private algorithm (e.g., through 
the addition of judiciously chosen random noise). This guarantee is very strong: it says that even if the 
analyst knows a complete data set ܦ	of n individuals, and is given all the data of an n + 1st individual x, 
the analyst cannot determine whether the data set actually in use is ܦ or is ܦᇱ ൌ ܦ	 ∪ ሼݔሽ, the union of ܦ 
and ݔ. 7  

Data sets can teach us that smoking causes cancer and thereby results in a rise in insurance 
premiums for the smokers.8 But this sort of impact will occur independent of whether any individual (ݔ) 
joins or refrains from joining the data set. Differential privacy ensures these are the only forms of harm 
that can arise, disentangling harms that come from “facts of life” (the data set as a whole) from harms that 
arise as a result of participating in the data set. If the same things are learned when the database is ܦ′ as 
are learned when the database is ܦ, the only things ݔ need reasonably fear are consequences of what can 
be learned without his data. 

Differential privacy permits the tracking of the cumulative privacy loss under composition; thus, 
it is possible to combine simple differentially private computational primitives in order to obtain privacy-
preserving algorithms for complex computational tasks while minimizing cumulative privacy loss—just 
as in traditional algorithm design simple computational primitives are combined in clever and creative 
ways to carry out complex computations while minimizing certain resources of interest, such as time, 
space, generalization error, and so on. Differential privacy necessarily degrades accuracy (often 
necessarily) because, as discussed, perfectly accurate estimates of only two statistics can destroy privacy. 
In comparing differentially private algorithms, a “better” algorithm is one that gives better accuracy, or 
uses smaller sample size, or yields better predictive capabilities, and so on, for the same degree of privacy 
loss. Good differentially private algorithms exist for many standard analytical tasks (Dwork and Roth, 
2013).  

Differential privacy is suited to statistical data analysis, especially when the data sets are large 
and the trends to be identified are sufficiently strong. It can provide privacy-preserving access to data 
when, absent this technology, access may otherwise be impermissible. For example, one may wish to 
permit members of the general public to request a rich class of statistics; it may be viewed as complying 
with privacy policies that clearly prohibit access to raw data (because the data analyst never gets such 
access or, unlike in the case of computing on encrypted data, even the functionality of such access; it may 
be a way to permit data to be used for purposes other than that for which they were collected. However, it 
is not a panacea—it does not defeat the Fundamental Law of Information Recovery, and it is not the right 
tool for finding a needle in a haystack. 

Thus, differential privacy can be used to discover, in a privacy-preserving fashion, what “typical” 
behavior looks like, but it is the wrong tool for finding the outlier. For example, differentially private 
sentiment analysis of a corpus of e-mail can safely reveal overall troop sentiment, but it cannot be used to 
find individuals in great distress. 

In addition, the field is only now in transition from theory to practice; individual use cases9 and 
academic investigations10 are far from yielding a library of differentially private methods, and much 

                                                      
7 Formally, a randomized algorithm ܯ	is ߝ-differential privacy if for all pairs of data sets ܦ,ܦ′ differing in one 

element, and for all possible events ܵ, the probability of ܵ,	over the randomness of ܯ, when the data set is ܦ	is at 
most ݁ఌ	times the probability of ܵ when the data set is ܦᇱ, and vice versa. Here ߝ is a user-specified parameter and is 
the measure of privacy loss. See Dwork (2011) for an introduction.  

8 Of course, the smoker is also helped: Learning that smoking causes cancer convinces the smoker to join a 
smoking cessation program. 

9 Examples of individual use cases include On the Map, RAPPOR, and Mobility. 
10 These include Penn State University’s project Putting Differential Privacy to Use and Harvard University’s 

project Tools for Sharing Research Data. 
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research and algorithm engineering remain to be done. On a positive note, differential privacy protects 
against overfitting and false discovery attributable to adaptive data analysis, in which the second question 
posed to a data set depends on the answer to the first, and the 100th study undertaken on a data set 
depends on the outcomes to the first 99 studies of the same set (Dwork et al., 2015a and 2015b). 

INSTITUTIONAL REVIEW BOARDS 

IRB review has been the preferred approach within DoD to assess and control risk in permitting 
access to data, and the techniques discussed above are not an alternative to the IRB mechanism, but 
represent some of the tools at its disposal. The key lesson drawn from privacy attacks, both in practice 
and in theory, is that information flows and combines in mysterious ways. In (pre–World Wide Web) 
1980, Denning and Schlörer wrote, “These results show that existing designs for query systems do not 
adequately prevent disclosure of confidential data by combinatorial inference . . . [I]t has only been 
recently that we have begun to understand the myriad of inference techniques that may be used. We are 
continually finding that compromise is easier than once thought.” These problems are heavily exacerbated 
in the networked world—and it is precisely the web of information of this networked world that DoD 
wishes to constructively employ—and when the same or overlapping data sets are analyzed over and 
over. As a result, the task of the IRB is extremely challenging; tools and standards are needed to assist the 
boards, together with general principles to be applied.  

The following suggestions have been made for sharing human subjects’ data for research: The 
establishment of Safe Harbor lists specifying contexts in which specific techniques can be used without 
IRB review, organizational infrastructure for keeping the list current, and general principles to guide the 
IRB when a ruling is required (Vadhan, 2011). These suggestions are discussed briefly, noting that in 
addition to the Safe Harbor list, the guidance should include a “danger list” of data-sharing methods to be 
eschewed because they do not provide sufficient protection. Each entry in the Safe Harbor list specifies a 
class of data sources (e.g., electronic health records not including genomic data), a class of data-sharing 
methods (e.g., specific collections of aggregations or interactive mechanisms that achieve a given level of 
differential privacy), a class of informed consent mechanisms, and a class of potential recipients. IRB 
review would not be necessary in a context in which one of the Safe Harbor entries would apply. 

To remain current, to evolve toward being comprehensive, to accommodate contexts that were 
not previously anticipated, and to take into account new developments in the scientific community’s 
constantly evolving understanding of data privacy risks and countermeasures (which may lead to either 
additions or deletions from the Safe Harbor list), the Safe Harbor list should be maintained by a 
periodically convened task force including data privacy experts from computer science, statistics, and 
law, as well as members of IRBs and researchers who do various kinds of human-subjects research. This 
Safe Harbor list review could be done under the purview of a body such as the National Center for Health 
Statistics (NCHS), the National Institute of Standards and Technology (NIST), or another relevant group.  

For contexts outside the Safe Harbor list, the following guiding principle should be helpful: “No 
individual should incur more than a minimal risk of harm from the use of his or her data in computing the 
values to be released, even when those values are combined with other data that may be reasonably 
available” (Vadhan, 2011).  

In considering what is “reasonably available,” the IRB should consider the extent to which the 
revealed values depend uniquely on an individual’s data and the potential harm that may result. An IRB 
should ask, “Would the proposed data-sharing method be protective if the study consisted of a single 
individual?” A negative answer is an indication that technical expertise might be needed. 
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THE FEDERAL STATISTICAL SYSTEM’S LEGAL AND GOVERNANCE POLICY  

The Privacy Act of 1974 and the use of IRBs may not be sufficient to control, and more 
importantly leverage, the vast amounts of administrative and survey data about the military population 
that are collected by the Department of Defense and each of the military Services. These data have huge 
potential for use in cross-sectional and longitudinal analyses and could provide new insights into the 
military population as well as have spillovers for understanding microcosms of populations in the civilian 
sector. For example, these data would be valuable for addressing questions about how social and 
organizational factors affect the behavior of individuals and their units (NRC, 2014; NRC, 2015). Unlike 
the civilian statistical agencies, the DoD does not report the data from their data collections in a 
systematic way that is accessible by the DoD or the public, nor do they make these data available to 
researchers (unless under contract to DoD). The urgency for DoD to create an infrastructure and 
framework for administrative and statistical data collections is highlighted by the big data revolution and 
increasing recognition of the importance of optimizing use of existing data sources to improve efficiency 
of operations and decision making (DoD, 2014). These issues have also been highlighted in this report. 

For DoD to more fully use their administrative and survey data to create statistical products and 
to make these data available to researchers requires engaging in privacy conversations that adopt existing 
approaches to statistical disclosure limitations and adapt new approaches, such as differential privacy 
protection. There is a parallel evolution of privacy policy and governance, with a focus on access to data 
for research, on the civilian side of the economy. The recommendations in the National Research 
Council’s Private Lives and Public Policies (NRC, 1993) played a pivotal role in shaping the U.S. federal 
statistical system’s approach to privacy and the collection and dissemination of statistical and research 
data. The big data revolution has changed the privacy discussion as the availability of digital and 
administrative data has made massive flows of data available for research and other uses (Keller et al., 
2016). DoD is an important source of these data flows to create internal and external statistical products 
and could benefit from joining the federal federated statistical system through the creation or designation 
of one or more DoD statistical units.  

A legal framework is necessary to implement the vision to create a DoD statistical unit. The first 
step would be to adopt the privacy and governance structure developed by OMB in coordination with and 
implemented across federal statistical agencies. Two key products lay the foundation for governing 
privacy in the federal statistical system: (1) The OMB memorandum “Guidance for Providing and Using 
Administrative Data for Statistical Purposes” (Burwell, 2014), and (2) the Confidential Information 
Protection and Statistical Efficiency Act (CIPSEA) (Wallman and Harris-Kojetin, 2004).  

The OMB memorandum is directly applicable to DoD and the Person-Event Data Environment 
(PDE), and it represents an important step toward implementation of many of the recommendations set 
forth in this report. The memorandum has four objectives: (1) to encourage leadership to support 
collaboration and designation of responsibilities across programs and offices that collect statistical and 
administrative data and to develop data stewardship and data quality policies; (2) to address legal and 
policy requirements related to privacy; (3) to discuss best practice tools, including guidance on the use of 
administrative data for statistical purposes; and (4) to report on progress. Box 5.1 sets forth principles 
based on those formulated by Burwell in her memorandum to heads of executive agencies for providing 
administrative data for statistical purposes, with a focus on repurposing data to minimize reporting burden 
and to protect privacy.  
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BOX 5.1  

Principles for Providing Administrative Data for Statistical Purposes 
 
In her memorandum, Burwell (2014, p. 11) says as follows:  
 

In the context of providing administrative data for statistical purposes, both program agencies 
and statistical components facilitate these principles by, among other things: 
 

1. Respecting the public’s time and effort by minimizing the number of times they are 
asked to provide the same or similar information.  

2. Being transparent by providing adequate notice about the planned purpose and 
potential statistical uses of administrative data (such as in SORNs and Privacy Act 
statements).  

3. Collaborating to define which data are needed for specified statistical purposes and 
providing access only to those data for those purposes, and only to those who have a 
need for the data in the performance of their duties. Identifiable information should 
be provided only if the need cannot be met by relying on non-identifiable 
information, and even then, only relevant subsets should be provided.  

4. Protecting data provided to the statistical agency or component against unauthorized 
access and disclosure. And once the data are provided to the statistical agency or 
component, providing the level of confidentiality protection in policy and practice 
necessary to ensure that the data, particularly if linked to other data, are not provided 
from the statistical agency or component back to the program agency for non-
statistical purposes.  

5. Implementing a set of policy and procedural safeguards, including the use of a 
written agreement, to certify the procedural safeguards that are employed to 
implement assurances of exclusively statistical uses and confidentiality. Such 
safeguards include applying sufficient expertise in statistical disclosure avoidance in 
final products in order to maintain confidentiality, taking into account risks posed by 
external influences such as the mosaic effect.11  

6. Eliminating the identifiable information when the data are no longer needed or 
timely. 

 
 
The Confidential Information Protection and Statistical Efficiency Act (CIPSEA) provides a 

uniform set of confidentiality protections for information collected by statistical agencies for statistical 
purposes, at the same time keeping in place the stringent privacy laws governing many agencies. It also 
provides the mechanism for DoD units to become statistical agencies or units. The law provides a 
standardized guide to agencies to protect the release of survey participants’ information by (1) obtaining 
their consent at time of collection to use their data in statistical data products and (2) not exposing the 
information that would allow for identification of the survey respondent. The designation as a statistical 
agency or unit allows the designee to offer the “platinum pledge” when it is collecting data with a pledge 
of confidentiality, for exclusively statistical purposes. Under CIPSEA, only designated agencies and units 
can appoint “agents,” who may then access the confidential data. CIPSEA is broad in that survey, 
interview, administrative, or other data provided to a statistical agency is protected under this statute, just 

                                                      
11 The mosaic effect occurs when information alone is not identifiable but poses a privacy or security risk when 

coupled with other available information. 
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as are individual data reported directly to the statistical agency (usually through surveys) (CIPSEA, 
2006). 
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Commercial State of the Art in Human Resources Analytics  

INTRODUCTION 

Industry is leading the way in many data analytics advancements. While there are many 
similarities between the personnel analytics of the Office of the Under Secretary of Defense (Personnel & 
Readiness), referred to throughout the report as P&R, and those of industry. For example, both are 
intently interested in retaining specific employee skill sets and in optimizing the performance of the 
overarching organization. However, there are many characteristics unique to P&R that make it difficult to 
directly apply the methods used in industry. The contractual nature of servicemembers’ employment and 
lengthy training periods are notably different from what is seen in industry. The size of the Department of 
Defense (DoD) workforce eclipses that of even large industry employers, therefore exaggerating the 
challenges faced in industry, such as developing and scaling personnel analytics software. P&R also faces 
legislative constraints that can make it difficult to quickly implement desired changes. Accordingly, P&R 
can benefit from examining the lessons learned and analytical techniques of industry-oriented analytic 
approaches, but it must generally adapt them to fit its unique environment.  

The committee’s examination of commercial-sector human resource analytics had two parts: 
products and practice. For products, the committee heard from a sampling of companies offering 
personnel analytics products (also called talent analytics or workforce analytics): IBM Kenexa, 
Cornerstone OnDemand, and Workday. While it is unlikely that these and similar products in their current 
form offer off-the-shelf solutions to DoD personnel and readiness analysis problems, there are some 
useful trends and insights to be garnered from this sector. On the practice side, the committee met with 
Google and Intel, both of which are considered to be at the forefront of applying data-intensive 
approaches to workforce issues, and it also researched the experiences of other companies applying data 
analytics to human resources (HR). While the commercial state of the art is quickly evolving, there are 
important lessons that may apply to DoD. The following sections describe some of the commercially 
available products and some of the HR analytics practices being employed in large companies. 

PRODUCTS 

From what the committee observed, current personnel analytics tools do not seem a good match 
for DoD needs, for at least a couple reasons. First, they are largely targeted at operational decision making 
related to HR, rather than policy-level analysis. They tend to focus on decisions around hiring, career 
paths, evaluation, and training and retention of individual employees, rather than on general policy 
questions (although Cornerstone OnDemand was deriving useful insights from the combined employment 
data of companies it serves). Second, the targeted market segment is not a great match. Analytics 
companies are typically oriented toward solving specific problems facing small- to medium-sized 
companies. For example, Cornerstone OnDemand focuses on initial hires of hourly workers. This 
segment has high turnover, which leads to a multiplicity of hiring decisions on the part of employers as 
well as the need to sharpen those decisions. Also, many of these jobs are easy to “instrument”—that is, to 
automatically collect data related to job performance, such as time cards or call-center completion rates. 
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That market segment would perhaps contrast with active servicemembers and civil service employees in 
DoD, where turnover, while a concern, is much less rapid.  

The development of personnel analytics products is taking place against a broader landscape of 
evolving enterprise resource planning (ERP) tools. Those tools started out as process-centric, with 
different offerings for different functions (e.g., manufacturing, finance, hiring, benefits), then moved 
toward integrated suites of tools that span functions. Most recently, the products have become more data 
driven, as users try to leverage the large amounts of business data captured from internal and external 
sources. The commercial focus, however, seems to be on making products easier to use and easier to own, 
rather than on developing novel analytical methods. 

On the easier-to-use front, multiple sample visualizations of analytic results to aid in choosing an 
appropriate visualization and automatic highlighting of interesting results are current product features, as 
well as “wizard” interfaces to help import data and set up analyses. Cornerstone OnDemand emphasized 
the importance of integrating analytics into existing platforms (e.g., viewing attrition predictions in the 
same interface used to review employment applications). That point was echoed by Workday, which said 
it was better if the user could explore analytics results in the context of normal tools (even if the analysis 
itself required a larger platform) rather than having to switch to a different tool. That advice merits 
consideration by DoD: Look for ways the results of data analysis can be integrated into the everyday 
workflow of the intended consumers. The committee also heard an estimate that only 4 percent of 
companies were getting past descriptive and predictive analytics in the personnel domain to prescriptive 
analytics, and the main way to get beyond that point is to broaden the base of those who can make use of 
the tools or results (by, for instance, hiring more managers). That broadening, in turn, depends on easier 
to use products. 

As for easier-to-own, vendors are making products available in the cloud rather than installing 
them on-site. In fact, the business model for all of Workday’s products is based on cloud delivery. The 
advantage on the consumer side is decreased information technology costs, as there is no need for staff to 
install, update, and operate the product. On the producer side, it means updates are easier to roll out and 
can be released to all customers at once, avoiding the need to support multiple versions of a product at the 
same time. Presumably, the vendor also sees lower costs for support personnel that can be passed on to 
the customer. However, there are unique security and privacy considerations associated with cloud-based 
storage. This strategy may make sense for some DoD applications, where having a single server with data 
and analytic tools that can be accessed remotely and where security and privacy can be managed 
appropriately could reduce the cost of tool and data support relative to a mode of operation where analysts 
download data and install tools locally. 

Another strategy the committee learned about from vendors is to have a common software 
platform that deals with functionality that all the tools from various products can use such as data storage 
and the user interface. Workday had a particularly flexible platform based on a triple store (Rohloff, 
2007) that facilitated the addition of new kinds of information. 

Overall, it appears that current personnel analytics products would be more applicable at the 
operational functions level of the personnel offices of the various service branches (in aid of recruiting, 
training, retention, or billeting) than at the policy-setting level of P&R. 

PRACTICE 

The committee’s investigation of the literature and selected interviews reveal that a few 
companies are leading the way in applying data-intensive approaches to personnel operations and policy. 
Many companies have built up specialized groups for personnel analytics and are trying to base decisions 
on the actual conditions in their own companies rather than on boilerplate “best practices” or prior 
research (Derose, 2013). The range of conditions considered is quite broad; they include structuring of the 
interview process, identifying the attributes of successful (and unsuccessful) managers, setting family 
leave policy, challenging common knowledge within the organization, determining the key factors that 
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affect retention, studying how patterns of communication affect unit performance, and charting effective 
career paths. The increasing ease with which personnel data can be archived across time has allowed 
more longitudinal studies to identify the most reliable indicators of employee behavior. For example, Intel 
found that the answers to eight survey questions plus the time accrued at the company sufficed to 
accurately predict retention. 

One of the highest profile studies in the personnel analytics domain was Project Oxygen at 
Google (Bryant, 2011). There had been significant doubt in Google about the value of engineering 
managers, and at one point the company had gone so far as to eliminate project managers because it had 
no proof that they had had any impact. Project Oxygen started by assembling a large base of observations 
on managers from existing sources, such as performance reviews and feedback surveys. Those were 
supplemented by hundreds of hours of interviews with managers (which required hand coding). Analysis 
of the data revealed eight behaviors of good managers, such as expressing interest in employee success 
and well-being and helping with career development. It also revealed pitfalls, such as spending too little 
time on managing and communicating. (Interestingly, technical expertise ranked last on the list of eight.) 
The results were used to revise employee-training practices and institute coaching for low-performing 
managers.  

Some of the trends the committee observed and advice it received on personnel analytics are 
highlighted below. 

Mythbusting  

The committee learned of multiple instances where data analytics were used to confirm (or not) 
the common knowledge in an organization or to challenge the status quo (the latter was colorfully referred 
to as “poking the bear”). Some specific examples the committee heard of myths that had been refuted by 
analysis of actual data are the following: (1) Employees at headquarters are promoted faster and (2) job 
candidates with multiple employments in the last 5 years or who have been unemployed for a prolonged 
period of time are less likely to stay with a new position. In reality, employee attrition and retention are 
much more heavily influenced by colleagues (think of the damage that can be done by a “toxic” co-
worker). 
 In other cases, data analytics suggested alternative personnel strategies. For example, observing 
unusual but successful job moves suggested alternative career pathways for some employees. Another 
study revealed that a small segment of the workforce was happy to work on a series of short-term 
projects, leading to a pilot program for “internal freelancers,” who are assigned to projects for a few 
months at a time and who can tolerate breaks in employment.  

Combination of Skills 

 The committee saw that employees in Personnel Analytics groups (sometimes called People 
Analytics) often possess a variety of skills and backgrounds. In addition to data scientists, there are 
experts (often PhDs) in HR domains such as psychology and organizational theory as well as staff 
(generally MBAs) focused on different HR functions: hiring, benefits, and training. A particular study or 
analysis might originate with an MBA interacting with a functional group to figure out a current issue or 
question. The appropriate domain-area expert might design a study to answer the question, deciding 
which existing data would be applicable and what new information would need to be collected. A data 
scientist might extract and prepare the data and run the appropriate analyses, which would be interpreted 
by the domain expert and then be communicated back, perhaps through the MBA, to the HR client group. 
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Communication 

The committee observed the importance of putting analysis results in a form that an end user can 
understand. It was stressed that correlations and trends were not in and of themselves generally actionable 
by decision makers. The results needed to be explicable before decision makers felt comfortable 
recommending changes in procedures or policies based on them. Especially when machine-learning is 
involved, where the computation techniques can be somewhat opaque, there is a need to investigate 
further to develop cause-and-effect explanations. Also, it helped to invest a group leader in the results by 
briefing them on the results and having them present the results to the rest of the group. The committee 
also learned that in order to maintain high response rates to information-gathering mechanisms, it was 
important for employees who had answered surveys and responded to such internal communications to 
know that their input was being noted and acted upon. 

Launching a Personnel Analytics Effort 

 Building a successful Personnel Analytics capability is nontrivial. In addition to finding 
appropriate staff in the face of stiff competition for data scientists in particular, developing the appropriate 
data collection enterprise takes time and organizational will. The committee observed the need for 
substantial foundational work within the organization on what data means. In one case, for example, 
simply coming up with a uniform definition of “full-time equivalent” (FTE) took over a year of 
discussion among business units (engineering, sales, finance, etc.). Some of the committee’s interviewees 
also stressed that the first projects needed to be creditable when starting a data analytics effort—initial 
efforts needed to show success and value. 

Appropriate Techniques 

 Not every study requires huge amounts of data and sophisticated methods. For example, a simple 
spreadsheet-based model was sufficient to do a multiyear forecast of workforce shape (number of 
employees at each level) from current employee counts and rates of promotion, hiring, and retention. It 
revealed the company would shortly become top-heavy with managers if current practice continued, and 
it led to changes in promotion rates and policies on external hires at upper levels. 

Nontraditional Data Sources 

All the analytics organizations the committee studied were looking at extending their data assets 
beyond what they could obtain from internal business-data processing systems. For example, text 
analytics capabilities (discussed in more detail later in this chapter) are reaching a level of maturity such 
that they are suitable for preparation and analysis of unstructured text data.  

Natural Experiments 

Many in industry are noting the value of natural experiments in the analytics domain. For 
example, studying the performance of different teams over time revealed dimensions that were highly 
predictive of team success, such as how long a team has been together and who is leading it. 
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Identifying P&R Opportunities and Implementing Solutions  

INTRODUCTION 

This study has covered the current state of personnel and readiness data and uses and has opened 
a window onto the application of analytics in the personnel and readiness environment. In the preceding 
chapters the committee described the challenges it observed and discussed the data and analytics methods 
used in industry and by other players. The study’s charge was to develop a roadmap and implementation 
plan for integrating data analytics in support of decisions within the purview of the Office of the Under 
Secretary of Defense (Personnel & Readiness), referred to throughout the report as P&R. The committee 
interpreted that charge as calling for high-level conceptual advice, because P&R must have the latitude to 
craft specific plans for strengthening its capabilities in, and use of, data science.  

Accordingly, the committee believes that the first step is for P&R to develop a data and analytics 
framework, in accordance with the advice in this chapter, to better address the short- and long-term needs 
of the Secretary of Defense. Many of the Department of Defense’s (DoD’s) data sets have been built up 
as in response to disjointed and one-time questions that were asked (e.g., by the Congress) or to deal with 
narrow transactional issues. They are not typically the result of a data and analytics framework derived 
from a coherent picture of what the Secretary of Defense and others need to know to manage DoD.1 This 
chapter articulates some short-, medium-, and long-term goals to help P&R develop this framework: (1) 
improve data quality and sharing, (2) enhance data science methods, and (3) strengthen data science 
education. The first goal, data quality and sharing, can be improved immediately, while data science 
methods can be enhanced in the medium term. Strengthening workforce capabilities in data science can 
begin now but is a longer-term task. 

IMPROVE DATA QUALITY AND SHARING 

Data Quality 

DoD has made significant investments in improving its use of data and analytics for recruiting 
and pay over the past 40 years,2 by means such as sanctioning the creation of the Defense Manpower Data 

                                                      
1 The Defense Readiness Reporting System (DRRS) is somewhat of an exception, although even it is mostly the 

product of federating existing data systems, both to keep costs in check and to encourage participation and 
compliance. 

2 The impetus for many of these investments was the return of the United States to its tradition of relying 
entirely on paid volunteers to staff its military establishment. Recognizing that the shift from conscription to a 
reliance on volunteers required key decisions about compensation and the active management of recruiting, the 
nation’s leadership turned to outside analytic expertise in support of the Gates’ Commission, which buttressed 
President Nixon’s decision to end the draft. A symposium hosted by CNA in 2014 honored Walter Oi and his 
influence in establishing the all-volunteer force. The website for that symposium is 
https://www.cna.org/news/events/all-volunteer-force, accessed January 6, 2016. Emblematic of the community of 
 



Copyright © National Academy of Sciences. All rights reserved.

Strengthening Data Science Methods for Department of Defense Personnel and Readiness Missions 

 

PREPUBLICATION COPY—SUBJECT TO FURTHER EDITORIAL CORRECTION 
7-2 

Center (DMDC) to provide a common set of data records and turning to the federally funded research and 
development centers (FFRDCs) for analytic assistance. These investments helped DoD overcome 
difficulties, and arguably they have played a significant role in its long-term success. To continue that 
success, the analyses and the analysts supporting the Under Secretary of Defense for Personnel and 
Readiness need insight into the outlooks and motivations of those individuals. Their attributes may not be 
revealed by administrative records, and so some new data are required. These new data needs must be 
defined and characterized, and the design of enhanced data systems must take into account how the data 
will be used, including their analytic applications.  

One important consideration in planning enhancements to the data systems available to P&R is 
that inaccuracies and incompleteness often impede the full use of data in support of P&R decision 
making. For example, analysis of the burdens of deployment requires DMDC to work with a number of 
variables to determine whether an individual was serving in forward combat areas, but those variables do 
not always agree. Likewise, using the central records to review language competency will reveal that such 
information is often missing. The same will be true for indicators that officers have completed joint duty 
assignments (that is, assignments involving more than their parent service, which ultimately can be 
important for promotion), because such data are often kept in separate systems. Even for data fields that 
are well populated in the original submissions, DMDC reports that it expends considerable effort to clean 
the data to ensure their accuracy.  

Although many of the data sources P&R relies on arise from administrative needs, few rest on 
transactional record systems that may have the most relevant information. Readiness data, for example, 
do not typically derive from parts ordering or repair transactions but derive rather from reports on 
equipment availability. Biases in reporting may occur when the underlying variable is judgmental in 
nature; for example, whether a piece of equipment is “mission capable” can reflect the judgment of a 
commander. Likewise, deployment data generally have not depended on records of arrivals in and 
departures from theater but rather on a downstream transaction (the pay record). Readiness data have long 
suffered from this weakness, which in part led to the establishment of DRRS, with its emphasis on access 
to the underlying data files. Other data sources (responses to questions on race and ethnicity, say) can 
potentially be affected by bias, especially data collected via surveys. Transactional data may be used at 
the Service level but are much less likely to be used by P&R. An important exception to this 
generalization is health care data, which this study did not examine in detail.  

Most of the data sources easily available to P&R are either snapshots of either current or 
retrospective conditions. For example, P&R does not have all-Service forecasts of enlistment contracts 
with which to gauge the status of recruiting, although it is conceivable these could be generated either 
from separate systems maintained by the individual Services or from questions asked during Military 
Entrance Processing Station (MEPS) testing. Rather, P&R receives data on actual enlistment results for 
the month as well as the status of enlistment “reservations.” The latter are tallies of those who have signed 
contracts to enlist at a future date, the so-called Delayed Entry Program (DEP); actual enlistment results 
and the size of the DEP are used as recruiting barometers. Some surveys offer direct forecast information 
(e.g., reenlistment intentions) or indirect information (e.g., the Youth Tracking Survey, with its questions 
on how American youth feel about military service), but these fall short of what P&R really needs. 

Individuals might enrich a number of the data sources or, at a minimum, improve their accuracy 
and completeness, provided there are sufficient incentives for them to offer corrections. Systems that 
encourage individuals to self-report accurately constitute a potentially rich source of data for P&R on 
both program preferences and the outlook of servicemembers on their military careers, and have strong 
predictive power. The Army’s pilot study “Green Pages,” which ran from 2010 to 2012, provided insights 
into the preferences of mid-career officers for assignments as well as additional detail on their 

                                                                                                                                                                           
interest that these decisions created is the series of commemorative volumes produced at each of the 10-year 
anniversaries of the all-volunteer force in its first three decades (Bowman et al., 1986; Fredland et al., 1996; Bicksler 
et al., 2004).  
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backgrounds and accomplishments not otherwise available. (In the pilot study they provided resumes with 
much more detail than is contained in their administrative personnel records.) Likewise, the Navy 
administers Assignment Incentive Pay, in which a modest number of hard-to-fill enlisted assignments are 
put up for “bid,” and an individual may specify the additional compensation, if any, they would require in 
order to accept a particular assignment. This process implicitly provides useful information about enlisted 
preferences that could conceivably be used for predictive purposes such as examining trends (Carter, 
2015). Self-reporting has long been relied upon to generate longitudinal data series, such as NLS79, the 
Millennium Cohort Survey, and the new Military Family Life Survey. These longitudinal series are often 
the most valuable sources of information on behaviors.  

Although the administrative process, self-reported or otherwise, might generate some of the 
underlying data promptly, it can take considerable time before those data appear in files that the policy 
analyst can employ. For example, the time DMDC invests in assembling and cleaning data from the 
central personnel records results in a lag in the analysis compared to when the events actually took place. 
Likewise, although surveys are now generally administered via the Internet, the process of collecting, 
cleaning, and organizing the data usually takes weeks if not months, again introducing latency in the 
analytic process. And if the data are to be employed by an outside organization, there may be additional 
delays in accessing them. 

DoD has an opportunity to get more value out of existing data collections by creating an 
expectation of data repurposing and analytics reuse. P&R could capitalize on some of the transactional 
data available to the Services by establishing partnerships with them. For example, repurposing 
assignment orders could provide a portrait of one element of future readiness (e.g., How well trained and 
experienced are those who are moving to a given unit?), as well as be an indicator of unit turnover. Data 
from tests administered at the conclusion of training could be repurposed to monitor training effectiveness 
and predict future unit readiness.  

The assessment of noncognitive attributes through, for example, the Army’s Tailored Adaptive 
Personality Assessment System (TAPAS) (Stark et al., 2014) offers research and operational 
opportunities to improve selection and placement decisions that have historically been grounded in the 
administration of and reliance on cognitive ability tests. Data collected could be used at the point of entry 
into military service as well as at mid-career to guide further investment in human capital. New 
monitoring elements could also be devised (end-of-tour questionnaires that would expand on the health-
related questionnaires now required of those returning from a combat theater).  

Converting unstructured or semistructured data from a variety of sources into structured form 
could be another avenue of potential value for P&R analytics. For example, natural language processing 
could provide valuable and timely information from structured records (documents, messages, reports). 
Annotating existing data with additional information—for example, geocoding—could allow new classes 
of tools to be developed and used. 

The ideas suggested above are examples of new or repurposed data sources that P&R might 
explore and incorporate into its data and analytics framework. In each case, P&R will need to assess in 
detail whether the potential value mentioned is feasible and an important priority. It will also need to 
evaluate whether there are technical and/or management hurdles to overcome. These details, which can be 
quite nuanced, were not readily available to the committee and would best be examined by experts within 
P&R.  

 
Finding: Despite the substantial amount of data available on DoD personnel, the data may not be 
appropriate for DoD’s analytic tasks, or they may necessitate considerable investment in 
constructing the variables of interest.  
 
Finding: Analyses developed to support the Secretary of Defense are often disjointed, one-off 
activities undertaken to respond to immediate questions and may lack a plan for future use of data 
or analytic methods. 
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Finding: The reuse of operational data for analytic purposes can expose issues in data collection, 
recording, transmission, cleaning, coding, and loading. Problems are often not detected until the 
point of analysis, when anomalies crop up in results. 
 
Recommendation 1: The Office of the Under Secretary of Defense (Personnel & Readiness) 
should develop a data and analytics framework, and a strategy to implement that framework, that 
addresses both the principal outcomes of its responsibilities and the short-term and long-term 
needs of the Secretary, based on the findings, recommendations, and discussions outlined in this 
report and in the Force of the Future proposals.  

Data Sharing 

While P&R enjoys considerable access to data that help it address the issues for which it is 
responsible, substantial gaps remain, particularly for events that occur outside of DoD. Publicly available 
data (e.g., from social media) and data maintained by other government agencies (e.g., Department of 
Veterans Affairs [VA], the Employment Cost Index and unemployment data from the Bureau of Labor 
Statistics, the American Community Survey and the Longitudinal Employer – Household Dynamics from 
the Census Bureau) could all play pivotal roles in filling current information gaps. Many Services collect 
information on their members that is not reported to P&R (from, say, new recruit surveys). The advent of 
the capacity to analyze large data sets has made it possible to utilize such previously unused data to 
inform other predictions.  

One example of the potential benefit of sharing data arises in the Career Intermission Program 
that Secretary Carter has endorsed, which allows some servicemembers to take a 1- to 3-year sabbatical 
(Losey, 2016; Serbu, 2016; Schechter, 2016). Despite its appeal in principle, in practice the Services have 
struggled to realize the program’s potential. Understanding the problems each Service has encountered in 
implementation, and especially the experience of the Navy (the original proponent of the authority and the 
first to employ it), would avoid the missteps and identify early on what must be done if the program is to 
succeed. While longitudinal data are often essential to understanding both behavior and policy choices, 
few of P&R’s data sources are constructed originally in that form. Rather, the analyst or the data agency 
(e.g., DMDC) will construct the longitudinal data set from the available “snapshot” files. The two big 
exceptions to this generalization are the Millennium Cohort survey (conceived as a longitudinal effort 
from the beginning, to track the health experiences of military personnel after the illness controversies 
that followed the first Persian Gulf War) and the earlier National Longitudinal Survey of Youth 1979, in 
which DoD participated. 

A particular opportunity arises in the data collection efforts of the VA. VA data illuminate other 
aspects of an individual’s experience after leaving active duty (pursuit of further education via the GI Bill, 
treatment of medical issues that may derive from service, etc.). Harmonizing the data elements from DoD 
and VA would benefit both agencies, by giving DoD a better understanding of the status of reserve 
component members and, for VA, by probing the antecedents of postservice health issues. More 
important, it would benefit veterans and provide them with the recuperative support they have earned. 

Understanding the life trajectory of military personnel after they leave active duty—because they 
are discharged, retired, or demobilized (i.e., Reserve Component members, including those who continue 
to serve in a Reserve capacity)—could give P&R valuable information on the appeal of the military 
service or its detractions (Wilmoth and London, 2013). Unemployment data are collected by the 
Department of Labor without any regard for DoD’s postservice experience needs. Understanding the life 
trajectory would require larger sample sizes (to shrink the error associated with the estimates), different 
age range aggregations, knowing the reason for leaving active duty (e.g., completion of active duty 
obligatory service or discharge before completing obligatory service), and a marker for whether the 
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person is enrolled in school.3 DoD needs an interagency mechanism to persuade its sister agencies to 
undertake necessary changes, including a vehicle for funding when additional resources are required. 

The transactional and survey data sources compiled by DoD are a valuable resource and should 
be maximally leveraged to support P&R policy decision making. There are legal, regulatory, cultural, and 
technical barriers to (appropriately and responsibly) sharing data. One particular challenge is balancing 
the ability to link disparate data sources for individuals against the simultaneous goal of protecting their 
privacy. On the technical side, choices of hardware and software architectures provide different mixes of 
advantages and challenges with respect to data access and management, and these trade-offs need to be 
considered in developing a data and analytics framework. In addition, because some of its most important 
data come from series established by other agencies, it behooves P&R to take a more active role in 
interagency data deliberations and to advocate for sample sizes and data constructs that better serve its 
needs. DoD will need to be willing to finance the additional costs of these requests. 

The use of social media and other outside data in support of P&R decision making is worth 
further examination. Although DoD warns its personnel to avoid posting information regarding their 
responsibilities online, many individuals maintain accounts with some degree of public access. 
Government monitoring of such postings, while potentially of significant value, raises difficult questions 
about privacy and the appropriate role of government itself. For personnel who hold security clearances, 
the government already asserts some authority over private matters (e.g., drug tests, reporting of law 
enforcement actions). Internet postings are by definition public, but some may find their collection and 
analysis by the government unsettling. Further, there is a difference between analysis of posts by an 
outsider and the analysis of posts by DoD, which has private information about those making the posts. 
The latter situation ranks much higher on the “creepiness” scale (Tene and Polonetsky, 2014). Privacy-
preserving data analysis tools, such as differential privacy, may be particularly helpful should P&R 
pursue analyses that draw from social media postings.  

Whether it exploits social media or government records, P&R should explore whether 
contemporary text analysis techniques would allow it to understand the content in documents of interest. 
Could text analytics that allow the analysis of Internet postings help P&R better understand the burdens 
of deployments? Could such techniques, in a further example, give P&R the ability to evaluate, fairly and 
even-handedly, the joint duty experiences of those applying for credit? Not only might such text-analytic 
methods provide an efficient approach to current document reviews, they might also make available new 
sources of data contained in documentary sources too voluminous to examine with other methods. 

Improving data sharing across Services could also prove valuable for P&R. However, standards 
specifying how data are collected are not comprehensive and systematic across Services. Each Service 
may collect similar data but utilize it differently based on service-specific needs. This divergence results 
in Services tracking different data and metrics and making different policy decisions. To deal with 
multiple sources of data originating from multiple organizations, the strategy is to develop a process for 
agreeing on what new information to record, to set standards for how modifications should be made, and 
to render information into a common representational form.4 As noted in Chapter 3, however, the current 
situation represents a clear improvement over the situation that existed before DMDC’s creation. 

DoD’s internal processes typically do not involve data sharing but rather the reporting of results 
based on data. It is for that reason that in formulating a data and analytics framework as recommended in 
the previous section, a “preparation instruction” should be issued that tells subordinate personnel what 
data they must submit. Historically, that instruction was a matter of considerable debate. Perhaps the 
biggest implementation challenge is the difference between the philosophical outlook of the “big data” 

                                                      
3 In many states, veterans are permitted to collect unemployment insurance at the same time they are pursuing 

schooling under the GI Bill. A number of National Guard members are students who presumably are returning to 
school.  

4 This process usually consists of establishing a cross-Service working group, often with representation from 
P&R, to reach agreement. 
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community (in which raw data are generally available for authorized analysis) and the “command and 
control” ethos of DoD, in which information is indeed power. There is a notion that access by more senior 
personnel of the bureaucracy to the underlying data sets might prove contentious, to say nothing of access 
by any “outsiders.” The Services are reinforced in their preference for limiting access to data by their 
legal charge from the Congress to organize, train, and equip military forces, while the role of the 
Secretary of Defense and his staff is to set policy and be politically responsible for the results.5 The desire 
to control data needs to be balanced against policy needs.  

Improving data sharing with FFRDCs could accelerate their research processes and allow 
enhanced opportunities for verification and validation of study findings. Some of these data access 
challenges are discussed in the following section on Institutional Review Boards, and P&R may benefit 
from exploring opportunities to ease data transfer.  

While those outside the federal government, especially the FFRDC staffs that are working for 
DoD, may request access to data available to P&R, there is no tradition of public use of data sets as, for 
example, characterizes the Census Bureau. DoD is starting to explore this possibility. The Person-Event 
Data Environment (PDE) that the Army Analytic Group and DMDC created is the principal current focus, 
although there are major challenges in making the PDE a widely useful tool. However, technical and 
cultural challenges (such as possible data re-identification and other privacy compromises), a slow and 
complicated approval process to gain access, lengthy reviews for data import and export, limited 
computational capabilities, concerns about data quality and comprehensiveness, and concerns about data 
ownership rules pose a significant deterrent to utilizing the PDE. In addition, it is not clear that the 
architecture scales up in such a way that it can serve all of P&R’s needs and forcing analysts to work 
through the PDE personnel (who then must work through the data owners) may represent a barrier 
between the analyst and the raw data. The substantial efforts undertaken by PDE personnel to prepare the 
data for linkage are not transparent and may inadvertently impact the results of analysis results. The 
Defense Health Agency has also begun exploring the creation of a data set to which greater access might 
be granted.  

From the policy analyst’s perspective, perhaps the most important innovation would be a forum 
or mechanism that would channel feedback from the user about the data constructs that are needed for 
typical analytic tasks and the nature of the variables that would best meet those needs. Some entity, such 
as an Office of People Analytics or an expanded role of DMDC, with clear lines of responsibility under 
the Confidential Information Protection and Statistical Efficiency Act (CIPSEA), could provide such a 
forum. The PDE could become a central activity of such an office. Such a focus could immediately help 
P&R leverage better data and data analytics to support what the military cares about. Services alone are 
not able to keep pace with the growing need for expertise in data science. Secretary Carter’s Force of the 
Future effort calls for such an office. It could connect to similar activities across the federal government, 
leveraging the best analytics, capabilities, and talent. 
 

Finding: The existence of DMDC and a unified personnel file has greatly enhanced OSD’s 
ability to understand the behavior of its personnel and to refine its policies so as to improve both 
retention and performance. The creation of the Civilian Personnel Data System was a similar 
achievement. 
 
Finding: There are benefits to be gained by enabling deeper and richer collection and sharing of 
data, which support a richer picture of the individual. This could in turn allow for better matching 
of personnel to the needs at hand (e.g., with regard to desired data skills, language proficiencies, 
and experiences), improved identification of at-risk servicemembers, enhanced management of 
the force in terms of retention and training, and many other benefits.  

                                                      
5 Congress has subsequently said that the grant of authority to a subordinate element of the Department in no 

way precludes the Secretary from exercising it. 
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Finding: The challenges of data sharing and repurposing are significant; in particular, different 
data definitions and formatting complicate data merging and linking. Business practices (e.g., 
methods, procedures, processes, and rules) vary from Service to Service and from one database to 
another. 
 
Finding: Enhanced data sharing within DoD, across agencies, and with the research community 
at large could promote the creation of new statistical methods, tools, and products. 
 
Finding: The existence of alternative data sources, such as social media, especially when they are 
tied to extensive information about individuals, may deliver deep insights relevant to the mission 
of P&R. Owing to concerns about privacy and appropriateness and to the difficulty of ensuring 
statistical validity, further pursuit of this path requires careful consideration and additional 
research.  
 
Recommendation 2: The Office of the Under Secretary of Defense (Personnel & Readiness) 
should investigate the feasibility of exploiting alternative data sources to augment traditional 
methods for measuring collective sentiment, evaluating recruitment practices, and classifying 
individuals (for creditworthiness, perhaps, or for battle-readiness). Hand in hand with this effort 
there should be an investigation into privacy technology appropriate for these scenarios for data 
use.  
 
Recommendation 3: The Office of the Under Secretary of Defense (Personnel & Readiness) 
should identify incentives to enhance data sharing and collection, such as the following: 

 
 Tracking usage of data by source in repositories such as the Person-Event Data 

Environment and periodically reporting back to data providers on usage (e.g., number of 
uses, who the users are, the nature of the study, or analysis the data contributed to); 

 Providing incremental funding on contracts that involve data collection and organization 
to cover the costs of archiving and documenting the data for other users; and 

 Giving preference to projects for constructing or redesigning operational data systems 
that include explicit functionality to support data sharing.  

 
Recommendation 4: The Office of the Under Secretary of Defense (Personnel & Readiness) 
should leverage opportunities to improve access, including better reuse of prior data, tools, and 
results, and should investigate incentives to increase interagency and inter-Service data sharing.  
 
Recommendation 5: The Office of the Under Secretary of Defense (Personnel & Readiness) 
should establish a working group with representation from the Services and other elements of the 
Department of Defense, as appropriate, to 

 
 Identify productive new fields and formats for personnel files, such as enabling the 

inclusion of unstructured data and free-form text in future records; 
 Identify opportunities for data sharing between Services and the Office of the Under 

Secretary of Defense (Personnel & Readiness) and within Services and lower barriers to 
such sharing; 

 Work with organizations that provide operational data or collect it for analysis to improve 
data quality by providing standard ways for data users to report problems with data 
collections and channel those reports back to data providers when appropriate;  

 Clarify self-reporting rules and practices; 
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 Identify legal and regulatory barriers to the appropriate and responsible sharing of data; 
and  

 Examine new hardware and software architectures that facilitate data access and data 
management. 

 
Finding: The development of the Person-Event Data Environment is a positive step in making 
some data more easily accessible. However, certain technical and cultural factors deter the use of 
this tool. 

Benefits  
 Spreads the overall cost of data acquisition, cleaning, ingestion, and linking. 
 Reduces time for researchers identifying and downloading data, since they work on it 

in situ. 
 Aims to improve handling of sensitive data. 
 Monitors data usage. 
 Creates a group that supports users with data and tool issues. 

Drawbacks 
 Sensitive personally identifiable information is susceptible to reidentification and 

other privacy compromises such as revelation of sensitive traits or attributes. 
 Linkage attacks—innocuous data in one data set used to identify a record in a 

different data set containing both innocuous and sensitive data—can be carried out 
via external data sets brought into the PDE by researchers. 

 Review processes are lengthy for access to some data. 
 Delays in the review process for export of analysis results pose a deterrent to 

publication and peer review. 
 The hurdles to become a PDE user mean that the current user community is much 

smaller than intended. 
 Some users have been limited by the computational power, memory, and tools of the 

current installation. 
 The PDE does not solve completeness and quality issues in the underlying data 

sources.  
 There does not exist a systematic mechanism for reporting data problems. 
 Some PDE users say they have been given conflicting statements about the 

ownership of external data uploaded into the PDE.  
 

Recommendation 6: The Defense Manpower Data Center should assess how well the Person-
Event Data Environment is working and whether it is serving its intended community. In doing 
so, the Center should consider taking the following steps to improve the usability of the Person-
Event Data Environment and enhance its value: 

 
 Assess if current privacy and security policies are adequate, taking into account modern 

methods of attack and sources of auxiliary information that can aid in these attacks, such 
as multiple releases of statistics and data sets (Ganta, Kasiviswanathan, and Smith, 2008), 
linkage attacks that make use of public sources (Sweeney, 1997; Narayanan and 
Shmatikov, 2008), and chronological correlations with public sources (Calandrino et al., 
2011). 

 Analyze data usage information, both for privacy and determining value of assets. 
 Do a better job of establishing and defining a user community for knowledge sharing. 

This includes improving relationships with the federally funded research and 
development centers doing work for the Department of Defense and determining which 
researchers would benefit from the capabilities of the Person-Event Data Environment. 
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 Remove unnecessary barriers for researchers to gain access to the system.  
 Enhance computational power, memory, and tools.  
 Respond to concerns about the quality and comprehensiveness of available data. 
 Develop an explicit process for reporting data problems. 
 Clarify data ownership rights to external data that are uploaded and merged, 
 Assess protocols for accessing personally identifiable information. 
 Review approval process for exporting analysis results.  
 Consider widening access to the data and/or rebalancing Institutional Review Board 

requirements by establishing a differentially private interface.6 

Institutional Review Boards 

Institutional review boards (IRBs) are normally involved in carrying out human-subjects research 
in order to ensure that the work is handled ethically. The human subjects protection regulations 
promulgated in 1981 (45 C.F.R. § 46) and the revisions known as the “Common Rule,” issued in 1991, 
aim at delineating human-subjects research policies, and they apply to FFRDCs and other groups that 
work with DoD on P&R research projects; these regulations do not apply to P&R data analyses 
completed solely for operational purposes. For most studies that assemble enough human data to infer 
useful results, IRB oversight is necessary.  

The committee was told by a number of analysts from those nonfederal research organizations 
that they are sometimes required to satisfy often multiple reviews by IRBs in both their own institutions 
and DoD, and they often feel this duplication is unnecessary. In addition, there is sometimes a lack of 
clarity as to which DoD IRB should conduct a review of protocols. In at least one case, a local 
commander successfully insisted that a study gathering data from his command had to be approved by his 
IRB, even though IRBs from both the DoD and the FFRDC had already approved the study. The 
committee was told how this duplication adds steps and considerable time to an already lengthy process. 
Sometimes an IRB may require changes that then need to be resubmitted to and reviewed by other IRBs, 
further extending the timeline.  

Similar problems have been noted by others, and the 2014 National Research Council (NRC) 
report Proposed Revisions to the Common Rule for the Protection of Human Subjects in the Behavioral 
and Social Sciences includes numerous recommendations for improving IRB processes. For example, it 
recommended establishing single IRBs of record for multisite studies.  

Another kind of barrier is the requirement imposed by the Paperwork Reduction Act that U.S. 
government agencies obtain approval from the Office of Management and Budget (OMB) before 
collecting information from groups of more than nine persons. The committee was informed that in some 
cases FFRDC analyses using focus groups had been conducted with information gathered from only nine 
people, when a desirable sample size would have been considerably larger, because it was thought to be 
impractical to obtain OMB approval within the time allotted for the study. 
 

Finding: Reviews by multiple Institutional Review Boards can significantly slow down the 
research process and add months or years to the time it takes for researchers to have access to 
DoD data. This creates a serious problem for responding to policy needs in a timely manner.  
 

                                                      
6 For a discussion of differential privacy, see Chapter 5. 
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Recommendation 7: In order to support timely and efficient research, the Office of the Under 
Secretary of Defense (Personnel & Readiness) should encourage streamlining of Institutional 
Review Board processes that involve multiple organizations—for example, federally funded 
research and development centers and the Department of Defense.  
 
Recommendation 8: The Department of Defense should carry out research on the feasibility of 
differential privacy methods for its personnel analytics. These methods could reduce the need for 
Institutional Review Board oversight. 

Privacy and Confidentiality 

As discussed in Chapter 5, the Fair Information Practice Principles (FIPPs) that regulate the 
federal government’s maintenance, collection, use, and dissemination of personal information in systems 
of record outline that an individual has a right to know which data are collected and how they are used 
and to object to some uses and to correct inaccurate information. The collecting organization for its part 
must ensure that the data are reliable and are kept secure. As data collection on individuals continues, and 
as data sharing becomes more common, these are important principles for DoD and P&R to keep in mind. 

One way to do this is for DoD to adopt or adapt the privacy and governance structure developed 
by the Office of Management and Budget for civilian statistical agencies. The Confidential Information 
Protection and Statistical Efficiency Act (CIPSEA) provides a uniform set of confidentiality protections 
for information collected while adhering stringent privacy laws governing many agencies. It serves as a 
standardized guide for agencies to protect the release of survey participants’ information, both by 
obtaining their consent at time of collection to use their data in statistical data products and by protecting 
the information that would allow for identification of the survey respondent.  
  

Recommendation 9: The Department of Defense should consider adopting or adapting the 
privacy and governance structure developed by the Office of Management and Budget for civilian 
statistical agencies. In particular, the Department should follow the guidance on use of 
administrative records and establishing of statistical units under the Confidential Information 
Protection and Statistical Efficiency Act for both military and civil service personnel. In doing so, 
the Department should examine the applicability of Fair Information Practice Principles in the 
treatment of Defense Manpower Data Center data. 
 
Recommendation 10: The Defense Manpower Data Center, in its role as steward of the Person-
Event Data Environment, should consider ways to adapt and use privacy and governance 
practices that the Office of Management and Budget has created for civilian use. 

ENHANCE DATA SCIENCE METHODS 

Currently, barriers exist to the effective use of analytic methods that support P&R’s policy 
decision making. For a variety of data sources and systems, stronger analytic approaches are needed to 
shorten the time required to go from raw observations to analyses to decisions. The committee found an 
uneven use of data science throughout the DoD personnel offices, with some areas having advanced skills 
and others just beginning to incorporate entry-level analytics to inform decision makers.  

The potential for strengthening and expanding the use of data science methods in P&R aligns 
well with Secretary Carter’s recent comments on the Force of the Future. There, he outlined a number of 
goals that have a direct relationship to the use of data analytics in DoD, including the establishment of an 
Office of People Analytics (OPA) to better harness DoD’s big data capabilities in managing its talent. 
While few details have been released at the time of this report’s publication, OPA is designed to provide 
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direct analytic support to the Services and OSD. Such support would give researchers and analysts better 
access to data on personnel characteristics and would allow them to conduct comprehensive analyses on 
how policy or environmental changes will affect the performance or composition of the workforce. OPA 
will be prepared to partner with the Services and OSD on questions pertaining to recruiting, hiring and 
retention, succession planning, and training and would improve their ability to match the talents of 
individual personnel to the talents demanded by the jobs they are assigned to. 

Improved data and descriptive, predictive, and prescriptive analytics, which are discussed in 
generality in Chapter 4, could be more effectively used to explore and evaluate policy options. Following 
are the six principal outcomes for which P&R is responsible (introduced in Chapter 2) and the 
committee’s observations about how advanced data analytics could help strengthen the way they are 
addressed: 

 
 Ensuring DoD can recruit, train, motivate, and retain the necessary numbers and qualities of 

personnel. Improved access to and sharing of data, and possibly the use of novel data sources, 
allows for a deeper understanding of how best to recruit, train, motivate, and retain the 
necessary numbers and qualities of personnel. The private sector faces many similar 
personnel challenges and has developed and deployed descriptive, predictive, and 
prescriptive analytics to address these workforce issues. There are unique considerations for 
DoD, but understanding the large-scale efforts in the private sector is a starting point. 
Important workforce issues can then be examined through variations of these methods, 
coupled with DoD data.  

This report’s recommendations to establish a process for identifying domains in which 
data sharing would be of biggest benefit; develop a working group from the Services and 
other elements of DoD to improve coordination across groups; and to leverage opportunities 
to improve and incentivize data sharing would all help this P&R area.  

 Creating incentives that guide DoD to an “optimal” mix of personnel. Increased use of 
prescriptive analytics could help inform staffing level decisions for DoD personnel. This 
might include the various methods associated with both stochastic models (e.g., analytical, 
numerical and simulation methods) and mathematical optimization (e.g., stochastic 
optimization and stochastic optimal control methods), to study options and determine the best 
decisions.  

Controlled experiments such as small-scale pilot projects could also help inform policy 
decisions relating to this area (e.g., the effectiveness of incentives). The outcome of these 
controlled experiments could then be used as input into the prescriptive analytics models and 
methods, thus improving the analytics for future use. 

 Ensuring DoD creates a force that is ready to carry out directed actions. Readiness data can 
be explored using improved data analytics, therefore making it easier to detect underprepared 
units or capabilities and to estimate the impact of any deficiencies. This has the potential to 
target available resources more effectively to gain greater benefit from investments.  

Having a strong data science capability for DoD could also be considered its own aspect 
of readiness. Since many data analytics advances are being employed in the private sector, it 
is reasonable to assume that they could also be developed within other military forces. The 
task of ensuring DoD maintains a force that is ready to carry out directed actions, even with a 
shrinking budget and growing demand for talent, could be helped by improved analytics. 

 Influencing DoD’s decisions that affect the shape of military careers. Improved data access 
and sharing and improved analytics capabilities could significantly improve the knowledge 
base for shaping military careers. Better understanding the range of career paths and which 
positions tend to lead to certain outcomes would be of value to personnel making career 
choices and to leaders evaluating whether talent is being used well. The private sector has 
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made considerable investments in understanding and shaping career paths, and DoD could 
benefit from exploring those efforts. 

 Ensuring the Services supporting DoD personnel are properly structured and provided. 
Monitoring the services supporting DoD personnel is a data intensive challenge, and so steps 
to improve access to data and effective use of data analytics would be helpful. Increased use 
of prescriptive analytics, including the various methods associated with both stochastic 
models (e.g., analytical, numerical and simulation methods) and mathematical optimization 
(e.g., stochastic optimization and stochastic optimal control methods) in particular could help 
assess if the Services are properly structured and provided. 

 Anticipating and responding to sensitive behavioral issues. Data analytics have the potential 
to help identify individuals at risk for sensitive behavioral issues and ensure that responses 
are proportionate and consistent. Improved understanding could be enabled both by improved 
access to existing data as well as to new sources of data. However, use of these data and 
methods requires careful consideration because of privacy implications, and data analytics 
must be carried out with care and in compliance with appropriate federal guidelines.  

 
While the preceding examples illustrate some ways in which improved data analytic approaches 

could assist P&R with its mission, these are only the beginning of what could be possible. As can be seen, 
some particularly striking opportunities could follow as capabilities for predictive and prescriptive 
analytics are built up. As discussed in Chapter 6, the committee does not believe current personnel 
analytics tools are a good match for DoD needs in part because they are largely targeted at operational 
decision-making related to HR and aimed at a targeted market segment that does not match DoD. P&R 
may gain the most benefit from developing tools guided by P&R’s best understanding of the relative 
priorities of the various decisions within its mission. Many of P&R’s individual challenges are being 
addressed using some aspects of data analytics, but the collection of those individual studies falls short of 
a cohesive plan of how and why to use these approaches across the many domains that P&R informs. 

 
Finding: A wide range of problems are being addressed for P&R using data analytic techniques 
and the rich data sources discussed in this report. These are often applied in response to specific 
questions but are not incorporated into a long-term plan. 

 
Finding: Turnkey personnel analytic solutions and currently commercially available software are 
unlikely to meet P&R’s needs. 
 
Recommendation 11: The Office of the Under Secretary of Defense (Personnel & Readiness) 
should assess which predictive and prescriptive analyses would benefit its mission over the longer 
term, taking into account its understanding of which specific decisions could, if evaluated by 
applying more powerful data and/or methods, better enable the Department of Defense to prepare 
for future demands it may face. Some possible steps that might follow include these: 

 
 Emphasizing the use of prescriptive analytics in conjunction with predictive “what if” 

scenarios; 
 Enhancing prescriptive analytics usage and disseminating best practices across the entire 

Department; and 
 Adapting the prescriptive analytics methods successfully used in the private sector for 

workforce and talent management. 
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Controlled Experiments 

 Often P&R needs additional data to evaluate potential policy solutions, and the use of controlled 
experiments can sometimes provide those data. Controlled experiments are an opportunity for P&R to test 
a hypothesis by adjusting a key variable in a subset of its population and then measure the results of the 
change. Besides the challenge of structuring the experiment, the resources required and the time delay in 
obtaining results can inhibit the use of controlled experiments. The urgency of solving a problem 
frequently leads to deploying solutions without a framework for testing their efficacy except through pre- 
and post-solution data analysis. The result is an institutional culture in which experiments are the 
exception rather than the rule (as opposed to, say, the civil health community); however, this is a missed 
opportunity. 
 Controlled experiments can be used for a variety of areas important to P&R (e.g., recruiting 
[Fricker et al., 2014]) and could be particularly helpful in buttressing the case for conclusions that 
contradict accepted propositions. A case in point is the enthusiasm for two-year enlistments. Endorsed by 
some political leaders as a means of shifting the supply of enlistees (particularly those from socio-
economic backgrounds that would not otherwise normally lead to enlisted military service), a controlled 
Army experiment demonstrated that any enlistment supply gain would be swamped by the attrition at the 
end of the service period, while imposing unnecessary training costs engendered by high turnover and a 
short period of trained service within the two-year period. Most skill areas require six to twelve months of 
training before assignment to a unit, at which point the individual is still at the initial point of the 
“learning curve” (Buddin, 1991). 

The NRC (2004) reviewed a variety of experiments and quasi-experiments (in addition to the 
Buddin [1991] study described above) that examined the effects of various recruiting incentives on 
enlistment, job choice, and other outcomes. For example, Fernandez (1982) reported a study of the effects 
on high-quality enlistment of differing types and amounts of post-service educational benefits. Polich et 
al. (1986) examined the effects of varying enlistment bonuses and differing enlistment term obligations 
on highly qualified enlistments. Sellman (1999) reported on a pilot program allowing recruits to attend 
two years of college prior to reporting for active duty.  
 

Finding: The Department of Defense does not routinely employ controlled experiments to 
understand causes and effects of the Office of the Under Secretary of Defense (Personnel & 
Readiness) policies—for example, revisions to enlistment standards or choices affecting family 
welfare—to judge whether they produce the intended effects and provide benefits that justify 
their costs. 
 
Recommendation 12: To the extent feasible and relevant, the Department of Defense should 
conduct carefully structured experiments to test the efficacy of policy.  

STRENGTHEN P&R WORKFORCE CAPABILITIES IN DATA SCIENCE 

The demand for individuals with data science skills is increasing rapidly across all organizations 
(inside and outside of DoD). For example, the U.S. Bureau of Labor Statistics reports that the expected 
rate of growth for statisticians is 34 percent (BLS, 2016a) and for operations research analysts (a kind of 
data science analyst) is 30 percent (BLS, 2016b) over the period 2014-2024 as compared with the average 
growth rate for all occupations of 7 percent. U.S. News and World Report ranks “operations research 
analyst” as the 4th best business job, the 8th best STEM job, and the 20th best job overall by incorporating 
factors such as job growth and salary (Marquardt, 2015). Other kinds of surveys and rankings provide 
similar results. Individuals with data science skills that include descriptive, predictive, and prescriptive 
analytics experience are in strong demand for employment and salary growth. The private sector is 
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fueling this growth; in response, more than 80 university programs have been created over the past 10 
years to provide undergraduate and graduate analytics education (INFORMS, 2015).  

There are significant opportunities within P&R for increased use of data science to improve a 
variety of aspects of decision making. It is notable that DoD employs very few individuals with expertise 
in statistics and optimization, and many quantitatively trained analysts are classified as operations 
researchers, regardless of their actual training.  
 

Finding: Based on its collective experience with seeing data science mature in other 
organizations, the committee’s judgment is that P&R’s skills, depth, and resources in data 
analytics are not sufficient to recognize the full range of analytics opportunities and to implement 
these methods to better support decision making. It is always problematic to leverage scattered 
pockets of data science expertise, so raising the general level of awareness and skill would be 
more effective. 

 
Recommendation 13: The Office of the Under Secretary of Defense (Personnel & Readiness) 
should create greater awareness of data science methods and disseminate them more thoroughly 
to its personnel to increase the general understanding of data science and the benefits of its use. 
 
Recommendation 14: The Office of the Under Secretary of Defense (Personnel & Readiness) 
should enhance education in data science for its personnel, including civil service employees. 
This education could range from short courses in specific techniques for personnel who already 
have the requisite foundational knowledge, to overview seminars for managers who need to be 
acquainted with what their analytical staff can undertake, to formal degree programs, whether at 
Department of Defense or civilian universities.  

CONCLUSIONS 

The heart of P&R’s responsibility is policy management for DoD personnel and assessment of 
their readiness to carry out the tasks the nation assigns. This mission requires high-quality data and the 
most up-to-date means to analyze it. High-quality, timely data are necessary to understand events now 
occurring (or that have occurred in the recent past) and to forecast what may happen next, to which 
policies must be ready to respond, if not to take preemptive action to thwart adverse outcomes. High-
quality data are necessary to understand the structure of those events (that is to say, the causal factors), 
lest the policy choices deal with the symptoms observed versus the underlying causes. 

P&R today commands an extraordinary variety of data sets and data sources when compared to 
what is available to most cabinet agencies. But much of what is available is based on administrative 
records or records that are driven in key ways by administrative considerations. What is available can be 
shaped into data sets that respond to P&R’s policy analysis needs, albeit at some cost in resources and the 
degree to which the information is available on a timely basis. If P&R desires more timely information, 
and information that is more complete relative to its needs—including the ability to forecast and evaluate 
alternative policy decisions, which good policy debate requires—it will need to consider additional 
investments. And it will need to devise mechanisms for controlling data access that on the one hand 
protect the variety of equities involved (including privacy), but on the other respond more quickly and 
adequately to the analytic needs that its own requests have often generated. Secretary Carter’s “Force of 
the Future” recommends the creation of an Office of People Analytics. This report is intended to provide 
a way to confront these issues in a manner that will bring P&R, the DoD, and the American military into 
a commanding position of excellence in managing personnel. 
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Acronyms 
 
 
AFEES Armed Forces Examining and Entrance Station 
ASD  Assistant Secretary of Defense 
ASVAB Armed Services Vocational Aptitude Battery  
 
CAC Common Access Card 
CIPSEA Confidential Information Protection and Statistical Efficiency Act 
CNA Center for Naval Analyses 
 
DACOWITS Department Advisory Committee on Women in the Services 
DASD  Deputy Assistant Secretary of Defense 
DBIDS Defense Biometric Identification System  
DBMS Database Management System 
DCPAS Defense Civilian Personnel Advisory Service  
DEERS Defense Eligibility Enrollment Reporting System 
DEP Delayed Entry Program 
DHRA Defense Human Resources Activity 
DLNSEO Defense Language and National Security Education Office  
DMDC Defense Manpower Data Center 
DoD Department of Defense  
DRRS Defense Readiness Reporting System 
DSPO Defense Suicide Prevention Office 
DTIC Defense Technical Information Center 
DTMO Defense Travel Management Office 
 
EDFR  Executive Director of Force Resiliency 
ESGR Employer Support of the Guard and Reserve  
ETL Extract, Transform and Load 
 
FFRDC federally funded research development center  
FVAP Federal Voting Assistance Program 
 
GSA General Services Administration  
 
HA  Health Affairs 
HIPAA Health Insurance Portability and Accountability Act 
HumRRO Human Resources Research Organization  
 
IDA Institute for Defense Analyses 
INFORMS Institute for Operations Research and the Management Sciences  
IRB Institutional Review Board 
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IT Information Technology  
 
JPAS Joint Personnel Adjudication System 
 
M&RA  Manpower and Reserve Affairs 
MEPS Military Entrance Processing Station  
MHS Military Health Service 
MS&A Modeling, Simulation, and Analysis 
 
NAE National Academy of Engineering  
NAS National Academy of Sciences 
NASEM National Academies of Sciences, Engineering, and Medicine  
NCHS National Center for Health Statistics 
NDRI National Defense Research Institute  
NIST National Institute of Standards and Technology  
NPS Naval Postgraduate School 
NRC National Research Council  
OMB Office of Management and Budget 
OPA Office of People Analytics  
OPM Office of Personnel Management 
OSD Office of the Secretary of Defense 
 
P&R  Office of the Under Secretary of Defense (Personnel & Readiness)  
PCAST President’s Council of Advisors on Science and Technology  
PD  Principal Deputy 
PDASD Principal Deputy Assistant Secretary of Defense 
PDE Person-Event Data Environment  
PDHA Post-Deployment Health Assessment  
PDHRA Post-Deployment Health Re-Assessment  
PDUSD Principal Deputy Under Secretary of Defense 
PII Personally Identifiable Information  
PTSD Post-Traumatic Stress Disorder  
 
R&FM  Readiness and Force Management 
ROTC Reserve Officers’ Training Corps 
 
SVM Support Vector Machine 
 
TAPAS Tailored Adaptive Personality Assessment System 
TFP&RQ Total Force Planning and Requirements 
TYVO Transitions to Veterans Program Office 
 
UOCAVA Uniformed and Overseas Citizens Absentee Voting Act 
 
VA Veterans Affairs 
 
YRRP Yellow Ribbon Reintegration Program 
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and International Affairs. Dr. Chu served in the U. S. Army from 1968-1970. He was an economist with 
the RAND Corporation from 1970-1978, director of RAND’s Washington Office from 1994-1998, and 
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techniques (with Naor). She is a member of the National Academy of Sciences (NAS) and the NAE, and 
she was elected as a fellow of the American Academy of Arts and Sciences (AAAS) in 2008. She 
received the Dijkstra Prize in 2007 for her work on consensus problems together with Nancy Lynch and 
Larry Stockmeyer. In 2009 she won the PET Award for Outstanding Research in Privacy Enhancing 
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Ph.D. from Cornell University in 1983.  
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Meetings and Presentations 

FIRST COMMITTEE MEETING 
MARCH 30-31, 2015 

Origin and Importance of the Study 
 

Mark Breckenridge, Deputy Director, Defense Manpower Data Center  
 
Study Impact for DoD 
 

Christine Fox, Assistant Director for Policy and Analysis, Johns Hopkins Applied Physics 
Laboratory  

 
RAND Overview of Data and Analytics of Value to P&R 
 

John D. Winkler, Director of the Forces and Resources Policy Center, RAND National Defense 
Research Institute 

 
CNA Overview of Data and Analytics of Value to P&R 
 

Linda C. Cavalluzzo, Vice President and Director of Resource Analysis, Center for Naval 
Analysis 

 
Motivation for the Defense Technical Information Center (DTIC) Text Analytics study  
 

Mona Lush, Special Assistant for Acquisition Initiatives, Office of the Under Secretary of Defense 
(Acquisition, Technology & Logistics)/Acquisition Resources and Analysis 

 
Overview of the DTIC Text Analytics Study 
 

Laura Odell, Project Leader for DTIC study, Institute for Defense Analyses 
Arun Maiya, Principal Investigator for DTIC study, Institute for Defense Analyses 

SECOND COMMITTEE MEETING 
MAY 4-5, 2015 

Talent Analytics with IBM Smarter Workforce 
 

Jackie Ryan, Director, Science and Analytics Project Management, IBM Smarter Workforce 
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Colum Foley, IBM Smarter Workforce 
 
Office of Personnel and Readiness 
 

Stephanie Barna, Acting Assistant Secretary of Defense for Readiness and Force Management 
 
Defense Health Agency 
 

Rear Adm. Bruce Doll, Director, Research, Development and Acquisition, Defense Health 
Agency 

 
Challenges Facing the Civilian Workforce 
 

Christine Fox, Assistant Director for Policy and Analysis, Johns Hopkins Applied Physics 
Laboratory 

THIRD COMMITTEE MEETING 
OCTOBER 6-7, 2015 

Site Visit Briefings: Defense Readiness Reporting System, Navy, Intel, Army, Air Force, P&R, RAND, 
CNA, IDA, NPS, DMDC, Google, Cornerstone OnDemand, and Workday 
 

Michelle Schwalbe, Program Officer, Board on Mathematics and Their Applications 

FOURTH COMMITTEE MEETING 
JANUARY 6, 2016 

Discussion of the Person-Event Data Environment  
 
 Mark Breckenridge, Defense Manpower Data Center  

Matthew Davis, Defense Manpower Data Center 
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Stochastic Models of Uncertainty and  
Mathematical Optimization Under Uncertainty 

 
 
This appendix provides more formal definitions and descriptions of aspects of the two key areas 

of prescriptive analytics, namely stochastic models of uncertainty and mathematical optimization under 
uncertainty, which are intimately connected. These descriptions also illustrate examples of mathematical 
prescriptive analytics methods that have been developed and successfully applied to address policy issues 
and problems associated with workforce management, skill and talent management, and human capital 
resource allocation in the private sector, which are analogous to the type of prescriptive decision-making 
policy issues and problems related to missions of the Office of the Under Secretary of Defense (Personnel 
& Readiness), referred to as P&R, including recruiting, training, retention, optimal mix, readiness, 
staffing, career shaping, and resource allocation. Although there are unique considerations for the 
Department of Defense (DoD), an understanding of these and related large-scale efforts in the private 
sector is an important starting point and then policy issues and problems related to P&R missions can be 
investigated through variations of such methods, coupled with DoD data. 

The following descriptions are highly mathematical, relative to the rest of this report, and will 
likely only be relevant to a subset of readers. However, the committee believes these examples may be 
helpful to analysts trying to implement these methods.  

STOCHASTIC MODELS OF UNCERTAINTY 

 To illustrate some of the concepts described in the main body of this chapter, two examples of 
stochastic models of uncertainty involved in decision-making problems related to P&R are presented. The 
first example concerns tradeoffs among skill capacities and readiness of resources given uncertainty 
around the demand for such resources, which relate to P&R missions associated with optimal mix, 
readiness, staffing, and resource allocation. This material is based on the works of Bhadra et al., (2007), 
Cao et al. (2011), Jung et al. (2008), Jung et al. (2014) and Lu et al. (2007), where additional technical 
details can be found. The second example concerns tradeoffs among the evolution of capabilities and 
readiness of personnel resources over time given uncertainty around time-varying supply-side dynamics, 
which relate to P&R missions associated with recruiting, training, retention, optimal mix, readiness, 
staffing, career shaping, and resource allocation. This material is based on the work of Cao et al. (2011) 
where additional technical details can be found. 

Example: Stochastic Loss Networks 

One such example is based on the use of stochastic loss networks to model the probability of 
sufficient capacity and readiness of resources given uncertainty around the demand for such resources, as 
well as the interactions and dynamics of resources across different projects and tasks. As a specific 
illustrative instance related to P&R, analogous to the workforce application studied in Cao et al. (2011), 
consider the problem of determining the likelihood of not having enough resources of type ݅	 ∈  ,.e.g) ܫ
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experienced aircraft mechanics) in order to satisfy the demand for projects of type ݇	 ∈  e.g., sustaining) ܭ
high aircraft mission-capable rates), where I denotes the set of resource types and K denotes the set of 
project types. Let ܣ௜,௞ denote the amount of type-݅ resources that are required to deliver type-݇ projects 
and ܥ௜ the total amount of type-݅ resources available. The demand for type-݇ projects is modeled as a 
stochastic arrival process with rate ߥ௞ (derived from the output of predictive analytics)—that is, the times 
between the need to deliver type-݇ projects follow a probability distribution with mean ߥ௞

ିଵ. When 
delivery of a type-݇ project is needed and the amount of type-݅ resources available for deployment at that 
time is at least	ܣ௜,௞ for all ݅	 ∈  then the type-݇ project is delivered and the required resources of each ,ܫ
type are deployed for a duration that follows an independent probability distribution with unit mean 
(without loss of generality); otherwise, the type-݇ project cannot be delivered and the opportunity to do so 
is said to be lost. Define ܮ௞ to be the stationary loss-risk probability for type-݇ projects and ݊௞ the 
number of active type-݇ projects in equilibrium, with ࢔ ∶ൌ ሺ݊௞ሻ. By definition, we have ࢔ as an element 
of the space of possible deployments 

ܵሺ࡯ሻ ≔ ቄ	࢔	 ∈ 	Ժା
|௄| ∶ 	࢔࡭ ൑  ,ቅ	࡯

where A ∶ൌ ࡯ ,௜,௞൧ܣൣ ∶ൌ ሺܥ௜ሻ, and Ժା denotes the set of non-negative integers. Assuming independent 
Poisson arrival processes with rate vector ࣇ ൌ 	 ሺߥ௞ሻ, the key probability measure of interest then can be 
expressed as 

௞ܮ ൌ 1 െ	ܩሺ࡯ሻିଵ	ܩሺ࡯ െ .ሺA																௞ሻ,݁࡭ 1ሻ 

ሻ࡯ሺܩ ൌ 	 ෍ ෑ
௞ߥ
௡ೖ

݊௞!௞∈௄࢔	∈ௌሺ࡯ሻ

	,																				ሺA. 2ሻ 

where ݁௞ is the unit vector corresponding to a single active type-݇ project. Refer to Jung et al. (2008) and 
Jung et al. (2014) for additional details. 

Although the expressions above provide an exact solution for ܮ௞, the complexity of computing 
this solution is likely intractable (as the problem is known to be #P-complete1), making it prohibitive for 
practical problem sizes related to P&R missions within DoD. To address this issue, from the analysis and 
results in Jung et al. (2008) and Jung et al. (2014), the key probability measure can be accurately 
estimated as 

௞ܮ ൌ 1 െ
ॱሾ݊௞ሿ

௞ߥ
,																								ሺA. 3ሻ 

ॱሾ݊௞ሿ ൌ 	 ෍ l	ℙሾ݊௞ ൌ ݈ሿ
௟	∈ሼ௡ೖ∶࢔	∈ௌሺ࡯ሻሽ

	ൎ
∑ ݈ exp ቀݍ൫࢞∗ሺ݈, ݇ሻ൯ቁ	௟	∈ሼ௡ೖ:࢔	∈ௌሺ࡯ሻሽ

∑ exp ቀݍ൫࢞∗ሺ݈, ݇ሻ൯ቁ௟	∈ሼ	௡ೖ	∶࢔	∈ௌሺ࡯ሻሽ

,											ሺA. 4ሻ 

ሺ࢞ሻݍ ൌ 	෍ݔ௞ log ௞ߥ ൅ ௞ݔ െ ௞ݔ log ௞ݔ

|௄|

௞ୀଵ

,																				ሺA. 5ሻ 

where ॱሾ∙ሿ denotes the expectation operator, ℙሾܻሿ denotes the probability of event ܻ, ࢞ ∶ൌ ሺݔ௞ሻ is a 

continuous relaxation of ࢔ defined over a continuous relaxation ܵ̅ሺ࡯ሻ ≔ ሼ	࢞	 ∈ Թା
|௄| ∶ 	࢞࡭ ൑  ሽ of the	࡯

space of possible deployments ܵሺ࡯ሻ and subsets ܵ௟̅,௞ሺ࡯ሻ ∶ൌ 	ഥܵ ሺ࡯ሻ ∩ ሼ	࢞ ∶ 	 ௞ݔ ൌ ݈	ሽ of this relaxation, Թା 
denotes the set of non-negative reals, ݔሺ݈, ݇ሻ ∈ 	 ܵ௟̅,௞ሺ࡯ሻ, and ࢞∗ሺ݈, ݇ሻ is the mode of the distribution 
                                                      

1 #P-complete is a computational complexity class that defines a problem to be #P-complete if and only if it is 
in #P and every problem in #P can be reduced to it by a polynomial-time counting reduction, i.e., a polynomial-time 
Turing reduction relating the cardinalities of solution sets. (Valiant, 1979) 
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associated with ܵ௟̅,௞ሺ࡯ሻ. Corresponding results under general renewal arrival processes ሺߥ௞, ௞ߪ
ଶሻ can be 

found in Lu et al. (2007) and Cao et al. (2011). 

Example: Time Inhomogeneous Markov Processes 

Another example is based on the use of discrete-time stochastic processes to model the evolution 
of capabilities and readiness of personnel resources over time, given uncertainty around the time-varying 
supply-side dynamics with personnel acquiring skills, gaining experience, changing roles and so on, some 
attrition of personnel, and new personnel being introduced. As a specific illustrative instance related to 
P&R, analogous to the workforce application studied in Cao et al. (2011), consider a time inhomogeneous 
Markov process of the evolution of personnel resources over a finite horizon of ܶ ൅ 1 periods in which 
resources are aggregated into groups based on combinations of attributes of interest (e.g., rank, skill, 
experience, proficiency). Let ܬ denote the family of all such possible combinations of attributes of interest 
for personnel resources. The time inhomogeneous Markov process is then defined over the state space of 
all possible numbers of resources that can possess each combination of attributes composing ܬ, namely 

Ω ≔ ቄ	࢓ ∈ 	Ժା
|௃| 	 ∶ ࢓	 ൑  ቅ	ࡹ	

where ࢓ ∶ൌ ሺ݉ଵ,⋯ ,݉|௃|ሻ and ࡹ ∶ൌ ሺܯଵ,⋯ ௝ܯ ௃|ሻ with|ܯ, 	൑ 	∞ as an upper bound on the maximum 
number of resources possible in group ݆	 ∈ Define ࢟ሺ0ሻ .ܬ ∶ൌ ሺݕଵሺ0ሻ,⋯ ,  ஐ|ሺ0ሻሻ to be the initial|ݕ
distribution and ࡷሺݐሻ the Markov kernel for time ݐ	 ∈ ሼ0,⋯ , ܶሽ. The kernels ࡷሺ∙ሻ incorporate the 
probabilities governing all transitions between states in Ω from one period to the next (derived from the 
output of predictive analytics), including introduction of new personnel, attrition of existing personnel, 
acquisition of skills, promotion in rank, gain in experience, and so on. Then the distribution (probability 
measure) of this time inhomogeneous Markov process at time ݐ is given by 

࢟ሺݐሻ ൌ ࢟ሺ0ሻࡷሺ0ሻࡷሺ1ሻ⋯ࡷሺݐ െ 1ሻ,																				ሺA. 6ሻ 

where ݕ௞ሺݐሻ represents the probability of being in state ݇ ∈ 	Ω at time ݐ ∈ ሼ1,⋯ , ܶሽ given the starting 
distribution ࢟ሺ0ሻ. 

Due to the combinatorial explosion of the size of the state space Ω, an exact analysis is 
prohibitive for all but very small values of |ܬ| and ܯ௝. To address this so-called curse of dimensionality, 
one can consider a type of fluid limit scaling of the time inhomogeneous Markov process that instead 
records the expected number of resources in each group, thus rendering a single state for each group of 
attributes. For each state ݆	 ∈ 	ݐ and ܬ ∈ ሼ0,⋯ , ܶሽ, define ݕ௝ሺݐሻ to be the expected number of resources in 
state ݆ at time ߡ ,ݐ௝ሺݐሻ the expected amount of new introductions into state ݆ over ሾݐ, ݐ ൅ 1ሻ and ߙ௝ሺݐሻ the 
expected amount of attrition from state ݆ over ሾݐ, ݐ ൅ 1ሻ, with ࢟ሺݐሻ ≔ 	 ሺݕ௝ሺݐሻ), ࣃሺݐሻ ∶ൌ ሺߡ௝ሺݐሻ) and 
ሻݐሺࢻ ∶ൌ 	 ሺߙ௝ሺݐሻሻ. Further define ݌௝௝ᇲሺݐሻ to be the stationary probability of transitions from state ݆ to state 
݆′ over ሾݐ, ݐ ൅ 1ሻ, where ∑ ሻ௝ᇱ∈௃ݐ௝௝ᇲሺ݌ 	൑ 1. When state ݆ attrition is positive, this inequality is strict and 
1 െ	∑ ሻ௝ᇱ∈௃ݐ௝௝ᇲሺ݌  represents the stationary probability that a resource leaves state ݆ through attrition, such 
that ߙ௝ሺݐሻ ൌ ሻሺ1ݐ௝ሺݕ െ	∑ ሻ௝ᇲ∈௃ݐ௝௝ᇲሺ݌ ሻ. The evolutionary dynamics of this time inhomogeneous Markov 
process then can be expressed as 

ݐ௝ሺݕ ൅ 1ሻ ൌ ሻݐ௝ሺݕ ൅ ሻݐ௝ሺߡ ൅ ෍ ሻݐ௝ᇲ௝ሺ݌ሻݐ௝ᇲሺݕ
௝ᇲஷ௝

െ ሻݐ௝ሺݕ ෍ ሻݐ௝௝ᇲሺ݌
௝ᇲஷ௝

െ ሻݐ௝ሺݕ ቌ1 െ෍݌௝௝ᇲሺݐሻ
௝ᇲ

ቍ 	

ൌ 	 ሻݐ௝ሺߡ ൅෍ݕ௝ᇲሺݐሻ݌௝ᇲ௝ሺݐሻ
௝ᇲ

, 



Copyright © National Academy of Sciences. All rights reserved.

Strengthening Data Science Methods for Department of Defense Personnel and Readiness Missions 

 

PREPUBLICATION COPY—SUBJECT TO FURTHER EDITORIAL CORRECTION 
D-4 

or, in matrix form (using row vector notation), 

࢟ሺݐ ൅ 1ሻ ൌ ሻݐሺࣃ	 ൅ ࢟ሺݐሻࡼሺݐሻ, 

where ࡼሺݐሻ ∶ൌ ሾ݌௝,௝ᇲሺݐሻሿ, ∀݆, ݆
ᇱ ∈ 	ݐ∀ and ܬ ∈ ሼ0,⋯ , ܶሽ. Straightforward algebra yields 

࢟ሺݐ ൅ 1ሻ ൌ 	෍ࣃሺݏሻ
௧

௦ୀ଴

	 ෑ ᇱሻݏሺࡼ

௧

௦ᇲୀ௦ାଵ

൅ ࢟ሺ0ሻෑࡼሺݏሻ

௧

௦ୀ଴

.																				ሺA. 7ሻ 

The experience reported in Cao et al. (2011) suggests the accuracy of this solution to be within a few 
percentage points in predicting the evolution of capabilities and readiness of personnel resources for large 
organizations with many thousands of resources over horizons of a year or so. 

MATHEMATICAL OPTIMIZATION UNDER UNCERTAINTY 

A more formal definition and description of mathematical optimization under uncertainty is 
presented, followed by a few examples of such methods involved in decision-making problems related to 
those of P&R. 

In the case of one-time decisions over a given time horizon, a general formulation of a single-
period decision-making optimization problem can be expressed as 

,ሺ݂࢞										݁ݖ݅݉݅݊݅݉ ࢟ሻ																														ሺB. 1ሻ 

,௜ሺ࢞݃											݋ݐ	ݐ݆ܾܿ݁ݑݏ ࢟, ,࡭ ܾሻ ∈ 	ॺ									ሺB. 2ሻ 

where ࢞ ൌ ሺݔଵ,⋯ , ࢟ ,௡ሻ is the vector of decision variablesݔ ൌ ሺݕଵ,⋯ ,  ௠ሻ is a vector of dependentݕ
variables, ݂ ∶ 	Թ௡ → Թ is the objective functional, ݃௜ ∶ 	Թ௡ → Թ is a constraint functional, ݅ ൌ 1,⋯ ,  ࡭ ,݇
is a matrix, ܾ is a scalar, and ॺ is the constraint region. The objective functional ݂ሺ∙ሻ and constraint 
functionals ݃௜ሺ∙ሻ define the criteria for evaluating the best possible results, while the vector ࢟, the matrix 
 .the scalar ܾ and the constraint region ॺ are based on the stochastic models of the system of interest ,࡭
The relationships among these components of the optimization formulation are critically important and 
often infused with subtleties and complex interactions. Of course, the objective in (B.1) can be 
equivalently formulated as a maximization problem with respect to െ݂ሺ∙ሻ. 
 When the variables in (B.1), (B.2) are deterministic (e.g., a point forecast of expected future 
demand), then the solution of the optimization problem (B.1), (B.2) falls within the domain of 
mathematical programming methods, the details of which depend upon the properties of the objective 
functional ݂ሺ∙ሻ and constraint functionals ݃௜ሺ∙ሻ (e.g., linear, convex or non-linear objective and constraint 
functionals) and the properties of the decision variables (e.g., integer or continuous decision variables). 
On the other hand, when the variables in (B.1), (B.2) are random variables or stochastic processes (e.g., a 
distributional forecast of future demand or a stochastic process of system dynamics), then the solution of 
the optimization problem (B.1), (B.2) falls within the domain of mathematical optimization under 
uncertainty methods, the details of which again depend upon the properties of the objective functional 
݂ሺ∙ሻ and constraint functionals ݃௜ሺ∙ሻ and the properties of the decision variables. 

In the case of adaptive decision-making policies for dynamic adjustments to decisions and actions 
throughout the time horizon as uncertainties are realized, a general formulation of a multi-period 
decision-making optimization problem can be expressed as 

෍										݁ݖ݅݉݅݊݅݉ ௧݂ሺ࢞௧, ࢟௧ሻ

்

௧ୀଵ

																														ሺB. 3ሻ 

,௜,௧ሺ࢞௧݃										݋ݐ	ݐ݆ܾܿ݁ݑݏ ࢟௧, ,௧࡭ ܾ௧ሻ ∈ 	ॺ௧													ሺB. 4ሻ		 
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where ࢞௧ ∶ൌ ሺݔଵ,௧,⋯ , 	ݐ ௡,௧ሻ is the vector of decision variables for timeݔ ∈ ሼ1,⋯ , ܶሽ, ࢟௧ ∶ൌ
ሺݕଵ,௧,⋯ , ௧݂ ,ݐ ௡,௧ሻ, is a vector of dependent variables for timeݕ ∶ 	Թ௡ 	→ 	Թ is the objective functional for 
time ݐ, ݃௜,௧ ∶ 	Թ௡ 	→ 	Թ is a constraint functional for time ݐ, ݅ ൌ 1,⋯ ,  ௧ is a matrix, ܾ௧ is a scalar, ॺ௧࡭ ,ܭ
is the constraint region for time ݐ and ܶ is the time horizon. The objective and constraint functionals ௧݂ሺ∙ሻ 
and ݃௜,௧ሺ∙ሻ define the criteria for evaluating the best possible results, while the vectors ࢟௧, the matrices ࡭௧, 
the scalars ܾ௧, the constraint regions ॺ௧ and time horizon ܶ are based on the stochastic models of the 
system of interest. The relationships among these components of the optimization formulation are 
critically important and often infused with subtleties and complex interactions. Of course, the objective in 
(B.3) can be equivalently formulated as a maximization problem with respect to െ ௧݂ሺ∙ሻ. 

When the variables in (B.3), (B.4) are deterministic (e.g., a point forecast of expected future 
demand over time), then the solution of the optimization over time problem (B.3), (B.4) falls within the 
domain of mathematical programming and deterministic dynamic programming and optimal control 
methods, the details of which depend upon the properties of the objective functionals ௧݂ሺ∙ሻ and constraint 
functionals ݃௜,௧ሺ∙ሻ (e.g., linear, convex or non-linear objective and constraint functionals) and the 
properties of the decision variables (e.g., integer or continuous decision variables). On the other hand, 
when the variables in (B.3), (B.4) are random variables or stochastic processes (e.g., a distributional 
forecast of future demand over time or a stochastic process of system dynamics over time), then the 
solution of the optimization over time problem (B.3), (B.4) falls within the domain of mathematical 
optimization under uncertainty and stochastic dynamic programming and optimal control methods, the 
details of which again depend upon the properties of the objective functionals ௧݂ሺ∙ሻ and constraint 
functionals ݃௜,௧ሺ∙ሻ and the properties of the decision variables. In addition, a filtration ௧࣠ is often included 
in the formulation to represent all historical information of a stochastic process up to time ݐ (but not 
future information), where both the decision variables ࢞௧ and the system are adapted to the filtration ௧࣠. 

To illustrate aspects of the points noted above and in the main body of this appendix, a few 
examples of mathematical optimization under uncertainty involved in decision-making problems related 
to those of P&R are presented. The first example concerns trade-offs among skill capacities and readiness 
of resources given uncertainty around the demand for such resources, which relate to P&R missions 
associated with optimal mix, readiness, staffing, and resource allocation. This material is based on the 
works of Bhadra et al. (2007), Cao et al. (2011), Jung et al. (2008), Jung et al. (2014) and Lu et al. (2007), 
where additional technical details can be found. The second example concerns trade-offs among the 
evolution of capabilities and readiness of personnel resources over time given uncertainty around time-
varying supply-side dynamics, which relate to P&R missions associated with recruiting, training, 
retention, optimal mix, readiness, staffing, career shaping, and resource allocation. This material is based 
on the work of Cao et al. (2011), where additional technical details can be found. The third example 
concerns trade-offs among the dynamic allocation of capacity for different types of resources in order to 
best serve uncertain demand, which relate to P&R missions associated with recruiting, training, retention, 
optimal mix, readiness, and resource allocation. This material is based on the work of Gao et al. (2013), 
where additional technical details can be found. 

Example: Stochastic Optimization 

One such example is based on optimization of stochastic loss networks to determine the best 
capacity and readiness of resources given uncertainty around the demand for such resources. As a specific 
illustrative instance related to P&R, analogous to the workforce application studied in Cao et al. (2011), 
consider a time horizon modeled as a stationary loss network consisting of multiple personnel resource 
types and multiple project types. The stochastic loss network is used to model the risk of not being able to 
satisfy project demand due to insufficient capacity of one or more resource types available at the time the 
project products needs to be delivered. Define a linear base reward function with rate ݎ௞ for successfully 
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delivering products of type ݇, a linear base cost function with rate ܿ௜ for resources of type ݅, and linear 
cost functions with rates ܿ௜

ఐ, ܿ௜
், ܿ௜

ோ for introducing, training and retaining resources of type ݅, respectively.  
The following formulation of a corresponding stochastic optimization problem then can be 

expressed as 

෍										݁ݖ݅݉݅ݔܽ݉ ௞ሺ1ݎ െ ௞ߥ௞ሻܮ െ	෍ሺܿ௜ܥ௜ ൅ ܿ௜
ఐࣝ௜

ఐ

ூ

௜ୀଵ

௄

௞ୀଵ

൅ ܿ௜
்ࣝ௜

் ൅ ܿ௜
ோࣝ௜

ோሻ										ሺC. 1ሻ 

.ሺA										݋ݐ	ݐ݆ܾܿ݁ݑݏ 3ሻ, ሺA. 4ሻ, ሺA. 5ሻ																																																																										ሺC. 2ሻ 

where the decision variables are the components of the capacity vector ܥ ൌ ሺܥଵ,⋯ ,   ூሻ andܥ
ࣝ௜
ா, ࣝ௜

ఐ, ࣝ௜
், ࣝ௜

ோ denote the amounts of existing, introduced, trained and retained resources of type ݅ with 
௜ܥ ൌ ࣝ௜

ா ൅ ࣝ௜
ఐ ൅ ࣝ௜

் ൅ ࣝ௜
ோ for all ݅ ൌ 1,⋯ ,  Alternatively, (A.1) and (A.2) can be used for the constraints .ܫ

in (C.2) when the problem size is sufficiently small. In either case, a constraint can be added of the form 
௞ܮ 	൑ ௞ߚ ௞ for all ݇ withߚ	 ∈ ሺ0,1ሻ, which will tend to push the optimal solution toward increasing the 
resource capacities ܥ௜ in order to lower the loss-risk probabilities ܮ௞. A nonlinear program solver can be 
used to efficiently compute the optimal solution to any of these instances of the optimization problem 
(C.1), (C.2), possibly also exploiting the additional results in Jung et al. (2008) and Jung et al. (2014). 
 A time-varying, multi-period version of the above stochastic optimization problem has also been 
studied. Refer to Bhadra et al. (2007) for the corresponding results and details. 

Example: Stochastic Dynamic Program 

 Another example is based on optimization of discrete-time stochastic decision processes of the 
evolution of capabilities and readiness of personnel resources over time given uncertainty around the 
time-varying supply-side dynamics. One can start with the stochastic dynamic program formulated with 
respect to a time inhomogeneous Markov process whose dynamics are governed by (A.6) and where the 
decision variables would be based on changes in the Markov kernels ࡷሺݐሻ that provide optimal evolution 
of capabilities and readiness of personnel resources. However, the combinatorial explosion of the size of 
the state space Ω makes the solution of such a stochastic dynamic program prohibitive for all but very 
small values of |ܬ| and ܯ௝. 
 Alternatively, as an illustrative instance related to P&R analogous to the workforce application 
studied in Cao et al. (2011), consider the optimization of decisions or actions within a fluid limit scaling 
of a time inhomogeneous Markov process that models the evolutionary dynamics of personnel resources 
over a finite horizon of ܶ ൅ 1 periods according to equation (A.7). Define ࣝ௜ሺݐሻ to be the expected cost 
rate for state ݆	 ∈ ,ݐover ሾ ܬ ݐ ൅ 1ሻ and ࣬௜ሺݐሻ to be the expected reward rate for state ݆	 ∈ ,ݐover ሾ ܬ ݐ ൅ 1ሻ, 
with ऍ௜ሺݐሻ ൌ 	 ሺࣝ௜ሺݐሻ) and ज௜ሺݐሻ ൌ 	 ሺ࣬௜ሺݐሻ). The expected cumulative costs and rewards of resources 
over the time horizon are then given by  

෍ሾऍሺݐሻ ∙ ࢟ሺݐሻሿ,

்

௧ୀଵ

															෍ሾजሺݐሻ ∙ ൫࢟ሺݐሻ ∧ ሻ൯ሿݐሺࡰ

்

௧ୀଵ

, 

respectively, under appropriate independence assumptions, where ࡰሺݐሻ ≔ ሺܦ௝ሺݐሻሻ denotes the vector of 
demand for every state ݆	 ∈ ,ݐover ሾ ܬ ݐ ൅ 1ሻ and ∧ denotes the component-wise minimum operator (i.e., 
ݔ ∧ ݕ ∶ൌ 	min	ሼݔ,  ሽ); here the assumption is made that rewards are accrued up to the minimum of theݕ
amount of resources and the demand for such resources. 

Equation (A.7) can be rewritten into the following discrete-time linear dynamical system 
recursion (using column vector notation) 

࢟ሺݐ ൅ 1ሻ ൌ ࢟ሺݐሻ ൅ .ሺC																														ሻ,ݐሻ࢛ሺݐሺ࡮ 3ሻ 
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where ࡮ሺݐሻ captures the sparsity patterns of ࡼሺݐሻ, and ࢛ሺݐሻ denotes the vector of decision variables for 
actions related to transitions between states (e.g., training and promotion) and for actions to introduce and 
retain personnel. Define चሺݐሻ: ൌ 	 ൣजሺݐሻ ∙ ൫࢟ሺݐሻ ∧ ሻ൯൧ݐሺࡰ െ ሾऍሺݐሻ ∙ ࢟ሺݐሻሿ. Then the formulation of a 
corresponding stochastic optimal control problem can be expressed as 

ሻݐ෍െचሺ										݁ݖ݅݉݅݊݅݉ ൅ ݐሺࢊ െ 1ሻ ∙ ࢛ሺݐ െ 1ሻ

்

௧ୀଵ

,																														ሺC. 4ሻ 

.ሺC										݋ݐ	ݐ݆ܾܿ݁ݑݏ 3ሻ,																																																																																												 

where the decision variables are ݑሺ0ሻ,⋯ , ሺܶݑ െ 1ሻ and ࢊሺݐሻ denotes the vector of expected decision cost 
rates for all states over ሾݐ, ݐ ൅ 1ሻ. Given the linear dynamical system in (C.3), the summation can be 
stacked in the objective function (C.4), and this optimization problem can be reformulated as a 
(piecewise) linear program in terms of a decision variable vector 

ࢠ ≔ ሾ࢟ሺ1ሻ,⋯ , ࢟ሺܶሻ, ࢛ሺ0ሻ,⋯ , ࢛ሺܶ െ 1ሻሿ 

and a weight vector 

࢝ ∶ൌ 	 ሾെचሺ1ሻ,⋯ ,െचሺܶሻ, ⋯,ሺ0ሻࢊ , ሺܶࢊ െ 1ሻሿ, 

subject to the constraints (C.3) expressed in a corresponding matrix form. A linear program solver then 
can be used to efficiently compute an optimal solution vector ࢠ∗, which yields optimal state vectors 
࢟∗ሺ1ሻ,⋯, ࢟∗ሺܶሻ and optimal decision vectors ࢛∗ሺ0ሻ,⋯, ࢛∗ሺܶ െ 1ሻ. 

Example: Stochastic Optimal Control 

Another example is based on stochastic optimal control of the dynamic allocation of capacity for 
different types of resources in order to best serve uncertain demand so that expected net-benefit is 
maximized over a given time horizon based on the rewards and costs associated with the different 
resource types. As a specific illustrative instance related to P&R sourcing problems, and a specific 
instance of the general class of dynamic resource allocation problems studied in Gao et al. (2013), 
consider the stochastic optimal control problem of satisfying demand (e.g., for sophisticated engineering 
projects) over time with two types of resources, namely a primary resource allocation option (e.g., chief 
engineer) that has the higher net-benefit and a secondary resource allocation option (e.g., journeyman 
engineer) that has the lower net-benefit. A control policy defines at every time ݐ	 ∈ 	Թ the level of primary 
resource allocation, denoted by ܲሺݐሻ, and the level of secondary resource allocation, denoted by ܵሺݐሻ, that 
are used in combination to satisfy the uncertain demand, denoted by ܦሺݐሻ, where ܵሺݐሻ ൌ 	 ሾܦሺݐሻ െ ܲሺݐሻሿା 
with ݔା ≔ max	ሼݔ, 0ሽ. The demand process ܦሺݐሻ is given by the linear diffusion model 

ሻݐሺܦ݀ ൌ ݐܾ݀ ൅  ,ሻݐሺܹ݀ߪ

where ܾ	 ∈ 	Թ is the demand growth or decline rate, ߪ ൐ 0 is the demand volatility or variability, and 
ܹሺݐሻ is a one-dimensional standard Brownian motion, whose sample paths are nondifferentiable 
(Karatzas and Shreve, 1991). Define the reward and cost function associated with the primary resource 
capacity ܲሺݐሻ at time ݐ as ܴ௣ሺݐሻ ≔ 	 ௣ݎ 	ൈ ሾܲሺݐሻ 	∧ ሻݐ௣ሺܥ ሻሿ andݐሺܦ	 ≔ 	 ܿ௣ 	ൈ ܲሺݐሻ, respectively, with 
reward and cost rates ݎ௣ 	൐ 0 and ܿ௣ ൐ 0 capturing all per-unit rewards and costs for serving demand with 
primary resource capacity, ݎ௣ ൐ ܿ௣, and ∧ denoting the minimum operator (i.e., ݔ ∧ ݕ ∶ൌ 	min	ሼݔ,  .(ሽݕ
From a risk-hedging perspective, the risks associated with the primary resource allocation at time ݐ 
concern lost reward opportunities whenever ܲሺݐሻ ൏  ሻ on one hand and concern incurred cost penaltiesݐሺܦ
whenever ܲሺݐሻ ൐  ሻ on the other hand. The corresponding reward and cost functions associated withݐሺܦ
the secondary resource capacity ܵሺݐሻ at time ݐ are defined as ܴ௦ሺݐሻ ≔ 	 ௦ݎ ൈ ሾܦሺݐሻ െ ܲሺݐሻሿା and ܥ௦ሺݐሻ ≔
	ܿ௦ ൈ ሾܦሺݐሻ െ ܲሺݐሻሿା, respectively, with ݎ௦ 	൐ 0 and ܿ௦ ൐ 0 analogous to ݎ௣ and ܿ௣. From a risk-hedging 
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perspective, the secondary resource allocation at time ݐ is riskless in the sense that rewards and costs are 
both linear in the resource capacity actually used. 

The decision process ܲሺݐሻ is adapted to the filtration ௧࣠ generated by ሼܦሺݏሻ ∶ ݏ ൑  ሽ. Anyݐ
adjustments to the primary resource allocation capacity have associated costs, where ࣣ௣ and ࣞ௣ denote the 
per-unit cost for increasing and decreasing the allocation of primary resource capacity ܲሺݐሻ, respectively. 
Then the formulation of a corresponding stochastic optimal control problem can be expressed as 

	ॱ										݁ݖ݅݉݅ݔܽ݉ න ݁ି∝௧ሾ ௣ܰሺݐሻ ൅
ஶ

଴
௦ܰሺݐሻሿ	݀ݐ െ 	ॱ	න ݁ିఈ௧ൣࣣ௣ ∙ 	 ሼ௉ሶܫ ሺ௧ሻவ଴ሽ൧݀ܲሺݐሻ

ஶ

଴
	

െ 	ॱ	න ݁ିఈ௧ൣࣞ௣ ∙ 	 ሼ௉ሶܫ ሺ௧ሻழ଴ሽ൧݀൫െܲሺݐሻ൯
ஶ

଴
																														ሺD. 1ሻ 

	∞െ																									݋ݐ	ݐ݆ܾܿ݁ݑݏ ൏ ௟ߠ 	൑ 	 ሶܲ ሺݐሻ ൑ 	௨ߠ	 ൏ 	∞																					ሺD. 2ሻ	 

ሻݐሺܦ݀ ൌ ݐܾ݀ ൅ .ሺD																																			ሻ,ݐሺܹ݀ߪ 3ሻ 

where the decision variable is the derivative of ܲሺݐሻ with respect to time, denoted by ሶܲ ሺݐሻ, and where ߙ is 
the discount factor, ௣ܰሺݐሻ ≔ 	ܴ௣ሺݐሻ െ	ܥ௣ሺݐሻ, ௦ܰሺݐሻ ≔ 	ܴ௦ሺݐሻ െ	ܥ௦ሺݐሻ, and ܫሼ஺ሽ denotes the indicator 
function returning 1 if A is true and 0 otherwise. The control variable ሶܲ ሺݐሻ is managed by the control 
policy at every time ݐ subject to the lower- and upper- bound constraints in (D.2), which capture the 
inability to make unbounded adjustments in the primary resource capacity at any instant in time. Note that 
the second expectation in (D.1) causes a decrease with rate ࣣ௣ in the value of the objective function 
whenever the control policy increases ܲሺݐሻ, and the third expectation in (D.1) causes a decrease with rate 
ࣞ௣ in the value of the objective function whenever the control policy decreases ܲሺݐሻ.  

Suppose the per-unit cost for decreasing the allocation of primary resource capacity is strictly less 
than the corresponding discounted overage cost and suppose the per-unit cost for increasing the allocation 
of primary resource capacity is strictly less than the corresponding discounted shortage cost. Then, as 
rigorously established by Gao et al. (2013), the solution to the stochastic optimal control problem (D.1), 
(D.2), (D.3) has the following simple form for governing the dynamic adjustments to ܲሺݐሻ over time. 
Namely, there are two threshold values ܮ and ܷ with ܮ ൏ ܷ such that the optimal dynamic control policy 
seeks to maintain ܺሺݐሻ ൌ 	ܲሺݐሻ െ ,ܮሻ within a risk-hedging interval ሾݐሺܦ ܷሿ at all times ݐ, taking no 
action (i.e., making no change to ܲሺݐሻ) as long as ܺሺݐሻ ∈ ሾܮ, ܷሿ. Whenever ܺሺݐሻ falls below ܮ, the 
optimal dynamic control policy pushes toward the risk-hedging interval as fast as possible—that is, at rate 
 ሻ exceeds ܷ, the optimalݐሻ. Similarly, whenever ܺሺݐ௨, thus increasing the primary resource capacity ܲሺߠ
dynamic control policy pushes toward the risk-hedging interval as fast as possible—that is, at rate ߠ௟, thus 
decreasing the primary resource capacity ܲሺݐሻ. Here, the optimal threshold values ܮ and ܷ are uniquely 
determined by two nonlinear equations that depend upon the parameters of the formulation. Refer to Gao 
et al. (2013) for these and related results as well as for additional technical details. 
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