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1

Summary

Reliability—the innate capability of a system to perform its intended 
functions—is one of the key performance attributes that is tracked 
during U.S. Department of Defense (DoD) acquisition processes. 

Although every system is supposed to achieve a specified reliability 
requirement before being approved for acquisition, the perceived urgency 
to operationally deploy new technologies and military capabilities often 
leads to defense systems being fielded without having demonstrated 
adequate reliability. Between 2006 and 2011, one-half of the 52 major 
defense systems reported on by the DoD Office of the Director, Opera-
tional Test and Evaluation (DOT&E) to Congress failed to meet their 
prescribed reliability thresholds, yet all of the systems proceeded to full-
rate production status. 

Defense systems that fail to meet their reliability requirements are not 
only less likely to successfully carry out their intended missions, but also 
may endanger the lives of the Armed Service personnel who are depending 
on them. Such deficient systems are also much more likely than reliable 
systems to require extra scheduled and unscheduled maintenance and to 
demand more spare and replacement parts over their life cycles. In addition, 
the consequences of not finding fundamental flaws in a system’s design until 
after it is deployed can include costly and strategic delays until expensive 
redesigns are formulated and implemented and imposition of operational 
limits that constrain tactical employment profiles. 

Recognizing these costs, the Office of the Secretary of Defense (OSD)—
through DOT&E and the Office of the Under Secretary of Defense for 
Acquisition, Technology, and Logistics (USD AT&L)—in 2008 initiated 



Copyright © National Academy of Sciences. All rights reserved.

Reliability Growth:  Enhancing Defense System Reliability

2	 RELIABILITY GROWTH

a concerted effort to elevate the importance of reliability through greater 
use of design-for-reliability techniques, reliability growth testing, and for-
mal reliability growth modeling. To this end, handbooks, guidance, and 
formal memoranda were revised or newly issued to provide policy to lead 
to the reduction of the frequency of reliability deficiencies. To evaluate 
the efficacy of that effort and, more generally, to assess how current DoD 
principles and practices could be strengthened to increase the likelihood 
of defense systems satisfying their reliability requirements, DOT&E and 
USD AT&L requested that the National Research Council conduct a study 
through its Committee on National Statistics (CNSTAT). The Panel on 
Reliability Growth Methods for Defense Systems was created to carry out 
that study. 

SCOPE AND CONTEXT

The panel examined four broad topics: (1) the processes governing the 
generation of reliability requirements for envisioned systems, the issuance 
of requests for proposals (RFPs) for new defense acquisitions, and the 
contents of and evaluation of proposals in response; (2) modern design 
for reliability and how it should be utilized by contractors; (3) contem-
porary reliability test and evaluation practices and how they should be 
incorporated into contractor and government planning and testing; and 
(4) the current state of formal reliability growth modeling, what functions 
is it useful for, and what constitutes suitable use. 

The current environment for defense system acquisition differs from the 
conditions that prevailed in DoD in the 1990s and also differs from the cir-
cumstances faced by commercial companies. Compared to the past, today’s 
DoD systems typically entail: greater design complexities (e.g., compris-
ing dozens of subsystems with associated integration and interoperability 
issues); more dependence on software components; increased reliance on 
integrated circuit technologies; and more intricate dependencies on convo-
luted nonmilitary supply chains. 

In commercial system development, all elements of program control 
are generally concentrated in a single project manager driven by a clear 
profit motive. In contrast, DoD acquisition processes are spearheaded by 
numerous independent “agents”—a system developer, one or more con-
tractors and subcontractors, a DoD program manager, DoD testers, OSD 
oversight offices, and the military users—all of whom view acquisition 
from different perspectives and incentive structures. In addition, in the 
commercial sector the risk of delivering a poor reliability system is borne 
primarily by the manufacturer (in terms of reduced current and future 
sales, warranty costs, etc.), but for defense systems, the government and 
the military users generally assume most of the risk because the govern-
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ment is committed to extensive purchase quantities prior to the point 
where reliability deficiencies are evident. 

Over the past few decades, commercial industries have developed two 
basic approaches to producing highly reliable system designs: techniques 
germane to the initial design, referred to as design-for-reliability methods; 
and testing in development phases aimed at finding failure modes and imple-
menting appropriate design improvements to increase system reliability. In 
contrast, DoD has generally relied on extensive system-level testing, which 
is both time and cost intensive, to raise initial reliabilities ultimately to the 
vicinity of prescribed final reliability requirements. To monitor this growth 
in reliability, reliability targets are established at various intermediate stages 
of system developmental testing (DT). Upon the completion of DT, opera-
tional testing (OT) is conducted to examine reliability performance under 
realistic conditions with typical military users and maintainers. The recent 
experience with this DoD system development strategy is that operational 
reliability has frequently been deficient, and that deficiency can generally be 
traced back to reliability shortfalls in the earliest stages of DT. 

Central to current DoD approaches to reliability are reliability growth 
models, which are mathematical abstractions that explicitly link expected 
gains in system reliability to total accrued testing time. They facilitate the 
design of defensible reliability growth testing programs and they support 
the tracking of the current system reliability. As is true for modeling in 
general, applications of reliability growth models entail implicit conceptual 
assumptions whose validity needs to be independently corroborated. 

DoD reliability testing, unless appropriately modulated, does not always 
align with the theoretical underpinnings of reliability growth formulations, 
such as that system operating circumstances (i.e., physical environments, 
stresses that test articles are subjected to, and potential failure modes) do 
not vary during reliability growth periods.

The common interpretation of the term “reliability” has broad rami-
fications throughout DoD acquisition, from the statement of performance 
requirements to the demonstration of reliability in operational testing 
and evaluation. Because requirements are prescribed well in advance of 
testing, straightforward articulations, such as mean-time-between failures 
(MTBF) and probability of success, are reasonable. Very often, the same 
standard MTBF and success probability metrics will be appropriate for 
describing established levels of system reliability for the data from lim-
ited duration testing. But there may be instances—depending on sample 
sizes, testing conditions, and test prototypes—for which more elaborate 
analysis and reporting methods would be appropriate. More broadly, 
system reliabilities, both actual and estimated, reflect the particulars of 
testing circumstances, and these circumstances may not match intended 
operational usage profiles. 
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PANEL OBSERVATIONS AND RECOMMENDATIONS

 The Panel on Reliability Growth Methods for Defense Systems offers 
25 recommendations for improving the reliability of U.S. defense systems. 
These are listed in entirety at the end of this Executive Summary and are 
discussed in detail within the body of this report. Here we first summarize 
the panel’s primary observations that underlie the resultant recommen-
dations. Then we highlight the content and substance of the individual 
recommendations. The panel’s conclusions cover the entire spectrum of 
DoD acquisition activities: 

•	 DoD has taken a number of essential steps toward developing 
systems that satisfy prescribed operational reliability requirements 
and perform dependably once deployed. 

•	 Fundamental elements of reliability improvement should continue 
to be emphasized, covering:

—— operationally meaningful and attainable requirements;
—— requests for proposal and contracting procedures that give promi-
nence to reliability concerns;
—— design-for-reliability activities that elevate the level of initial 
system reliability; 
—— focused test and evaluation events that grow system reliability and 
provide comprehensive examinations of operational reliability;
—— appropriate applications of reliability growth methodologies 
(i.e., compatible with underlying assumptions) for determining 
the extent of system-level reliability testing and the validity of 
assessment results;
—— empowered hardware and software reliability management teams 
that direct contractor design and test activities;
—— feedback mechanisms, spanning reliability design, testing, 
enhancement initiatives, and postdeployment performance, that 
inform current and future developmental programs; and
—— DoD review and oversight processes. 

•	 Sustained funding is needed throughout system definition, design, 
and development, to:

—— incentivize contractor reliability initiatives;
—— accommodate planned reliability design and testing activities, 
including any revisions that may arise; and 
—— provide sufficient state-of-the-art expertise to support DoD 
review and oversight.

Support for the recommendations that are put forward is provided 
throughout the report, and they are further discussed and presented in the 
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final chapter. Here we present the content of the recommendations in terms 
of four aspects of the acquisition process: (1) system requirements, RFPs, 
and proposals; (2) design for reliability; (3) reliability testing and evalua-
tion; and (4) reliability growth models. 

 The recommendations include a few “repeats”—endorsements of ear-
lier CNSTAT and DoD studies, as well as reformulations of existing DoD 
acquisition procedures and regulations. These are presented to provide a 
complete self-contained rendition of reliability enhancement proposals, 
and because current DoD guidance and governance have not been fully 
absorbed, are inconsistently applied, and are subject to change. 

System Requirements, RFPs, and Proposals

Prior to the initiation of a defense acquisition program, the perfor-
mance requirements of the planned system, including reliability, have to 
be formally established. The reliability requirement should be grounded in 
terms of operational relevance (e.g., mission success) and be linked explic-
itly (within the fidelity available at this early stage) to the costs of acqui-
sition and sustainment over the lifetime of the system. This operational 
reliability requirement also has to be technically feasible (i.e., verified to 
be within the state-of-the-art of current or anticipated near-term scientific, 
engineering, and manufacturing capabilities). Finally, the operational reli-
ability requirement needs to be measureable and testable. The process for 
developing the system reliability requirement should draw on pertinent 
previous program histories and use the resources in OSD and the services 
(including user and testing communities). Steps should be reviewed and 
supplemented, as needed, by external subject-matter experts with reliability 
engineering and other technical proficiencies relevant to the subject system. 
[Recommendations 1, 2, 24, and 25]

The reliability requirement should be designated as a key performance 
parameter, making compliance contractually mandatory. This designation 
would emphasize the importance of reliability in the acquisition process and 
enhance the prospects of achieving suitable system reliability. During devel-
opmental testing, opportunities to relax the reliability requirement should 
be limited: it should be permitted only after high-level review and approval 
(at the level of a component acquisition authority or higher), and only after 
studying the potential effects on mission accomplishment and life-cycle 
costs. [Recommendations 3 and 5]

The government’s RFP should contain sufficient detail for contractors 
to specify how they would design, test, develop, and qualify the envisioned 
system and at what cost levels. The RFP needs to elaborate on reliability 
requirements and justifications, hardware and software considerations, 
operational performance profiles and circumstances, anticipated environ-
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mental load conditions, and definitions of “system failure.” The preliminary 
versions of the government’s concept for a phased developmental testing 
program (i.e., timing, size, and characteristics of individual testing events) 
should also be provided. The government’s evaluations of contractor pro-
posals should consider the totality of the proffered reliability design, testing, 
and management processes, including specific failure definitions and scor-
ing criteria to be used for contractual verification at various intermediate 
system development points. [Recommendations 1, 2, 4, 7, and 16]

Design for Reliability 

High reliability early in system design is better than extensive and 
expensive system-level developmental testing to correct low initial reliability 
levels. The former has been the common successful strategy in non-DoD 
commercial acquisition; the latter has been the predominantly unsuccessful 
strategy in DoD acquisition. 

Modern design-for-reliability techniques include but are not limited 
to: (1) failure modes and effects analysis, (2) robust parameter design, 
(3) block diagrams and fault tree analyses, (4) physics-of-failure methods, 
(5) simulation methods, and (6) root-cause analysis. The appropriate mix 
of methods will vary across systems. At the preliminary stages of design, 
contractors should be able to build on the details offered in RFPs, subse-
quent government interactions, and past experience with similar types of 
systems. [Recommendation 6]

The design process itself should rest on appropriately tailored appli-
cations of sound reliability engineering practices. It needs not only to 
encompass the intrinsic hardware and software characteristics of system 
performance, but also to address broader reliability aspects anticipated 
for manufacturing, assembly, shipping and handling, life-cycle profiles, 
operation, wear-out and aging, and maintenance and repair. Most impor-
tantly, it has to be supported by a formal reliability management structure 
and adequate funding (possibly including incentives) that provides for the 
attainment and demonstration of high reliability levels early in a system’s 
design and development phases. If a system (or one or more of its sub
systems) is software intensive, then the contractor should be required to 
provide a rationale for its selection of a software architecture and manage-
ment plan, and that plan should be reviewed by independent subject-matter 
experts appointed by DoD. Any major changes made after the initial system 
design should be assessed for their potential impact on subsequent design 
and testing activities, and the associated funding needs should be provided 
to DoD. [Recommendations 6, 7, 15, and 18]

Three specific aspects of design for reliability warrant emphasis. First, 
more accurate predictions of reliabilities for electronic components are 
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needed. The use of Military Handbook (MIL-HDBK) 217 and its progeny 
have been discredited as being invalid and inaccurate: they should be 
replaced with physics-of-failure methods and with estimates based on vali-
dated models. Second, software-intensive systems and subsystems merit 
special scrutiny, beginning in the early conceptual stages of system design. 
A contractor’s development of the software architecture, specifications, 
and oversight management plan need to be reviewed independently by 
DoD and external subject-matter experts in software reliability engineering. 
Third, holistic design methods should be pursued to address hardware, soft-
ware, and human factors elements of system reliability—not as compart-
mentalized concerns, but via integrated approaches that comprehensively 
address potential interaction failure modes. [Recommendations 6, 8, and 9]

Reliability Testing and Evaluation

Increasing reliability after the initial system design is finalized involves 
interrelated steps in planning for acquiring system performance information 
through testing, conducting various testing events, evaluating test results, 
and iteration. There are no universally applicable algorithms that precisely 
prescribe the composition and sequencing of individual activities for soft-
ware and hardware developmental testing and evaluation at the component, 
subsystem, and system levels. General principles and strategies, of which 
we are broadly supportive, have been espoused in a number of recent docu-
ments introduced to and utilized by various segments of DoD acquisition 
communities. While the reliability design and testing topics addressed in 
these documents are extensive, the presented expositions are not in-depth 
and applications to specific acquisition programs have to draw upon sea-
soned expertise in a number of reliability domains—reliability engineering, 
software reliability engineering, reliability modeling, accelerated testing, 
and the reliability of electronic components. In each of these domains, 
DoD needs to add appropriate proficiencies through combinations of in-
house hiring, consulting or contractual agreements, and training of current 
personnel. 

DoD also needs to develop additional expertise in advances in the 
state-of-the-art of reliability practices to respond to challenges posed by 
technological complexities and by endemic schedule and budget constraints. 
Innovations should be pursued in several domains: the foundations of 
design for reliability; early developmental testing and evaluation (especially 
for new technologies and for linkages to physical failure mechanisms); plan-
ning for efficient testing and evaluation and comprehensive data assimila-
tion (for different classes of defense systems); and techniques for assessing 
aspects of near- and long-term reliability that are not well-addressed in 
dedicated testing. 
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Finally, to promote learning, DoD should encourage the establishment 
of information-sharing repositories that document individual reliability 
program histories (e.g., specific design and testing and evaluation initia-
tives) and demonstrated reliability results from developmental and opera-
tional testing and evaluation and postdeployment operation. Also needed 
are descriptions of system operating conditions, as well as manufacturing 
methods and quality controls, component suppliers, material and design 
changes, and other relevant information. This database should be used to 
inform additional acquisitions of the same system and for planning and 
conducting future acquisition programs of related systems. In develop-
ing and using this database, DoD needs to ensure that the data are fully 
protected against the disclosure of proprietary and classified information. 
[Recommendations 22, 23, 24, and 25] 

Planning for and conducting a robust testing program that increases 
system reliability, both hardware and software, requires that sufficient 
funds be allocated for testing and oversight of contractor and subcontractor 
activities. Such funding needs to be dedicated exclusively to testing so that it 
cannot be later redirected for other purposes. The amount of such funding 
needs to be a consideration in making decisions about proposals, in award-
ing contracts, and in setting incentives for contractors. The execution of 
a developer’s reliability testing program should be overseen and governed 
by a formal reliability management structure that is empowered to make 
reliability an acquisition priority (beginning with system design options), 
retains flexibility to respond to emerging insights and observations, and 
comprehensively archives hardware and software reliability testing, data, 
and assessments. Complete documentation should be budgeted for and 
made available to all relevant program and DoD entities. [Recommenda-
tions 6, 7, 9, 12, 15, 16, 17, and 18]

The government and contractor should collaborate to further develop 
the initial developmental testing and evaluation program for reliability out-
lined in the RFP and described in the contractor’s proposal. Reliability test 
plans, both hardware and software, should be regularly reviewed (by DoD 
and the developer) and updated as needed (e.g., at major design reviews)— 
considering what has been demonstrated to date about the attainment of 
reliability goals, contractual requirements, and intermediate thresholds and 
what remains uncertain about component, subsystem, and system reliabil-
ity. Interpretations should be cognizant of testing conditions and how they 
might differ from operationally realistic circumstances. [Recommendations 
4, 7, and 11] 

The objectives for early reliability developmental testing and evalua-
tion, focused at the component and subsystem levels, should be to surface 
failure mechanisms, inform design enhancement initiatives, and support 
reliability assessments. The scope for these activities, for both hardware and 
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software systems, should provide timely assurance that system reliability 
is on track with expectations. The goal should be to identify and address 
substantive reliability deficiencies at this stage of development, when they 
are least costly, before designs are finalized and system-level production is 
initiated. 

For hardware components and subsystems, there are numerous “accel-
erated” testing approaches available to identify, characterize, and assess 
failure mechanisms and reliability within the limited time afforded in early 
developmental testing and evaluation. They include exposing test articles 
to controlled nonstandard overstress environments and invoking physically 
plausible models to translate observed results to nominal use conditions. 
To manage software development in this early phase, contractors should 
be required to test the full spectrum of usage profiles, implement meaning-
ful performance metrics to track software completeness and maturity, and 
chronicle results. For software-intensive systems and subsystems, contrac-
tors should be required to develop automated software testing tools and 
supporting documentation and to provide these for review by an outside 
panel of subject-matter experts appointed by DoD. [Recommendations 7, 
9, 12, and 14]

When system prototypes (or actual systems) are produced, system-level 
reliability testing can begin, but that should not occur until the contractor 
offers a statistically supportable estimate of the current system reliability 
that is compatible with the starting system reliability requirement pre-
scribed in the program’s reliability demonstration plan. System-level reli-
ability testing typically proceeds, and should proceed, in discrete phases, 
interspersed by corrective action periods in which observed failure modes 
are assessed, potential design enhancements are postulated, and specific 
design improvements are implemented. Individual test phases should be 
used to explore system performance capabilities under different combina-
tions of environmental and operational factors and to demonstrate levels 
of achieved reliability specific to the conditions of that test phase (which 
may or may not coincide precisely with operationally realistic scenarios). 
Exhibited reliabilities, derived from prescribed definitions of system hard-
ware and software failures, should be monitored and tracked against target 
reliabilities to gauge progress toward achieving the formal operational reli-
ability requirement. Of critical importance is the scored reliability at the 
beginning of system-level developmental testing, which is a direct reflection 
of the quality of the system design and production processes. A common 
characteristic of recent reliability deficient DoD programs has been early 
evidence of demonstratively excessive observed failure counts, especially 
within the first phase of reliability testing. [Recommendations 7 and 19]

Inadequate system-level developmental testing and evaluation results in 
imprecise or misleading direct assessments of system reliability. If model-
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based estimates (e.g., based on accelerated testing of major subsystems) 
become integral to demonstrating achieved system reliability and support-
ing major acquisition decisions, then the modeling should be subject to 
review by an independent panel of appointed subject-matter experts. To 
enhance the prospects of growing operational reliability, developmental sys-
tem-level testing should incorporate elements of operational realism to the 
extent feasible. At a minimum, a single full-system, operationally relevant 
developmental test event should be scheduled near the end of developmen-
tal testing and evaluation—with advancement to operational testing and 
evaluation contingent on satisfaction of the system operational reliability 
requirement or other justification (e.g., combination of proximate reliability 
estimate, well-understood failure modes, and tenable design improvements). 
[Recommendations 13 and 20]

In operational testing, each event ideally would be of a sufficiently long 
duration to provide a stand-alone statistically defensible assessment of the 
system’s operational reliability for distinct operational scenarios and usage 
conditions. When operational testing and evaluation is constrained (e.g., 
test hours or sample sizes are limited) or there are questions of interpreta-
tion (e.g., performance heterogeneity across test articles or operational 
factors is detected), nonstandard sophisticated analyses may be required 
to properly characterize the system’s operational reliability for a single test 
event or synthesizing data from multiple developmental and operational test 
events. Follow-on operational testing and evaluation may be required to 
settle unresolved issues, and DoD should ensure that it is done. If the attain-
ment of an adequate level of system operational reliability has not been 
demonstrated with satisfactory confidence, then DoD should not approve 
the system for full-rate production and fielding without a formal review 
of the likely effects that the deficient reliability will have on the prob-
ability of mission success and system life-cycle costs. [Recommendation 21]

The glimpses of operational reliability offered by operational testing 
are not well suited for identifying problems that relate to longer use, such 
as material fatigue, environmental effects, and aging. These considerations 
should be addressed in the design phase and in developmental testing and 
evaluation (using accelerated testing), and their manifestations should be 
recorded in the postdeployment reliability history database established for 
the system. [Recommendation 22]

Reliability Growth Models

DoD applications of reliability growth models, focused on test program 
planning and reliability data assessments, generally invoke a small number 
of common analytically tractable constructs. The literature, however, is 
replete with other viable formulations—for time-to-failure data and dis-
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crete success/failure and both hardware and software systems (code). No 
particular reliability growth model is universally dominant for all potential 
applications, and some data complexities demand that common modeling 
approaches be modified in nonstandard and novel ways. [Recommenda-
tions 10, 11, and 19]

Within current formal DoD test planning documentation, each devel-
opmental system is required to establish an initial reliability growth curve 
(i.e., graphical depiction of how system reliability is planned to increase 
over the allotted developmental period) and to revise the curve as needed 
when program milestones are achieved or in response to unanticipated 
testing outcomes. The curve can be constructed from applying a reliability 
growth model, incorporating historical precedence from previous devel-
opmental programs, or customizing hybrid approaches. It should be fully 
integrated with overall system developmental test and evaluation strategies 
(e.g., accommodating other nonreliability performance issues) and retain 
adequate flexibility to respond to emerging testing results—while recogniz-
ing potential sensitivities to underlying analytical assumptions. The strategy 
of building the reliability growth curve to bring the system operational reli-
ability at the end of developmental test and evaluation to a reasonable point 
supporting the execution of a stand-alone operational test and evaluation, 
with acceptable statistical performance characteristics, is eminently reason-
able. Some judgment will always be needed in determining the number, size, 
and composition of individual developmental testing events, accounting for 
the commonly experienced DT/OT reliability gap, and in balancing devel-
opmental and operational testing and evaluation needs with schedule and 
funding constraints. [Recommendations 10 and 11]

Reliability growth models can be used, when supporting assumptions 
hold, as plausible “curve fitting” mechanisms for matching observed test 
results to prescribed model formulations—for tracking the development 
and maturity of software in early developmental testing, and for track-
ing the progression of system reliability during system-level testing. When 
overall sample sizes (i.e., numbers of recorded failures across multiple tests) 
are large, modeling can enhance the statistical precision associated with 
the last test event and support program oversight judgments. No elaborate 
modeling is needed, however, when the initial developmental testing experi-
ences far more failures than anticipated by the planned reliability growth 
trajectory—indicative of severe reliability design deficiencies. [Recommen-
dations 9, 10, and 19] 

Standard applications of common reliability growth methods can yield 
misleading results when some test events are more stressful than others, 
when system operating profiles vary across individual tests, or when sys-
tem functionality is added incrementally over the course of developmental 
testing. Under such nonhomogeneous circumstances, tenable modeling may 
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need to require the development and validation of separate reliability growth 
models for distinct components of system reliability, flexible regression-
based formulations, or other sophisticated analytical approaches. Without 
adequate data, however, more complex models can be difficult to validate: 
in this circumstance, too, reliability growth modeling needs to recognize the 
limitations of trying to apply sophisticated statistical techniques to the data. 
The utility and robustness of alternative specifications of reliability growth 
models and accompanying statistical methodologies can be explored via 
simulation studies. The general caution against model-based extrapolations 
outside of the range of the supporting test data applies to projections of 
observed patterns of system reliability growth to future points in time. One 
important exception, from a program oversight perspective, is assessing the 
reliability growth potential when a system clearly is experiencing reliability 
shortfalls during developmental testing—far below initial target values or 
persistently less than a series of goals. Reliability growth methods, incorpo-
rating data on specific exhibited failure modes and the particulars of testing 
circumstances, can demonstrate that there is little chance for the program 
to succeed unless major system redesigns and institutional reliability man-
agement improvements are implemented (i.e., essentially constituting a new 
reliability growth program). [Recommendations 10 and 19]

LIST OF RECOMMENDATIONS

RECOMMENDATION 1  The Under Secretary of Defense for Acqui-
sition, Technology, and Logistics should ensure that all analyses of 
alternatives include an assessment of the relationships between system 
reliability and mission success and between system reliability and life-
cycle costs. 

RECOMMENDATION 2  Prior to issuing a request for proposal 
(RFP), the Office of the Under Secretary of Defense for Acquisition, 
Technology, and Logistics should issue a technical report on the reli-
ability requirements and their associated justification. This report 
should include the estimated relationship between system reliability 
and total acquisition and life-cycle costs and the technical justifica-
tion that the reliability requirements for the proposed new system are 
feasible, measurable, and testable. Prior to being issued, this document 
should be reviewed by a panel with expertise in reliability engineering, 
with members from the user community, from the testing community, 
and from outside of the service assigned to the acquisition. We recog-
nize that before any development has taken place these assessments 
are somewhat guesswork and it is the expectation that as more about 
the system is determined, the assessments can be improved. Reliability 
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engineers of the services involved in each particular acquisition should 
have full access to the technical report and should be consulted prior 
to the finalization of the RFP. 

RECOMMENDATION 3  Any proposed changes to reliability 
requirements by a program should be approved at levels no lower than 
that of the service component acquisition authority. Such approval 
should consider the impact of any reliability changes on the probability 
of successful mission completion as well as on life-cycle costs.

RECOMMENDATION 4  Prior to issuing a request for proposal 
(RFP), the Under Secretary of Defense for Acquisition, Technology, 
and Logistics should mandate the preparation of an outline reliability 
demonstration plan that covers how the department will test a system 
to support and evaluate system reliability growth. The description of 
these tests should include the technical basis that will be used to deter-
mine the number of replications and associated test conditions and how 
failures are defined. The outline reliability demonstration plan should 
also provide the technical basis for how test and evaluation will track 
in a statistically defendable way the current reliability of a system in 
development given the likely number of government test events as part 
of developmental and operational testing. Prior to being included in the 
request for proposal for an acquisition program, the outline reliability 
demonstration plan should be reviewed by an expert external panel. 
Reliability engineers of the services involved in the acquisition in ques-
tion should also have full access to the reliability demonstration plan 
and should be consulted prior to its finalization. 

RECOMMENDATION 5  The Under Secretary of Defense for Acqui-
sition, Technology, and Logistics should ensure that reliability is a key 
performance parameter: that is, it should be a mandatory contractual 
requirement in defense acquisition programs. 

RECOMMENDATION 6  The Under Secretary of Defense for Acqui-
sition, Technology, and Logistics should mandate that all proposals 
specify the design-for-reliability techniques that the contractor will 
use during the design of the system for both hardware and software. 
The proposal budget should have a line item for the cost of design-for-
reliability techniques, the associated application of reliability engineer-
ing methods, and schedule adherence. 

RECOMMENDATION 7  The Under Secretary of Defense for Acqui-
sition, Technology, and Logistics should mandate that all proposals 
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include an initial plan for system reliability and qualification (including 
failure definitions and scoring criteria that will be used for contractual 
verification), as well as a description of their reliability organization 
and reporting structure. Once a contract is awarded, the plan should 
be regularly updated, presumably at major design reviews, establishing 
a living document that contains an up-to-date assessment of what is 
known by the contractor about hardware and software reliability at 
the component, subsystem, and system levels. The U.S. Department of 
Defense should have access to this plan, its updates, and all the associ-
ated data and analyses integral to their development. 

RECOMMENDATION 8  Military system developers should use 
modern design-for-reliability (DFR) techniques, particularly physics-of- 
failure (PoF)-based methods, to support system design and reliability 
estimation. MIL-HDBK-217 and its progeny have grave deficiencies; 
rather, the U.S. Department of Defense should emphasize DFR and 
PoF implementations when reviewing proposals and reliability program 
documentation.

RECOMMENDATION 9  For the acquisition of systems and sub
systems that are software intensive, the Under Secretary of Defense 
for Acquisition, Technology, and Logistics should ensure that all pro-
posals specify a management plan for software development and also 
mandate that, starting early in development and continuing throughout 
development, the contractor provide the U.S. Department of Defense 
with full access to the software architecture, the software metrics being 
tracked, and an archived log of the management of system develop-
ment, including all failure reports, time of their incidence, and time of 
their resolution.

RECOMMENDATION 10  The validity of the assumptions underly-
ing the application of reliability growth models should be carefully 
assessed. In cases where such validity remains in question: (1) impor-
tant decisions should consider the sensitivity of results to alternative 
model formulations and (2) reliability growth models should not be 
used to forecast substantially into the future. An exception to this is 
early in system development, when reliability growth models, incorpo-
rating relevant historical data, can be invoked to help scope the size 
and design of the developmental testing programs. 

RECOMMENDATION 11  The Under Secretary of Defense for 
Acquisition, Technology, and Logistics should mandate that all pro-
posals obligate the contractor to specify an initial reliability growth 
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plan and the outline of a testing program to support it, while recogniz-
ing that both of these constructs are preliminary and will be modified 
through development. The required plan will include, at a minimum, 
information on whether each test is a test of components, of subsys-
tems, or of the full system; the scheduled dates; the test design; the test 
scenario conditions; and the number of replications in each scenario. 
If a test is an accelerated test, then the acceleration factors need to be 
described. The contractor’s budget and master schedules should be 
required to contain line items for the cost and time of the specified 
testing program. 

RECOMMENDATION 12  The Under Secretary of Defense for 
Acquisition, Technology, and Logistics should mandate that contrac-
tors archive and deliver to the U.S. Department of Defense (DoD), 
including to the relevant operational test agencies, all data from reli-
ability testing and other analyses relevant to reliability (e.g., modeling 
and simulation) that are conducted. This should be comprehensive and 
include data from all relevant assessments, including the frequency 
under which components fail quality tests at any point in the produc-
tion process, the frequency of defects from screenings, the frequency 
of defects from functional testing, and failures in which a root-cause 
analysis was unsuccessful (e.g., the frequency of instances of failure to 
duplicate, no fault found, retest OK). It should also include all failure 
reports, times of failure occurrence, and times of failure resolution. The 
budget for acquisition contracts should include a line item to provide 
DoD with full access to such data and other analyses. 

RECOMMENDATION 13  The Office of the Secretary of Defense 
for Acquisition, Technology, and Logistics, or, when appropriate, the 
relevant service program executive office, should enlist independent 
external, expert panels to review (1) proposed designs of developmental 
test plans critically reliant on accelerated life testing or accelerated 
degradation testing and (2) the results and interpretations of such test-
ing. Such reviews should be undertaken when accelerated testing infer-
ence is of more than peripheral importance—for example, if applied at 
the major subsystem or system level, there is inadequate corroboration 
provided by limited system testing, and the results are central to deci-
sion making on system promotion.

RECOMMENDATION 14  For all software systems and subsystems, 
the Under Secretary of Defense for Acquisition, Technology, and Logis-
tics should mandate that the contractor provide the U.S. Department of 
Defense (DoD) with access to automated software testing capabilities to 
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enable DoD to conduct its own automated testing of software systems 
and subsystems. 

RECOMMENDATION 15  The Under Secretary of Defense for Acqui-
sition, Technology, and Logistics should mandate the assessment of the 
impact of any major changes to system design on the existing plans 
for design-for-reliability activities and plans for reliability testing. Any 
related proposed changes in fund allocation for such activities should 
also be provided to the U.S. Department of Defense.

RECOMMENDATION 16  The Under Secretary of Defense for Acqui-
sition, Technology, and Logistics should mandate that contractors specify 
to their subcontractors the range of anticipated environmental load con-
ditions that components need to withstand. 

RECOMMENDATION 17  The Under Secretary of Defense for Acqui-
sition, Technology, and Logistics should ensure that there is a line item 
in all acquisition budgets for oversight of subcontractors’ compliance 
with reliability requirements and that such oversight plans are included 
in all proposals.

RECOMMENDATION 18  The Under Secretary of Defense for 
Acquisition, Technology, and Logistics should mandate that proposals 
for acquisition contracts include appropriate funding for design-for-
reliability activities and for contractor testing in support of reliabil-
ity growth. It should be made clear that the awarding of contracts 
will include consideration of such fund allocations. Any changes to 
such allocations after a contract award should consider the impact on 
probability of mission success and on life-cycle costs, and at the mini-
mum, require approval at the level of the service component acquisition 
authority. 

RECOMMENDATION 19  The Under Secretary of Defense for Acqui-
sition, Technology, and Logistics should mandate that prior to delivery 
of prototypes to the U.S. Department of Defense for developmental 
testing, the contractor must provide test data supporting a statistically 
valid estimate of system reliability that is consistent with the operational 
reliability requirement. The necessity for this should be included in all 
requests for proposals. 

RECOMMENDATION 20  Near the end of developmental testing, 
the Under Secretary of Defense for Acquisition, Technology, and Logis-
tics should mandate the use of a full-system, operationally relevant 
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developmental test during which the reliability performance of the sys-
tem will equal or exceed the required levels. If such performance is not 
achieved, then justification should be required to support promotion of 
the system to operational testing.

RECOMMENDATION 21  The U.S. Department of Defense should 
not pass a system that has deficient reliability to the field without a 
formal review of the resulting impacts the deficient reliability will have 
on the probability of mission success and system life-cycle costs. 

RECOMMENDATION 22  The Under Secretary of Defense for Acqui-
sition, Technology, and Logistics should emplace acquisition policies and 
programs that direct the services to provide for the collection and analy-
sis of postdeployment reliability data for all fielded systems, and to make 
that data available to support contractor closed-loop failure mitigation 
processes. The collection and analysis of such data should be required 
to include defined, specific feedback about reliability problems surfaced 
in the field in relation to manufacturing quality controls and indicate 
measures taken to respond to such reliability problems. In addition, the 
contractor should be required to implement a comprehensive failure 
reporting, analysis and corrective action system that encompasses all fail-
ures (regardless whether failed items are restored/repaired/replaced by a 
different party, e.g., subcontractor or original equipment manufacturer). 

RECOMMENDATION 23  After a system is in production, changes 
in component suppliers or any substantial changes in manufactur-
ing and assembly, storage, shipping and handling, operation, main-
tenance, and repair should not be undertaken without appropriate 
review and approval. Reviews should be conducted by external expert 
panels and should focus on impact on system reliability. Approval 
authority should reside with the program executive office or the pro-
gram manager, as determined by the U.S. Department of Defense. 
Approval for any proposed change should be contingent upon certifi-
cation that the change will not have a substantial negative impact on 
system reliability or a formal waiver explicitly documenting justifica-
tion for such a change. 

RECOMMENDATION 24  The Under Secretary of Defense for 
Acquisition, Technology, and Logistics should create a database that 
includes three elements obtained from the program manager prior 
to government testing and from the operational test agencies when 
formal developmental and operational tests are conducted: (1) out-
puts, defined as the reliability levels attained at various stages of 
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development; (2) inputs, defined as the variables that describe the 
system and the testing conditions; and (3) the system development 
processes used, that is, the reliability design and reliability testing 
specifics. The collection of these data should be carried out separately 
for major subsystems, especially software subsystems. 

RECOMMENDATION 25  To help provide technical oversight regard-
ing the reliability of defense systems in development, specifically, to help 
develop reliability requirements, to review acquisition proposals and con-
tracts regarding system reliability, and to monitor acquisition programs 
through development, involving the use of design-for-reliability methods 
and reliability testing, the U.S. Department of Defense should acquire, 
through in-house hiring, through consulting or contractual agreements, 
or by providing additional training to existing personnel, greater access 
to expertise in these five areas: (1) reliability engineering, (2) software 
reliability engineering, (3) reliability modeling, (4) accelerated testing, 
and (5) the reliability of electronic components. 
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Fielded defense systems that fail to meet their reliability goals or require-
ments reduce the effectiveness and safety of the system and incur costs 
that generally require funds to be diverted from other defense needs. 

This is not a new problem, as readers of this report likely know. A synopsis 
of the relevant history is presented in the second section of this chapter. In 
recognition of this continuing problem, the U.S. Department of Defense 
(DoD) asked the National Research Council, through its Committee on 
National Statistics, to undertake a study on reliability.

PANEL CHARGE AND SCOPE OF STUDY

DoD originally asked the Panel on Reliability Growth Methods for 
Defense Systems to provide an assessment only of the use of reliability 
growth models to address a portion of the problem. Reliability growth 
models are used to track the extent to which the reliability of a system 
in development is on a trajectory that is consistent with achieving the 
system requirement by the time of its anticipated promotion to full-rate 
production. However, the importance of the larger problem of the failure 
of defense systems to achieve required reliability levels resulted in the 
broadening of the panel’s charge. The sponsor and the panel recognized 
that reliability growth is more than a set of statistical models applied to 
testing histories. Reliability is grown through development of reasonable 
requirements, through design, through engineering, and through testing. 
Thus, DoD broadened its charge to the panel to include recommendations 

1

Introduction



Copyright © National Academy of Sciences. All rights reserved.

Reliability Growth:  Enhancing Defense System Reliability

20	 RELIABILITY GROWTH

for procedures and techniques to improve system reliability during the 
acquisition process:1 

The present project on reliability growth methods is the latest in a series 
of studies at the National Research Council (NRC) on improving the sta-
tistical methods used in defense systems development and acquisition. It 
features a public workshop with an agenda that will explore ways in which 
reliability growth processes (including design, testing, and management 
activities) and dedicated analysis models (including estimation, tracking, 
and prediction methodologies) can be used to improve the development 
and operational performance of defense systems. Through invited presen-
tations and discussion, the workshop will characterize commonly used 
and potentially applicable reliability growth methods for their suitability 
to defense acquisition. The scope of the workshop and list of program 
participants will be developed by an expert ad hoc panel that will also 
write the final report that summarizes the findings of the workshop and 
provides recommendations to the U.S. Department of Defense.

In response, the panel examined the full process of design, testing, and 
analysis. We began with the requested workshop that featured DoD, con-
tractor, academic, and commercial perspectives on the issue of reliability 
growth methods; see Appendix B for the workshop agenda and list of par-
ticipants. And, as noted in the charge, this report builds on previous work 
by the NRC’s Committee on National Statistics. 

The procedures and techniques that can be applied during system 
design and development include system design techniques that explicitly 
address reliability and testing focused on reliability improvement. We also 
consider when and how reliability growth models can be used to assess and 
track system reliability during development and in the field. In addition, 
given the broad mandate from the sponsor, we examined four other topics: 

1.	 the process by which reliability requirements are developed
2.	 the contents of acquisition requests for proposals that are relevant 

to reliability
3.	 the contents of the resulting proposals that are relevant to reli-

ability, and 
4.	 the contents of acquisition contracts that are relevant to reliability.

Broadly stated, we argue throughout this report that DoD has to give 
higher priority to the development of reliable systems throughout all phases 
of the system acquisition process. This does not necessarily mean additional 

1 For a list of the findings and recommendations from the previous reports noted in the first 
sentence of the charge, see Appendix A. 
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funds, because in many cases what is paid for up front to improve reliability 
can be recovered multiple times by reducing system life-cycle costs. This 
latter point is supported by a U.S. Government Accountability Office report 
(2008, p. 7), which found that many programs had encountered substantial 
reliability problems in development or after initial fielding: 

Although major defense contractors have adopted commercial quality 
standards in recent years, quality and reliability problems persist in DOD 
weapon systems. Of the 11 weapon systems GAO reviewed, these prob-
lems have resulted in billions of dollars in cost overruns, years of schedule 
delays, and reduced weapon system availability. Prime contractors’ poor 
systems engineering practices related to requirements analysis, design, and 
testing were key contributors to these quality problems.

The report further noted (U.S. Government Accountability Office, 2008, 
p. 19):

[I]n DOD’s environment, reliability is not usually emphasized when a pro-
gram begins, which forces the department to fund more costly redesign or 
retrofit activities when reliability problems surface later in development 
or after a system is fielded. The F-22A program illustrates this point. 
Because DOD as the customer assumed most of the financial risk on the 
program, it made the decision that system development resources primarily 
should be focused on requirements other than reliability, leading to costly 
quality problems. After seven years in production, the Air Force had to 
budget an additional unplanned $400 million for the F-22A to address 
numerous quality problems and help the system achieve its baseline reli-
ability requirements.

ACHIEVING RELIABILITY REQUIREMENTS: 
KEY HISTORY AND ISSUES

The magnitude of the problem in achieving reliability requirements 
was described at the panel’s workshop by Michael Gilmore, the Director 
of Operational Test and Evaluation (DOT&E), and by Frank Kendall, Act-
ing Under Secretary of Defense for Acquisition, Technology, and Logistics 
(USD AT&L). Since 1985, 30 percent of 170 systems under the purview 
of DOT&E had been reported as not having demonstrated their reliability 
requirements. A separate review by DOT&E in fiscal 2011 found that 9 of 
15 systems, 60 percent, failed to meet their reliability thresholds. Figures 
for the preceding 3 years, 2008-2011, as documented in DOT&E Annual 
Reports, were 46 percent, 34 percent, and 25 percent, respectively.

It should be noted that failure to meet a reliability requirement does 
not necessarily result in a system’s not being promoted to full-rate produc-
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tion. The DOT&E 2011 Annual Report summarizes operational reliability 
and operational suitability results for 52 system evaluations that DOT&E 
provided to Congress for 2006 to 2011: a full 50 percent of the systems 
failed to meet their reliability threshold, and 30 percent of the systems were 
judged to be unsuitable. However, none of the 52 systems was cancelled.

DoD estimates that 41 percent of operational tests for acquisition cat-
egory I (ACAT I) defense systems met reliability requirements between 1985 
and 1990, while only 20 percent of such tests met reliability requirements 
between 1996 and 2000.2 For Army systems alone, the Defense Science 
Board report on developmental test and evaluation (U.S. Department of 
Defense, 2008a) plotted estimated reliabilities in comparison with require-
ments for all operational tests of ACAT I Army systems between 1997 
and 2006: only one-third of the systems met their reliability requirements. 
The Defense Science Board also found substantial declines in the percent-
age of Navy systems meeting their reliability requirements from 1999 to 
2007.3 These plots strongly indicate that there was an increasing problem 
in DoD regarding the ability to achieve reliability requirements in recent 
defense acquisition programs, especially for the higher-priced systems (those 
in which the Office of the Secretary of Defense is obligated to become 
involved) between 1996 and 2007.

At the workshop, Kendall stressed the importance of reliability engi-
neering to address DoD’s acknowledged reliability deficiency. He said that 
the department has not brought sufficient expertise in systems engineer-
ing to bear on defense acquisition for many years, and, as a result, many 
defense systems that have been recently deployed have not attained their 
anticipated level of reliability either in operational testing or when fielded. 
He said that this problem became very serious during the mid-1990s, when 
various DoD acquisition reform policies were instituted: they resulted in the 
elimination of sets of military standards; the relinquishment by the Office 
of the Secretary of Defense (OSD) of a role in overseeing quality control, 
systems engineering, reliability, and developmental testing; and associated 
severe cuts in staffing in service and program offices. 

In a presentation to the International Test and Evaluation Association 
on January 15, 2009, Charles McQueary, then director of DOT&E, said 
that DOT&E needed to become more vigilant in improving the reliability 
of defense systems: for example, in 2008 two of six ACAT I systems in 

2 U.S. Department of Defense (2005, pp. 1-4). 
3 U.S. Department of Defense (2008a, pp. 3, 18) 
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operational testing were found not suitable.4 This was a particularly seri-
ous issue because sustainment costs, which are largely driven by reliability, 
represent the largest fraction of system life-cycle costs. Also, as systems are 
developed to remain in service longer, the importance of sustainment costs 
only increases. 

McQueary stressed that small investments in improving reliability could 
substantially reduce life-cycle costs. He provided two specific examples: two 
Seahawk helicopters, the HH-60H and the MH-60S. For one, an increased 
reliability of 2.4 hours mean time to failure would have saved $592.3 mil-
lion in the estimated 20-year life-cycle costs; for the other, an increased reli-
ability of 3.6 hours mean time to failure would have saved $107.2 million 
in the estimated 20-year life-cycle costs.5 (A good analysis of the budgetary 
argument can be found in Long et al., 2007.) 

Several years ago, the Defense Science Board issued a report with a 
number of findings and recommendations to address reliability deficien-
cies. It included the following key recommendation (U.S. Department of 
Defense, 2008a, pp. 23-24): 

The single most important step necessary to correct high suitability failure 
rates is to ensure programs are formulated to execute a viable systems en-
gineering strategy from the beginning, including a robust RAM [reliability, 
availability, and maintainability] program, as an integral part of design 
and development. No amount of testing will compensate for deficiencies 
in RAM program formulation [emphasis added]. 

In other words, it is necessary to focus on system engineering techniques to 
design in as much reliability as possible at the initial stage of development. 
The result of inadequate initial design work is often late-stage adjustments 
of system design, and such redesigning of a system to address reliability 
deficiencies after a design is relatively fixed is more expensive than address-
ing reliability during the initial stages of system design. Moreover, late-stage 
design changes can often result in the introduction of other problems in a 
system’s development.

The report of the Defense Science Board (U.S. Department of Defense, 
2008a, p. 27) also contained the following finding: 

4 ACAT I—acquisition category I programs—are those for major defense acquisitions. They 
are defined by USD AT&L as requiring eventual expenditures for research, development, 
testing, and evaluation of more than $365 million (in fiscal 2000 constant dollars); requiring 
procurement expenditures of more than $2.19 billion (in fiscal 2000 constant dollars); or are 
designated as of high priority.

5 See Chapter 3 for a discussion of mean time to failure. 
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The aggregate lack of process guidance due to the elimination of specifica-
tions and standards, massive workforce reductions in acquisition and test 
personnel, acquisition process changes, as well as the high retirement rate 
of the most experienced technical and managerial personnel in government 
and industry has a major negative impact on DoD’s ability to successfully 
execute increasingly complex acquisition programs.

Over the past 5 years, DoD has become more responsive to the fail-
ure of many defense systems to meet their reliability requirements during 
development. In response, the department has produced or modified a 
number of its guidances, handbooks, directives, and related documents to 
try to change existing practices. These documents support the use of more 
up-front reliability engineering, more comprehensive developmental testing 
focused on reliability growth, and greater use of reliability growth modeling 
for planning and other purposes.6 

Two important recent documents are DTM-11-003 (whose improve-
ments have been incorporated into the most recent version of DoDI 
5000.02)7 and ANSI/GEIA-STD-00098 (for details, see Appendix C). 
Although ANSI/GEIA-STD-0009 does not have an obligatory role in 
defense acquisition, it can be agreed upon by the acquisition program 
manager and the contractor as a standard to be used for the development 
of reliable defense systems. 

We are generally supportive of the contents of both of these documents. 
They help to produce defense systems that have more reasonable reliability 
requirements and that are more likely to meet these requirements through 
design and development. However, these documents were designed to be 
relatively general, and they are not intended to provide details regarding 
specific techniques and tools or for engineering a system or component 
for high reliability. Nor do they mandate the methods or tools a devel-
oper would use to implement the process requirements. The tailoring will 
depend on a “customer’s funding profile, developer’s internal policies and 
procedures and negotiations between the customer and developer” (ANSI/
GEIA-STD-0009, p. 2).9 Proposals are to include a reliability program plan, 
a conceptual reliability model, an initial reliability flow-down of require-

6 For a discussion of some of these documents, see Appendix C.
7 A DTM (Directive-Type Memo) is a memorandum issued by the Secretary of Defense, 

Deputy Secretary of Defense, or OSD principal staff assistants that cannot be published in the 
DoD Directives System because of lack of time to meet the requirements for implementing 
policy documents. 

8 While not a DoD standard, ANSI/GEIA-STD-0009, “Reliability Program Standard for 
Systems Design, Development, and Manufacturing,” was adopted for use by DoD in 2009. 

9 Available: http://www.techstreet.com/publishers/285174?sid=msn&utm_source=bing&utm_
medium=cpc [August 2014]. 
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ments, an initial system reliability assessment, candidate reliability trade 
studies, and a reliability requirements verification strategy. 

But there is no indication of how these activities are to be carried out. 
For example, how should one produce the initial reliability assessment for 
a system when it only exists in diagrams? What should design for reliability 
entail, and how should it be carried out for different types of systems? How 
can one determine whether a test plan is adequate to take a system with a 
given initial reliability and improve that system’s reliability to the required 
level through test-analyze-and-fix? How should reliability be tracked over 
time, with a relatively small number of developmental or operationally 
relevant test events? How does one know when a prototype for a system is 
ready for an operational test? 

A handbook has been produced with one goal of providing more opera-
tional specificity,10 but it understandably does not cover all the questions 
and possibilities. We believe that it would be worthwhile for an external 
group to assist in the provision of some additional specificity as to how 
some of these steps should be carried out. 

Given the lengthy development time of ACAT I systems, the impact of 
the introduction of these new guidances and standards and memoranda, 
especially the changes to DODI 5000.02 (due to DTM 11-003) and ANSI-
GEIA-STD-0009, will not be known for some time. However, we expect 
that adherence to these documents will have very positive effects on defense 
system reliability. We generally support the many recent changes by OSD. 
In this report, we offer analysis and recommendations that build on those 
changes, detailing the engineering and statistical issues that still need to be 
addressed. 

KEY TERMS IN DEFENSE ACQUISITION

The assessment of defense systems is typically separated into two gen-
eral operational assessments: the assessment of system effectiveness and the 
assessment of system suitability: 

•	 Operational effectiveness is the “overall degree of mission accom-
plishment of a system when used by representative personnel in the 
environment planned or expected for operational employment of 
the system considering organization, doctrine, tactics, survivability 
or operational security, vulnerability, and threat.” (U.S. Depart-
ment of Defense, 2013a, p. 749).

10 The handbook was produced by TechAmerica, TechAmerica Engineering Bulletin Reliability 
Program Handbook, TA-HB-0009. Available: http://www.techstreet.com/products/1855520 
[August 2014]. 
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•	 Operational suitability is “the degree in which a system satisfacto-
rily places in field use, with consideration given to reliability, avail-
ability, compatibility, transportability, interoperability, wartime 
usage ranges, maintainability, safety, human factors, manpower, 
supportability, logistics supportability, documentation, environ-
mental effects, and training requirements” (U.S. Department of 
Defense, 2013a, pp. 749-750). 

Essentially, system effectiveness is whether a system can accomplish its 
intended missions when everything is fully functional, and system suitability 
is the extent to which, when needed, the system is fully functional. 

Reliability is defined as “the ability of a system and its parts to per-
form their mission without failure, degradation, or demand on the support 
system under a prescribed set of conditions” (U.S. Department of Defense, 
2012, p. 212). It can be measured in a number of different ways depend-
ing on the type of system (continuously operating or one-shot systems), 
whether a system is repairable or not, whether repairs return the system 
to “good as new,” and how a system’s reliability changes over time. For 
continuously operating systems that are not repairable, a common DoD 
metric is mean time to failure (see Chapter 3). 

The evaluation of system suitability often involves two other com-
ponents, availability and maintainability. Availability is “the degree to 
which an item is in an operable state and can be committed at the start of 
a mission when the mission is called for at an unknown (random) point 
in time” (U.S. Department of Defense, 2012, p. 214). Maintainability is 
“the ability of an item to be retained in, or restored to, a specified condi-
tion when maintenance is performed by personnel having specified skill 
levels, using prescribed procedures and resources, at each prescribed level 
of maintenance and repair” (U.S. Department of Defense, 2012, p. 215). 
Most of this report concentrates on development and assessment of system 
reliability, though some of what we discuss has implications for the assess-
ment of system availability. The three components of suitability, reliability, 
availability, and maintainability, are sometimes referred to as RAM.

Ensuring system effectiveness does and should take precedence over 
concerns about system suitability. After all, if a system cannot carry out its 
intended mission even when it is fully functional, then certainly the degree 
to which the system is fully functional is much less important. However, this 
subordination of system suitability has been overdone. Until recently, DoD 
has focused the great majority of its design, testing, and evaluation efforts 
on system effectiveness, under the assumption that reliability (suitability) 
problems can be addressed either later in development or after initial field-
ing (see, e.g., U.S. Government Accountability Office, 2008). 



Copyright © National Academy of Sciences. All rights reserved.

Reliability Growth:  Enhancing Defense System Reliability

INTRODUCTION	 27

THE STAGES OF DEFENSE ACQUISITION

The production of reliable defense systems begins, in a sense, with the 
setting of reliability requirements, which are expected to be (1) necessary 
for successful completion of the anticipated missions, (2) technically attain-
able, (3) testable, and (4) associated with reasonable life-cycle costs. After 
a contract is awarded, DoD has to devote adequate funds, oversight, and 
possibly additional time in development and testing to support and oversee 
both the application of reliability engineering techniques at the design stage 
and testing focused on reliability during contractor and government testing. 
These steps greatly increase the chances that the final system will satisfy its 
reliability requirements. The reliability engineering techniques that are cur-
rently used in industry to produce a system design consistent with a reliable 
system prior to reliability testing are referred to collectively as “design for 
reliability” (see Chapters 2 and 5). After the initial design stage, various 
types of testing are used to improve the initial design and to assess system 
reliability. A set of models are used throughout this development process 
to help oversee and guide the application of testing, and are commonly 
referred to as reliability growth models (see Chapter 4).

After the design stage, defense systems go through three phases of test-
ing. “Contractor testing” is a catchall term for all testing that a contractor 
conducts during design and development, prior to delivery of prototypes to 
DoD. Contractor testing is initially component- and subsystem-level test-
ing of various kinds. Some is in isolation, some is with representation of 
interfaces and interoperability, some is under laboratory conditions, some 
is under more realistic operating conditions, and some is under acceler-
ated stresses and loads. Contractor testing also includes full-system testing 
after testing of components and subsystems: the final versions of these tests 
should attempt to emulate the structure of DoD operational testing so that 
the prototypes have a high probability of passing operational tests. There 
are obvious situations in which the degree to which the contractor’s testing 
can approximate operational testing is limited, including some aircraft and 
ship testing.

Contractor testing, at least in the initial phase, ends with the delivery 
of prototypes to DoD for its own testing. The first phase of DoD testing is 
developmental testing, which is often initially focused on component- and 
subsystem-level testing; later, it focuses on full-system testing. There can 
be many respects in which developmental testing does not fully represent 
operational use. First, developmental testing is generally fully scripted, that 
is, the sequence of events and actions of the friendly and enemy forces, if 
represented, is generally known in advance by the system operators. Also, 
developmental testing does not often involve typical users as operators or 
typical maintainers. Furthermore, developmental testing often fails to fully 
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represent the activities of enemy systems and countermeasures. However, 
in some situations, developmental testing can be more stressful than would 
be experienced in operational use, most notably in accelerated testing. The 
full process of government developmental testing is often conducted over 
a number of years.

After developmental testing, DoD carries out operational testing. Initial 
operational testing, which is generally a relatively short test of only a few 
months duration, is full-system testing under as realistic a set of opera-
tional conditions as can be produced given safety, noise, environmental, 
and related constraints. Operational testing is much less scripted than 
developmental testing and uses typical maintainers and operators. It is 
used as a means of determining which systems are ready to be promoted to 
full-rate production, i.e., deployed. Toward this end, measurements of key 
performance parameters collected during operational testing are compared 
with the associated requirements for effectiveness and suitability, with those 
systems successfully meeting their requirements being promoted to the field. 

Ideally, developmental testing would have identified the great majority 
of causes of reliability deficiency prior to operational testing, so that any 
needed design changes would have been recognized prior to full specifica-
tion of the system design. Such recognition would have resulted in design 
changes that would be less expensive to implement at that stage than later. 
Furthermore, because operational testing is not well designed to discover 
many reliability deficiencies because of its fairly limited time frame, it 
should not be depended on to capture a large number of such problems. 

Moreover, because developmental testing often does not stress a sys-
tem with the full spectrum of operational stresses, it often fails to discover 
many design deficiencies, some of which then surface during operational 
testing. This failure could also be due, at times, to changes in the data col-
lection techniques and estimation methodology in the testing. There is no 
requirement for consistent failure definitions and scoring criteria across 
developmental and operational testing. In fact, as Paul Ellner11 described 
at the panel’s workshop, for a substantial percentage of defense systems, 
reliability as assessed in operational testing is substantially lower than reli-
ability of the same system as assessed in developmental testing. This differ-
ence is often not explicitly accounted for in assessing which systems are on 
track to meet their requirements: this lack of recognition of the difference 
may in turn account for the failure of many systems to meet their reliabil-
ity requirements in operational testing after being judged as making good 
progress toward the reliability requirement in developmental testing and 
evaluation. 

11 Presentation to the panel at its September 2011 workshop.
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A HARD PROBLEM, BUT PROGRESS IS POSSIBLE

ACAT I defense systems, the systems that provide the focus of this 
report, are complicated.12 They can generally be represented as systems 
of systems, involving multiple hardware and software subsystems, each of 
which may comprise many components. The hardware subsystems some-
times involve complicated electronics, and the software subsystems often 
involve millions of lines of code, all with interfaces that need to support 
the integration and interoperability of these components, and all at times 
operating under very stressful conditions. 

While defense systems are growing increasingly complex, producing 
reliable systems is not an insurmountable challenge, and much progress can 
be made through the use of best industrial practices. 

There are, however, important differences between defense acquisition 
and industrial system development (see Chapter 2). For instance, defense 
acquisition involves a number of “actors” with somewhat different incen-
tives, including the contractor, the program manager, testers, and users, 
which can affect the degree of collaboration between DoD and the contrac-
tor. Furthermore, DoD assumes the great majority of risk of development, 
which is handled in the private sector through the use of warranties and 
other incentives and penalties. Acknowledgment of these distinctions has 
implications as to when and how to best apply design for reliability, reli-
ability testing, and formal reliability growth modeling. 

In this report, we examine the applicability of industrial practices to 
DoD, we assess the appropriateness of recent reliability enhancement ini-
tiatives undertaken by DoD, and we recommend further modifications to 
current DoD acquisition processes. 

As noted, in addition to the use of existing design for reliability and 
reliability testing techniques, we were asked to review the current role of 
formal reliability growth models. These models are used to plan reliability 
testing budgets and schedules, track progress toward attaining require-
ments, and predict when various reliability levels will be attained. Reli-
ability growth is a result of design changes or corrective actions resulting, 
respectively, from engineering analysis or from correction of a defect that 
becomes apparent from testing. Often included in reliability growth model-
ing are fix effectiveness factors, which estimate the degree to which design 
changes are fully successful in eliminating a reliability failure mode. For-
mal reliability growth models are strongly dependent on often unvalidated 
assumptions about the linkage between time on test and the discovery of 
reliability defects and failure modes. The impact of relying on these unvali-

12 Though ACAT I systems are a focus, the findings and recommendations contained here 
are very generally applicable.
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dated assumptions can result in poor inferences through use of the predicted 
values and other model output. Therefore, the panel was asked to examine 
the proper use of these models in the three areas of application listed above. 

The goal of this report is to provide advice as to the engineering, test-
ing, and management practices that can improve defense system reliabil-
ity by promoting better initial designs and enhancing prospects for reliability 
growth through testing as the system advances through development. We 
include consideration of the role of formal reliability growth modeling in 
assisting in the application of testing for reliability growth. 

There is a wide variety of defense systems and there are many different 
approaches toward the development of these systems in several respects. 
Clearly, effective methods differ for different kinds of systems, and there-
fore, there can be no recommended practices for general use. Furthermore, 
while there is general agreement that there have been problems over the 
past two decades with defense system reliability, even during this period 
there were defense systems that used state-of-the-art reliability design and 
testing methods, which resulted in defense systems that met and even 
exceeded their reliability requirements. The problem is not that the methods 
that we are describing are foreign to defense acquisition: rather, they have 
not been consistently used, or have been planned for use but then cut for 
budget and schedule considerations. 

REPORT STRUCTURE

The remainder of this report is comprised of nine chapters and five 
appendixes. Chapter 2 reports on the panel’s workshop, which focused 
on reliability practices in the commercial sector and their applicability to 
defense acquisition. Chapter 3 discusses different reliability metrics that 
are appropriate for different types of defense systems. Chapter 4 discusses 
the appropriate methods and uses for formal reliability growth modeling. 
Chapter 5 covers the tools and techniques of design for reliability. Chapter 6 
documents the tools and techniques of reliability growth testing. Chapter 7 
discusses the design and evaluation of reliability growth testing relevant to 
developmental testing. Chapter 8 details the design and evaluation of reli-
ability growth testing relevant to operational testing. Chapter 9 covers soft-
ware reliability methods. Chapter 10 presents the panel’s recommendations. 
Appendix A lists the recommendations of previous reports of the Commitee 
on National Statsitics that are relevant to this one. Appendix B provides 
the agenda for the panel’s workshop. Appendix C describes recent changes 
in DoD formal documents in support of reliability growth. Appendix D 
provides a critique of MIL HDBK 217, a defense handbook that provides 
information on the reliability of electronic components. Finally, Appendix E 
provides biographical sketches of the panel members and staff.
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The role of the U.S. Department of Defense (DoD) in providing over-
sight and management of the acquisition process was emphasized by 
our sponsor as an issue that might benefit from the panel’s review. 

To help us understand those issues as broadly as possible, we undertook a 
brief review of system development for commercial products, in particular, 
of those companies recognized as producing products with high reliability. 
This topic was a feature of the panel’s workshop, and it informed our work. 

Throughout this report we often make comparisons, both implicit and 
explicit, between system development as practiced by companies that are 
recognized as producing highly reliable systems and current practice in 
defense acquisition. Such comparisons are useful, but it is important to keep 
in mind that system development in defense acquisition has important dif-
ferences that distinguish it from commercial system development. 

The first section below discusses key differences between commercial 
and defense acquisition. The second section discusses the use of an incentive 
system for defense acquisition with regard to reliability. The final section of 
the chapter presents a view of best practices by Tom Wissink of Lockheed 
Martin and Lou Gullo of Raytheon, who have extensive experience in 
developing reliable defense systems. 

THREE KEY DIFFERENCES

The first difference between commercial and defense acquisition is the 
sheer size and complexity of defense systems. In developing, manufacturing, 
and fielding a complicated defense system (e.g., an aircraft or land vehicle), 

2

Defense and Commercial System 
Development: A Comparison
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one is dealing with many subsystems, each of substantial complexity: this 
characteristic, by itself, poses enormous management and technological 
challenges. A ship, for instance, might have a single program manager but 
more than 100 acquisition resource managers. Or a defense system may be 
a single element in an extensive architecture (e.g., command, control, and 
communications [C3] network), with separate sets of interface requirements 
evolving as the architecture components progress through their individual 
stages of acquisition and deployment. New systems may also have to 
interface with legacy systems. Furthermore, defense systems often strive 
to incorporate emerging technologies. Although nondefense systems can 
also be extremely complicated and use new technologies, they often are 
more incremental in their development, and therefore tend to be more 
closely related to their predecessors than are defense systems. 

Second, there are significant differences in program management 
between commercial and defense system development. Commercial system 
development generally adheres to a single perspective, which is embodied 
in a project manager with a clear profit motive and direct control of the 
establishment of requirements, system design and development, and system 
testing. In contrast, defense system development has a number of relatively 
independent “agents,” including the system development contractor; a DoD 
program manager; DoD testers; and the Office of the Secretary of Defense, 
which has oversight responsibilities. There is also the military user, who has 
a different relationship with the contractor than a customer purchasing a 
commercial product from a manufacturer (see below). 

These different groups have varying perspectives and somewhat differ-
ent incentives. In particular, there is sometimes only limited information 
sharing between contractors and the various DoD agents. This lack of 
communication is a serious constraint when considering system reliability, 
because it prevents DoD from providing more comprehensive oversight of 
a system’s readiness for developmental and operational testing with respect 
to its reliability performance. It also limits DoD’s ability to target its test-
ing program to aspects of system design that are contributing to deficient 
system reliability. Once prototypes have been provided to DoD for devel-
opmental testing, let alone for operational testing, the system design is 
relatively set, and cost-efficient opportunities for enhancing reliability may 
have been missed.

A third difference between defense and commercial system development 
concerns risk. In the commercial world, the manufacturer carries most of the 
risks that would result from developing a system with poor reliability perfor-
mance. Such risks include low sales, increased warranty expenses, the loss of 
customer goodwill for products with poor reliability, and increased life-cycle 
costs for systems that are maintained by the manufacturer (e.g., locomotives 
and aircraft engines). Consequently, commercial manufacturers have a strong 
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motivation to use reliability engineering methods that help to ensure that 
the system will meet its reliability goals by the time it reaches the customer. 

For defense systems, however, the government and the customers (i.e., 
the military services that will use the system) generally assume most of the 
risk created by poor system reliability. Therefore, the system developers do 
not have a strong incentive to address reliability goals early in the acquisi-
tion process, especially when it can be difficult to quantify the possibly 
substantial downstream benefits of (seemingly) costly up-front reliability 
improvement efforts. 

This third issue is extremely important: if developers shared some of 
the risk, then they would be much more likely to focus on reliability early 
in development, even without significant DoD oversight. Risk sharing is one 
component of the larger question of establishing a system of rewards and 
penalties—either during development or after delivery—for achieving (or 
exceeding) target levels or final requirements for reliability or for failing to 
do so. 

Although DoD has at times used incentives to reward contractors for 
exceeding requirements, the panel is unaware of any attempt to institute 
a system of warranties for a defense system that provides for contractor 
payments for failure to meet reliability requirements.1 And in considering 
incentives, we are unaware of any studies of whether offering such pay-
ments has succeeded in motivating developers to devote greater priority to 
meeting reliability requirements. Most relevant to this report is the idea that 
rewards could be applied at intermediate points during development, with 
rewards for systems that are assessed to be ahead of intermediate reliability 
goals, or penalties for systems that are assessed to be substantially behind 
such goals. (See discussion in Chapter 7.) 

ISSUES IN AN INCENTIVE SYSTEM FOR DEFENSE ACQUISITION

In considering an incentive system, we note some complications that 
need to be kept in mind in its development. First, such a system must be 
based on the recognition that some development problems are intrinsi-
cally harder than others by requiring a nontrivial degree of technology 
development. Having a penalty for not delivering a prototype on time or 
not meeting a reliability requirement may dissuade quality developers from 
bidding on such development contracts because of the perceived high risk. 
The best contractors may be the ones that know how difficult it will be to 
meet a requirement and might therefore not offer a proposal for a difficult 
acquisition program because of a concern about incurring penalties because 

1 For a useful consideration of statistical issues involved with product warranties, see 
Blischke and Murthy (2000).
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of something that could not be anticipated. Therefore, it would be useful, 
to the extent possible, to link any incentive payments, either positive or 
negative, to the intrinsic challenge of a given system. 

Looking at a later stage in the acquisition process, providing incentives 
(or penalties) for performance after delivery of prototypes, rather than dur-
ing intermediate stages of development, would have the advantage of being 
able to use more directly relevant information, in that the the reliability 
level achieved by a system could be directly assessed through DoD develop-
mental and operational testing. But for earlier, intermediate reliability goals, 
the assessment is carried out by the contractor, so an incentive system may 
lead to various attempts to affect (“game”) the assessment. For instance, 
the test environments and the stress levels for those environments might be 
selected to avoid ones that are particularly problematic for a given system. 
Moreover, whether a test event should or should not be counted as a failure 
or whether a test event itself is considered “countable” can sometimes rely 
on judgment and interpretation. It is also important to note that testing 
for intermediate reliability goals is not likely to have large sample sizes, 
and such estimates are therefore likely to have substantial uncertainty. 
As a result and depending on the decision rule used, there are likely to be 
either substantial consumer or producer risks in such decisions concerning 
incentive payments. 

Finally, offering incentives regarding delivery schedules raises another 
concern: potential tradeoffs between early delivery and reliability achieve-
ment. Because life-cycle costs and overall system performance can be sensi-
tive to system reliability, compromising on reliability performance to meet 
an inflexible deadline is often a bad bargain. 

A PERSPECTIVE ON COMMERCIAL BEST PRACTICES

For the panel’s September 2011 workshop, we asked Tom Wissink of 
Lockheed Martin and Lou Gullo of Raytheon to discuss best practices that 
are currently used to develop reliable systems and how DoD could promote 
and support such actions in its requests for proposals and contracts. We 
asked them to include in their comments the use of design-for-reliability 
methods, reliability testing, and use of reliability growth models. We also 
asked them to comment on the impact of recent changes in procedures 
brought about by the adoption of ANSI/GEIA-STD-0009 and DTM 11-003 
and to provide suggestions on how best to move forward to help produce 
more reliable defense systems in the future.2 To answer our questions, Wis-
sink and Gullo not only relied on their own experiences, but also talked 
with engineers at their companies. They presented their answers both in 

2 Please see footnotes 4 and 5 in Chapter 1 on the role of these two documents. 
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writing and orally at the workshop. Overall, Wissink and Gullo said, design 
for reliability requires 

•	 identification and mitigation of design weaknesses, 
•	 detection and resolution of mission critical failures, and 
•	 characterization of design margins and continuous design improve-

ments to decrease failures in the field and reduce total cost of own-
ership over the system or product life cycle.

Regarding the communication of the need for design for reliability in 
proposals, they said that every acquisition contract should specify (1) the 
system reliability requirement as a key performance parameter, (2) what 
reliability engineering activities should be performed during system devel-
opment to achieve the requirement and (3) the means to verify the reli-
ability requirement. “Reliability growth management as part of design for 
reliability represented in proposals is a way to specifically require actions 
to improve reliability over time with reliability assessment of standard 
reliability metrics over the system/product life cycle, starting early in the 
development phase,” Wissink and Gullo wrote.

Winnick and Gullo suggested that the DoD acquisition requests for 
proposals should ask for a written reliability growth management plan and 
a reliability growth test plan as part of the integrated test planning. There 
should also be a “reliability growth incentive award scale and incentive fee 
scheduled during intervals in the development cycle so that the contractor 
is rewarded for favorable reliability growth that exceeds customer expecta-
tions.” Reliability growth management planning entails the development of 
reliability growth curves for the system, major subsystems, products, and 
assemblies, along with the plan for achieving specified reliability values. 

Reliability growth management “includes reliability assessments and a 
test plan that contains various types of testing (e.g., accelerated life tests, 
highly accelerated life tests), adequate test time in the program schedule, 
and test samples to demonstrate increasing reliability with increasing confi-
dence over time.” Furthermore, they wrote, reliability growth management 
provides “a means for tracking reliability growth from system level to 
assembly or configuration item level, and monitoring progress. . . .” It also 
includes “intervals in the development phase to allow for implementation 
of design change corrective actions to positively affect reliability with each 
subsequent design modification.”

Winnick and Gullo expanded on what DoD should require in a request 
for proposal (RFP). They said that the RFP should require that the different 
support contractors for each major subsystem provide a reliability growth 
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profile3 to demonstrate the anticipated reliability growth over time. This 
curve should be a member of a set of models that are approved by DoD 
for such use. The software used to implement this should provide standard 
reporting outputs to program management to verify and validate the reli-
ability growth curve for the particular program. 

The outputs, they said, should include plotting the reliability growth 
curves over time (for each major subsystem) to provide the following 
information: 

•	 the expected starting point (initial reliability), with the context in a 
separate document that supports the data sources and the rationale 
for its selection;

•	 the number of tests planned during the development program to be 
used to verify that starting point; 

•	 the expected reliability growth profile with the context in a sepa-
rate document that supports the data sources and the rationale for 
the selection of the points on the graph;

•	 the number of tests needed to produce that profile, the schedule for 
these tests, and the schedule for implementing design change cor-
rective actions for the failures that are expected to occur, resulting 
in design reliability improvements; and

•	 a risk assessment for the starting point, reliability growth profile, 
and number of tests necessary to meet the required reliability levels 
on the growth curve.

They also noted that every DoD acquisition RFP and test and evaluation 
master plan or systems engineering plan “should require contractors to 
provide a reliability growth management plan and a reliability growth test 
plan as part of the integrated test plan and reliability growth profile.”

The presentation by Winnick and Gullo and the workshop discussion 
on this topic provided the panel with a better understanding of what con-
tractors would be willing to provide in support of the production of reliable 
systems. We note, however, several reservations about their conclusions. 

There is a great deal of variability in the complexity of DoD systems 
and the constitution of their respective “major subsystems.” We are not 
convinced that a formal mathematical reliability growth curve should be 
developed for every major subsystem of every DoD system—although some 
sound plan for growing and demonstrating reliability is appropriate for 
each major subsystem. The approval of the reliability growth tools that are 
implemented for a specific subject system and its major subsystems is tacit 

3 A reliability growth profile is a representation of future reliability growth as a function 
over time: see Chapter 4.
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in the DoD oversight of acquisition processes, which includes the review 
and approval of essential test and evaluation documents. Furthermore, we 
do not envision the construction of a master list of DoD-approved reli-
ability growth tools. As discussed throughout the report, the viability and 
appropriateness of such tools will need to be case specific.
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In the context of the U.S. Department of Defense (DoD) acquisition sys-
tem, reliability metrics are summary statistics that are used to represent 
the degree to which a defense system’s reliability as demonstrated in a 

test is consistent with successful application across the likely scenarios of 
use. Different metrics are used in conjunction with continuously operating 
systems (such as tanks, submarines, aircraft), which are classified as either 
repairable or nonrepairable, and with “one-shot” systems (such as rockets, 
missiles, bombs). Reliability metrics are calculated from data generated by 
test programs. 

This chapter discusses “reliability metrics,” such as the estimated mean 
time between failures for a continuously operating system. We consider 
repairable and nonrepairable systems, continuous and one-shot systems, 
and hybrids. 

A system’s requirements in a request for proposal (RFP) will be written 
in terms of such metrics, and these metrics will be used to evaluate a sys-
tem’s progress through development. Tracking a reliability metric over time, 
as a system design is modified and improved, leads to the topic of reliability 
growth models, which are the subject of the next chapter. 

CONTINUOUSLY OPERATING REPAIRABLE SYSTEMS

In developmental and operational testing, continuously operating sys-
tems that are repairable perform their functions as required until inter-
rupted by a system failure that warrants repair or replacement (ordinarily 
at the subsystem or component level). For measuring and assessing opera-

3

Reliability Metrics
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tional reliability, the primary focus for “failures” is generally restricted 
to operationally critical failure modes, which include operational mission 
failure, critical failure, and system abort. Test results and requirements are 
often expressed accordingly—as the mean time between operational mis-
sion failures (MTBOMF), the mean time between critical failures (MTBCF), 
and the mean time between system abort (MTBSA)—or as the probability 
of successfully completing a prescribed operational mission of a given time 
duration without experiencing a major failure.1,2 

Standard DoD reliability analyses normally entail three analytical 
assumptions: 

1.	 Restoration activities return a failed test article to a state that is 
“as good as new.” That is, the time to first failure (from the begin-
ning of the test3) and the subsequent times between failures for 
the subject test article all are taken to be statistically independent 
observations governed by a single probabilistic distribution.

2.	 The same time-to-failure distribution (or failure probability for 
one-shot systems) applies to each test article over replications.

3.	 The common time-to-failure distribution (or failure probability 
for one-shot systems) is exponential with failure rate parameter 
λ (alternatively parameterized in terms of a mean time to failure 
parameter, θ = 1/λ).

There are two advantages to invoking this nominal set of assumptions: 
it simplifies statistical analyses, and it facilitates the interpretability of 
results. Analyses are then the examination of the number of failure times 
and censored times (from the time of the last failure for a test article to 
the end of testing time for that article) that are observed, assuming a single 
underlying exponential distribution. A mathematically equivalent formu-
lation is that the total number of observed failures in the total time on 
test (across all test articles), T, is governed by a Poisson distribution with 
expected value equal to λT (or T/θ). The DoD primer on reliability, avail-
ability, and maintainability (RAM) (U.S. Department of Defense, 1982), as 
well as numerous textbooks on reliability, address this nominal situation 
(within the framework of a homogeneous Poisson process) and provide 
straightforward estimation, confidence bounds, and test duration planning 

1 Lower levels of failures should not necessarily be ignored by logistics planners, especially 
if they will lead to substantial long-term supportability costs.

2 Another important metric, but outside of the scope of this report, is operational availability— 
the long-term proportion of time that a system is operationally capable of performing an 
assigned mission. Estimating availability requires estimating system down times due to planned 
and unplanned maintenance activities.

3 Test articles may undergo pretest inspections and maintenance actions. 
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methodologies. In practice, the customary estimate of a system’s mean time 
between failures is simply calculated to be the total time on test, T, divided 
by the total number of observed failures (across all test articles).4 It is read-
ily comprehensible and directly comparable to the value of reliability that 
had been projected for the test event or required to be demonstrated by the 
test event. 

Although the above assumptions support analytical tractability and are 
routinely undertaken in DoD assessments of the reliability demonstrated in 
an individual test, alternative assumptions merit consideration and explora-
tion for their viability and utility. Rather than the assumption of a return 
to a state “as good as new,” a physically more defensible assumption in 
many instances (e.g., in a system with many parts) might be that a repair or 
replacement of a single failed part only minimally affects the system state 
(relative to what it was before the failure) and the system is thus restored 
to a state approximately “as bad as old.” This perspective would accom-
modate more complex phenomena in which the system failure rate may not 
be constant over time (e.g., monotonically increasing, which corresponds 
to aging articles that tend to experience more failures as operating time 
accumulates). Flexible statistical models and analysis approaches suitable 
for these more general circumstances, both parametric and nonparametric, 
are widely available (e.g., Rigdon and Basu, 2000; Nelson, 2003). Sample 
size demands for precise estimation, however, may exceed what typical 
individual developmental or operational tests afford. For example, the total 
hours on test available for a single test article often can be quite limited—
spanning only a few lifetimes (measured in terms of the prescribed reliabil-
ity requirement) and sometimes even less than one lifetime. An additional 
issue relates to the interpretability of models that portray nonconstant 
failure intensities: In particular, what sort of a summary estimate for a 
completed developmental or operational test event should be reported for 
comparison to a simply specified mean time between failure prediction or 
requirement (that did not contemplate time-variant intensities)? 

Sample size limitations likewise may hinder examinations of hetero-
geneity for individual or collective groupings of test articles. When data 
are ample, statistical tests are available for checking a number of potential 
hypotheses of interest, such as no variability across select subgroups (e.g., 
from different manufacturing processes), no outliers that may be considered 
for deletion from formal scoring and assessment (e.g., possibly attributable 
to test-specific artificialities), and the like. Caution needs to be taken, how-
ever, to recognize potential sensitivities to inherent assumptions (e.g., such 

4 Under the three analytic assumptions above, the mean time between failures is synonymous 
with the mean time to failure or the mean time to first failure, other commonly used terms.
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as assumptions 1 and 3 above) attendant to the application of any specific 
methodology. 

 Although there often are plausible motivations for asserting that an 
exponential time-to-failure distribution is appropriate (e.g., for electronics 
or for “memoryless” systems in circumstances for which aging is not a 
major consideration), there is no scientific basis to exclude the possibility 
of other distributional forms. For example, the more general two-parameter 
Weibull distribution (which includes the exponential as a special case) is 
frequently used in industrial engineering. Observed failure times and avail-
able statistical goodness-of-fit procedures can guide reliability analyses to 
settle on a particular distribution that reasonably represents the recorded 
data from a given test. The plausibility of the “as good as new” assump-
tion warrants scrutiny when repeat failures (recorded on an individual test 
article) are incorporated into the analyses. 

Distinct estimation and confidence interval methods are associated 
with different choices for the time-to-failure distribution. The mathematical 
form of the distribution function provides a direct link between parameter 
estimates (e.g., the mean time between failures for the exponential distribu-
tion) and the probability of the system performing without a major failure 
over a prescribed time period (e.g., mission reliability). For a given set of 
failure data, different specifications of the time-to-failure distribution can 
lead to different estimates for the mean time between failures and generally 
will lead to distinct estimates for mission reliability. For the one-parameter 
exponential distribution, there is a one-to-one correspondence between the 
mean time between failures and mission reliability. This is not the case for 
other distributions. 

Implicit in assumption 3 above is that the environment and operating 
conditions remain constant for the test article each time it is repaired and 
returned to service. Unless statistical extrapolation methods are applied, 
reliability estimates generated from a single test’s observed failure data 
should be interpreted as representative solely of the circumstances of that 
test.5 The possible effects of influential factors (e.g., characterizing the 
execution of the testing or description of the past usage or maintenance 
and storage profiles) on system reliability can be portrayed in regression 
models or hierarchical model structures. For instance, with sufficient test 
data, one could assess whether changes in storage conditions had an impact 
on system reliability. In general, adequate sample sizes would be needed to 
support parameter estimation for these more sophisticated representations 
of system reliability.

5 The issue of the relevance of the testing conditions to operational scenarios is considered 
in the next chapter. 
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CONTINUOUSLY OPERATING NONREPAIRABLE SYSTEMS

Continuously operating nonrepairable systems (e.g., batteries, remote 
sensors) function until a failure occurs or until there is some signal or warn-
ing that life-ending failure is imminent: when that occurs, the system is 
swapped out. Each system experiences at most one failure (by definition—it 
cannot be restored and brought back into service after having failed). Some 
systems that routinely are subjected to minor maintenance can be viewed as 
nonrepairable with respect to catastrophic failure modes (e.g., a jet engine). 

For these systems, a relevant reliability metric is mean time to failure. 
From an experimental perspective, nonrepairable systems can be tested until 
they fail or can be tested under censoring schemes that do not require all 
articles to reach their points of failure. These data provide an estimate of 
expected operational lifetimes and their variability. In addition, analytical 
models can be developed to relate expected remaining life to concomitant 
data, such as recorded information on past environmental or usage history, 
measures of accumulated damage, or other predictive indicators obtained 
from sensors on the systems. 

Nonrepairable systems are common in many commercial settings, but 
they are rare in DoD acqusition category I testing. The role of prognos-
tic-based reliability predictions to assess various forms of degradation in 
reducing defense system life-cycle costs, however, continues to gain promi-
nence (Pecht and Gu, 2009; Collins and Huzurbazar, 2012). System pro-
gram managers are instructed (U.S. Department of Defense, 2004, p. 4) to 
optimize operational readiness with “diagnostics, prognostics, and health 
management techniques in embedded and off-equipment applications when 
feasible and cost-effective.” 

ONE-SHOT SYSTEMS

Testing of one-shot (or “go/no go”) systems in a given developmental or 
operational testing event involves a number of individual trials (e.g., sepa-
rate launches of different missiles) with the observed performance in any 
trial being characterized as either a “success” or “failure.” Assumption 1 
above generally is not germane because a test article is required to function 
only once.6 But assumptions 2 and 3 and the discussion above are, for the 
most part, very relevant. One exception is that the distribution of interest 
governing a single test result generally is modeled with a one-parameter 
Bernoulli distribution. 

6 There may be exceptions. For example, it is possible that a failure to launch for a rocket 
in a trial could be traced to an obvious fixable wiring problem and the rocket subsequently 
reintroduced into the testing program. 
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One associated reliability metric is the estimated probability of success. 
The estimate can be a “best estimate” or it can be a “demonstrated” reli-
ability, for which the metric is a specified statistical lower confidence limit 
on the probability of success. Because reliability can depend on environ-
mental conditions, the metrics of estimated reliability at specified conditions 
may be required, rather than a single reliability metric. It can be defined for 
individual prescribed sets of conditions that establish operational profiles 
and scenarios or for a predetermined collection of conditions. Estimates of 
system reliability derive from observed proportions of “successful” trials—
either in total for a test event or specific to particular combinations of 
test factors (e.g., using logistic regression models). The estimates need 
to be interpreted to pertain to the specific circumstances of that testing. 
Given sufficient and adequate data, statistical modeling could support 
extrapolations and interpolations to other combinations of variables. 

HYBRID MODELS

Hybrid models of system reliability, embodying both time-to-failure 
and success-failure aspects, also may be suitable for some testing circum-
stances. Imagine, for instance, a number of cruise missiles (without active 
warheads), which are dedicated to testing in-flight reliability, being repeat-
edly captive-carried by aircraft for extended periods to simulate the in-flight 
portions of an operational cruise missile mission. Observed system failures 
logically could be examined from the perspective of mean time between 
failures, facilitating the construction of estimates of in-flight reliability that 
correspond to distinct operational mission scenarios that span a wide spec-
trum of launch-to-target ranges. To obtain measures of overall reliability, 
these estimates could be augmented by results from separate one-shot tests, 
in the same developmental or operational testing event, that focus on the 
probabilities of successful performance for other non-in-flight elements of 
cruise missile performance (e.g., launch, target recognition, warhead activa-
tion, and warhead detonation).

In this example, the mode of testing (involving repairable test articles) 
does not match the tactical use of the operational system (single launch, 
with no retrieval). From an operational perspective, the critical in-flight reli-
ability metric for cruise missiles could be taken to be mean time to failure—
which can be conceptually different from mean time between failures when 
assumption 1 (above) does not hold. 

ASSESSMENT OF CURRENT DoD PRACTICES

The process of deriving formal system reliability requirements and 
intermediate reliability goals to be attained at various intermediate test 
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program points is undertaken well before any system testing begins. Con-
sequently, the simple mean time between failures and probability-of-success 
metrics traditionally prescribed in DoD acquisition test and evaluation 
contexts are reasonable. For a given developmental or operational test 
event, knowledge of the nature of the reliability data and of the particulars 
of the testing circumstances, including composition and characteristics of 
test articles, are available. This information can support the development 
of alternative models and associated specific forms of reliability metrics that 
are potentially useful for describing reliability performance demonstrated 
in testing and projected to operational missions. 

Very often, the standard mean time between failures and probability-
of-success metrics will be appropriate for describing system-level reliability 
given the confines of the available test data. Such a determination should 
not be cavalierly invoked, however, without due consideration of more 
advanced plausible formulations—especially if those formulations might 
yield information that will support reliability or logistics supportability 
improvement initiatives, motivate design enhancements for follow-on test-
ing, or substantively inform acquisition decisions. The more sophisticated 
methodological approaches based on more elaborate distributions with 
parameters linked to storage, transportation, type of mission, and environ-
ment of use may be particularly attractive after a system is fielded (for some 
classes of fielded systems), when the amount and composition of reliability 
data may change substantially given what is available from developmental 
and operational testing.

Several points that have been noted warrant emphasis. For any system, 
whether in the midst of a developmental program or after deployment, 
there is no such thing as a single true mean time between failures or actual 
mean time to first failure (Krasich, 2009). System reliability is a function of 
the conditions, stresses, and operating profiles encountered by the system 
during a given period of testing or operations, and these can and do vary 
over time. System reliability likewise is influenced by the composition of the 
systems themselves (i.e., test articles or specific deployed articles that are 
monitored), which may include diverse designs, manufacturing processes, 
past and current usage, and maintenance profiles. Estimates of the mean 
time between failures, mean time to first failure, or other metric for system 
reliability needs to be interpreted accordingly. 

Operational reliability is defined in terms of one or more operational 
mission profiles expected to be encountered after a defense system has 
attained full-rate production status and is deployed. Ideally, system-level 
developmental and operational testing would mimic or plausibly capture 
the key attributes of these operational circumstances, particularly for opera-
tional testing and the later stages of developmental testing. It is important 
to understand, however, that there are limitations to the extent to which 
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operational realism is or can be reflected in those testing events. Moreover, 
efficient developmental testing strategies, especially when a system’s func-
tional capabilities emerge incrementally over time, may not readily lend 
themselves to complete examination of system operational reliability, espe-
cially in the early stages of developmental testing. Again, as appropriate, 
distinctions should be drawn between estimates of system reliability and 
estimates of system operational reliability. 
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This chapter responds to a specific item in the charge to the panel, to 
consider reliability growth models in U.S. Department of Defense 
(DoD) acquisitions. Reliability growth models are models that are 

used to estimate or predict the improvement of system reliability as a func-
tion of the amount of system testing that is carried out. Such models are 
used in three ways: (1) to help construct test plans for defense systems early 
in development, (2) to assess the currently achieved system reliability, and 
(3) to assess whether a defense system in development is on track to meeting 
its reliability requirements prior to deployment. This chapter examines the 
form that these models have taken and some of their strengths and weak-
nesses for the three kinds of applications. We begin with an overview of 
the concept. We then look at the hardware growth models commonly used, 
their applications, and the implications for DoD use. Reliability growth 
models for software are covered in Chapter 9. 

CONCEPTS AND EXAMPLES

The traditional DoD process for achieving reliability growth during 
development is known as test, analyze, and fix—TAAF. It includes system-
level developmental test and posttest assessment of observed failures to 
determine their root causes. This assessment is followed by an analysis 
to identify potential reliability enhancements (e.g., hardware, software, 
manufacturing processes, maintenance procedures, or operations) and 
incorporation of specific design upgrades. The next step is retesting to verify 
that failure modes have been removed or mitigated and checking to see that 

4
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no new failure modes have been introduced. During developmental testing, 
failed systems typically are restored (by repair or replacement of parts) and 
returned to testing. Repeated TAAF cycles during developmental test can 
“grow” system reliability over time.1

A typical profile for reliability growth is shown in Figure 4-1. Part a of 
the figure depicts real growth: growth occurs in incremental step increases, 
with larger gains occurring in the earlier tests—because failure modes with 
higher failure rates (or failure probabilities) are more likely to occur and 
contribute more to reliability growth when fixed than their counterparts 
with smaller failure rates (or probabilities of failure). For any specific sys-
tem undergoing TAAF, the exact pattern and extent of the actual growth in 
reliability is random, because the occurrences of individual failure modes 
(which lead to reliability gains) are random events.

Part b in Figure 4-1 shows how reliability results from different TAAF 
phases (e.g., developmental test events) are connected. The primary objec-
tive is to use all of the available data to strengthen the statistical precision 
associated with an estimate of system reliability2 (attained at the completion 
of testing of the last conducted event) and narrowing confidence intervals 
relative to what could be reported by using results solely from that last test 
event. The modeling also can smooth out point estimates of system reli-
ability by accounting for inherent randomness in test observations.

There are three primary uses of the methodologies: to facilitate the 
planning of developmental testing programs (i.e., a series of TAAF phases); 
to track demonstrated reliability performance over the course of the testing; 
and to project anticipated reliability beyond observed testing.

Reliability growth modeling began with empirical observations by 
Duane (1964) on developmental testing programs for relatively complex 
aircraft accessories. For the systems he was tracking, on a log-log scale, the 
cumulative number of failures, N(T), tended to increase linearly with the 
cumulative test time, T.3 Since then, many reliability growth models have 
been developed (e.g., see the expository surveys in Fries and Sen, 1996; U.S. 
Department of Defense, 2011b). 

Continuous time-on-test reliability growth models can be classified into 
two general categories. The first builds on a probabilistic framework for the 

1 The concept of reliability growth can be more broadly interpreted to encompass reliability 
improvements made to an initial system design before any physical testing is conducted, that 
is, in the design phase, based on analytical evaluations (Walls et al., 2005). Such a perspective 
can be useful for systems that are not amenable to operational testing (e.g., satellites). 

2 This estimate is made at the completion of the last test. It generally does not consider any 
reliability design improvements that may be implemented after the last event is completed and 
observed failure modes have been analyzed. 

3 This form of “Duane’s Postulate,” or “learning curve property,” is equivalent to the aver-
age cumulative number of failures (i.e., N(T)/T) and is roughly linear in T on a log-log scale.
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FIGURE 4-1  Illustrations of reliability growth using the TAAF (test, analyze, and 
fix) process.
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cumulative count of failures over time. These are models of the underly-
ing failure process. The second category directly imposes a mathematical 
structure on the time between successive failures (at the system level or for 
individual failure mode mechanisms), essentially modeling the dynamics of 
mean time between failures over time.4 Within each category, a number 
of different approaches to this modeling have been taken. Other techniques 
have been adapted to the reliability growth domain from biostatistics, engi-
neering, and other disciplines. Similar categorizations describe families of 
discrete reliability growth models (see, e.g., Fries and Sen, 1996).

Reliability growth models generally assume that the sole change 
between successive developmental testing events is the system reliability 
design enhancements introduced between the events. This assumption con-
strains their applicability because it specifically excludes the integration of 
reliability data obtained from substantially different testing circumstances 
(within a test or across test events). For example, laboratory-based testing 
in early developmental testing can yield mean-time-between-failure esti-
mates that are considerably higher than the estimates from a subsequent 
field test. Similarly, the fact that successive developmental tests can occur 
in substantially different test environments can affect the assumption of 
reliability growth. For example, suppose a system is first tested at low tem-
peratures and some failure modes are found and fixed. If the next test is at 
high temperatures, then the reliability may decline, even though the system 
had fewer failure modes due to the design improvements. Because most sys-
tems are intended for a variety of environments, one could argue that there 
should be separate reliability growth curves specific to each environment. 
This idea may be somewhat extreme, but it is critical to keep in mind that 
reliability growth is specific to the conditions of use. 

Another characteristic shared by the great majority of reliability growth 
models is that any specific application imposes a common analysis treatment 
of the failure data across the entire testing program. Thus, there is a reduc-
tion in analytical flexibility for representing the results in individual devel-
opmental testing events. In addition, nearly all reliability growth models 
lack closed-form expressions for statistical confidence intervals. Asymptotic 
results have been derived for some models and conceptually are obtainable 
from likelihood function specifications—provided that proper care is taken 
to account for the non-independent structure of the failure event data. The 
availability of parametric bootstrap methods has the potential to support 
statistical inference across broad categories of reliability growth models, 
but to date the application of this tool has been limited.

4 A model within one category necessarily generates a unique model from the other category. 
The physical interpretation that drives the modeling, however, does not translate readily from 
one type to another. 
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In DoD acquisition, a small number of reliability growth models domi-
nate (see next section). But across applications, no particular reliability 
growth model is “best” for all potential testing and data circumstances. 

The derivations of common reliability growth models are predominantly 
hardware-centric. In practice, however, their scope ordinarily encompasses 
software performance by using failure scoring rules that count all failures, 
whether traceable to hardware or to software failure modes, under a broad 
definition of “system” failure. However, the probabilistic underpinnings of 
software failure modes are quite different from those for hardware failure 
modes.5 Nevertheless, the resultant forms of software reliability growth may 
serve to fit reliability data from general developmental test settings.

Given that the reliability of a complex system is in fact a multi
dimensional outcome that is a function of various failure modes, and the 
surfacing of these failure modes is a function of a multidimensional input 
(various factors defining the environment of use), it is not surprising that 
a one-dimensional outcome—system reliability—expressed as a function of a 
one-dimensional input (time on test) is sometimes an incomplete summary. 

The next two sections look at common DoD models for reliability 
growth and at DoD applications of growth models. The discussion in these 
two sections addresses analytical objectives, underlying assumptions, and 
practical implementation and interpretation concerns.

COMMON DoD MODELS

Two reliability growth models are used in a majority of current DoD 
applications: one is a system-level nonhomogeneous Poisson process model 
with a particular specification of a time-varying intensity function λ(T); 
the other is a competing risk model in which the TAAF program finds and 
eliminates or reduces failure modes, the remaining risk is reduced, and reli-
ability grows. 

The first model is the nonhomogeneous Poisson process formulation6 
with a particular specification of a time-varying intensity function l(T). 

5 Software failure modes conceptually can be viewed as deterministic, in the sense that there 
is no randomness associated with how an element of code acts when called on to support a 
specific operation. The code either will work as intended or it will “fail,” and it repeatedly 
will demonstrate the identical response each time it is called on to support that same func-
tion. The pace at which the code is called on to respond to specific types of operations can, 
of course, be viewed as random—thereby inducing randomness in software failure processes.

6 The characterizing feature of this class of models is that the numbers of failures in non-
overlapping time intervals are independent Poisson distributed random variables. A key 
defining metric for the models is the intensity function λ(T) (also referred to as the rate of 
occurrence of failure). A physically understandable and easily estimable quantity is the cumula-
tive intensity function, Λ(T), defined to be λ(T) integrated over the time interval [0, T]. Λ(T) 
equals the expected cumulative number of failures at time T, that is Λ(T) = E[N(T)]. 
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This widely used model, referred to as the power law model,7 is routinely 
invoked as the industry standard reliability growth model in DoD acquisi-
tion settings. In this model, the failure rate is the following function of T, 
the cumulative time on test: 

λ(T) = μβT(β–1), μ > 0, β > 0.

This model can be interpreted as a stochastic representation of Duane’s 
postulate (see Crow, 1974) in which the log(λ(T)) is a linear function of 
log(T). The parameter µ is a scale parameter, while the parameter β ������deter-
mines the degree of reliability growth (β < 1) or decay (β > 1). When β = 1, 
the model reduces to the homogeneous Poisson process model. 

The power law model and various associated statistical methodologies 
were popularized by the U.S. Army Materiel Systems Analysis Activity 
(AMSAA), building on Crow (1974) and many other reports (see U.S. 
Department of Defense, 2011b). Indeed, the power law model is commonly 
referred to as the AMSAA model, the Crow model, or the AMSAA-Crow 
model.8 This continuous reliability growth formulation has been extended 
to accommodate one-shot reliability data by treating “failure probability” 
in a manner that parallels that of “failure intensity” in the context of a non-
homogeneous Poisson process, and the “learning curve property” structure 
is imposed to establish an assumed pattern of reliability growth. 

The power law model is a simple analytical representation that facili-
tates various analytic and inferential actions (e.g., point estimation, con-
fidence bound constructions, and goodness-of-fit procedures). It has also 
spawned a number of practical follow-on methods for addressing important 
test program and acquisition oversight issues (see below). 

Although it has such practical uses, there are theoretical problems 
with the power law model. One problem is that the growth in reliability is 
taken to be continuous over time— increasing while testing is in progress 
(when no changes to system reliability designs are made) and adhering 
to the assumed mathematical form when transitioning from one test phase 

7 The power law model can be used to represent the reliability of bad as old systems, as in 
Ascher (1968). 

8 Less common now is the nomenclature Weibull process model, originally motivated by the 
observation that the intensity function λ(T) for the power law model coincides with the form 
of the failure rate function for the time-to-failure Weibull distribution. The Weibull distribu-
tion, however, is not pertinent to this reliability growth setting. For instance, at the end of 
reliability growth testing under the power law construct, the governing system time-to-failure 
distribution for future system operations, at and beyond the cumulative test time T, is expo-
nential with a constant mean given by the reciprocal of λ(T). 
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to another (when reliability design enhancements that are implemented 
provide substantive step-function upgrades to system reliability).9 

The second reliability growth model more recently used in DoD is 
based on the assumption that there are a large number of failure modes and 
that each failure mode operates independently and causes system failure at 
its own rate. In this model, when a failure mode is observed in testing and 
subsequently removed by system design enhancements, then the failure rate 
is reduced at a specific discreet point in time (not continuously, as in the 
Crow model). If the fix does not introduce new failure modes, reliability 
grows as a step function.10 To unify the probabilistic behavior of failure 
modes prior to corrective actions, additional assumptions can be imposed. 
For example, for one-shot systems, it is convenient to portray failure mode 
performance using Bernoulli distributions with associated success probabili-
ties drawn from a common Beta distribution (Hall et al., 2010). Likewise, 
failure modes for continuously operating systems can be taken to be gov-
erned by exponential distributions with failure rates drawn from a parent 
Gamma distribution (Ellner and Hall, 2006).11 

Failure modes that are discovered through testing are categorized as 
either Type A or Type B, corresponding, respectively, to those for which 
corrective actions will not or will be undertaken (often because of cost or 
feasibility prohibitions). For each implemented reliability enhancement, the 
corresponding failure rate or failure probability is assumed to be reduced by 
some known fix effectiveness factor, which is based on inputs from subject-
matter experts or historical data. Although the number of distinct failure 
modes is unknown, tractable results have been obtained by considering the 
limit as this count is allowed to approach infinity. 

The power law and failure mode-removal models can be viewed as 
convenient frameworks that facilitate the application of statistical methods 
to the analysis of reliability test data and the evaluation of reliability test-
ing programs. But they should not be arbitrarily mandated or capriciously 
imposed. Due consideration needs to be given to the plausibility of underly-
ing assumptions, the possibilities for nonconforming reliability testing data 

9 Sen and Bhattachrayya (1993) developed a more plausible reliability growth model that is 
consistent with the “learning curve property” but allows reliability to increase only in discrete 
steps when system design improvements are instituted. 

10 Only one of these fundamental assumptions, statistical independence, is invoked in two 
failure discount estimation schemes introduced by Lloyd (1987) and used to assess system 
reliability for certain classes of DoD missiles. Simulation studies, however, indicate that these 
estimators are strongly positively biased, especially when true system reliability is increasing 
only modestly during a testing program (Drake, 1987; Fries and Sen, 1996).

11 For a specific extension of the methodologies based on the primary power law process, 
Crow (1983) captures the effect of unobserved failure modes by assuming that a second 
power law representation governs the first times to failure for all individual failure modes, 
both observed and unobserved. 
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(especially given any variances in testing circumstances), and the potential 
sensitivities of analytical results and conclusions. 

DoD APPLICATIONS 

Reliability growth models can be used to plan the scope of develop
mental tests, specifically, how much testing time should be devoted to pro-
vide a reasonable opportunity for the system design to mature sufficiently 
in developmental testing (U.S. Department of Defense, 2011b, Ch. 5). Intui-
tively, key factors in such a determination should include the reliability goal 
to be achieved by the end of developmental testing (say, RG), the anticipated 
initial system reliability at the beginning of developmental testing (say, RI), 
and the rate of growth during developmental testing. 

The structure of power law formulations directly embraces the growth 
parameter component of this conceptualization, but the limits of the failure 
intensity function, especially approaching T = 0, do not coincide with physi-
cal reality. Nonetheless, with the benefit of a mathematically convenient 
constraint imposed on the initial phase of testing, the power law process 
provides a mechanism for assessing the total number of developmental test-
ing hours needed for growing system reliability from RI to RG. Simulation-
based extensions of the methodology support quantifications of what level 
for T is required to demonstrate the attainment of the system reliability 
target RG with prescribed level of statistical confidence. Other extensions 
accommodate testing that is focused on individual subsystems (growth or 
no growth),12 incorporating analytical aggregations to quantify reliability, 
and statistical confidence at the system level. 

A drawback to this approach is that programmatic risks are sensitive 
to the length of the first developmental testing event. These shortcomings 
are not shared by the test planning methodology that is based on the 
examination of individual failure modes (see U.S. Department of Defense, 
2005). That methodology relies on planning parameters that can be directly 
influenced by program management, such as the fraction of the initial fail-
ure rate, or failure probability, addressable by corrective actions (i.e., the 
management strategy); the average fix effectiveness factor; and the average 
delay associated with the implementation of corrective actions. 

Figure 4-2 displays a typical planning curve (PM-2) for an examination 
of individual failure modes, highlighting inputs and illustrating key fea-

12 Testing and analysis at the subsystem level can be appropriate when system functionality is 
added in increments over time, when opportunities for full-up system testing are limited, and 
when end-to-end operational scenarios are tested piecemeal in segments or irregularly. Such 
aggregations, however, need to be carefully scrutinized, especially for deviations from nominal 
assumptions and effects on robustness. 
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tures.13 The idealized projection curve is an artificial construct that assumes 
all observed B-mode failures, those identified for correction, are immedi-
ately subjected to fixes. It is transformed to system reliability targets for 
individual developmental testing events. The number of these events and the 
respective allocation of testing hours across individual events are variables 
that planners can adjust. A corrective action period ordinarily follows each 
testing phase, during which reliability design improvements are implement-
ed.14 A nominal lag period precedes each such period, in accordance with 
the notion that the occurrences of B-mode failures near the end of a test 
phase will not offer adequate time for diagnosis and redesign efforts. The 
final developmental testing reliability goal (in Figure 4-2, 90 hours mean 
time between failures) is higher than the assumed operational reliability of 
the initial operational test and evaluation (81 hours mean time between 
operational mission failures or a 10 percent reduction). This difference 
can accommodate potential failure modes that are unique to operational 
testing (sources of the developmental test/operational test [DT/OT] gap). 
Likewise, the planned value for the initial operational test and evaluation 
operational reliability is higher than the operational reliability requirement 
(65 hours for mean time between operational mission failures), providing 
some degree of confidence that the requirement will be demonstrated by 
the initial operational test and evaluation (reducing the consumer’s risk).

We note that the PM-2 model is currently mandated for use as a result 
of a memorandum issued June 26, 2011, “Improving the Reliability of U.S. 
Army Materiel Systems,”15 which states 

Program Managers (PMs) of all Acquisition Category I (ACAT I) systems 
and for ACAT II systems where the sponsor has determined reliability to 
be an attribute of operational importance shall place reliability growth 
planning curves in the SEP, TEMP, and Engineering and Manufacturing 
(EMD) contracts and ensure that U.S. Army systems are resourced to 
accomplish this requirement. . . . Reliability growth is quantified and 
reflected through a reliability growth planning curve using the Planning 
Model based on Projection Methodology (PM2). . . . Where warranted by 
unique system characteristics, the Army Test and Evaluation Command 

13 We note that Figure 4-2 and the preceding discussions treat “reliability” in the general 
sense, simultaneously encompassing both continuous and discrete data cases (i.e., both those 
based on mean time between failures and those based on success probability-based metrics). 
For simplicity, the subsequent exposition in the remainder of this chapter generally will focus 
on those based on mean time between failures, but parallel structures and similar commentary 
pertain to systems that have discrete performance. 

14 Not all corrective actions are implemented following a test period; some require longer 
time periods for development and incorporation.

15 The document is available at http://www.amsaa.army.mil/Documents/Reliability%20
Policy_6_29_2011_13_10_10.pdf [August 2014]. 
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(ATEC), in consultation with the Project Manager (PM), may specify an 
alternative reliability growth planning method.

A reliability growth planning curve is important for developing an 
overall strategy for testing and evaluation, for defining individual testing 
events and determining requisite supporting resources, and for providing a 
series of reliability targets that can be tracked to judge the progress of reli-
ability growth. The Director of Operational Test and Evaluation (DOT&E) 
requires that a reliability growth curve appear in the system’s Test and Eval-
uation Master Plan (TEMP), but does not prescribe the specific mechanism 
by which the plan is to be developed. As program milestones are achieved 
or in response to unanticipated testing outcomes, the reliability growth 
curve, as well as the entire TEMP, is expected to be updated. 

IMPLICATIONS

The DOT&E requirement for presenting and periodically revising a 
formal reliability growth planning curve is eminently reasonable. To gener-
ate its curve, the responsible program office can follow existing standard 
methods or use other approaches it deems suitable.16 What is important 
in practice is that any proposed reliability growth curve is fully integrated 
with the overall system development and test and evaluation strategies 
(e.g., accommodating other performance issues not related to reliability), 
recognizes potential sensitivities to underlying analytical assumptions, and 
retains adequate flexibility to respond to emerging testing results. 

There are three key elements of a reliability growth curve that war-
rant emphasis. First, it should provide a mechanism for early checks of 
the adequacy of system design for reliability. Second, rough adherence to 
the planning curve should position a developmental program so that the 
initial operational test and evaluation, as a stand-alone test, will demon-
strate the attainment of the operational reliability requirement with high 
confidence. Third, since the construction of a planning curve rests on 
numerous assumptions, some of which may turn out to be incompatible 
with the subsequent testing experience, sensitivity and robustness of the 
modeling need to be understood and modifications made when warranted.

Once a developmental program begins system-level testing, reliability 
growth methodologies are available for estimating model parameters, con-
structing curves that portray how demonstrated reliabilities have evolved 

16 In the extreme, given a general sense of the developmental testing time available for a 
particular system and the customary nature of development tests ordinarily undertaken for 
such classes of systems, one could imagine divining a simple eye-ball fit through a potentially 
suitable smooth curve that traces from RI to some established mark above RG.
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and compare to planned trajectories, and projecting system reliability esti-
mates beyond what has been achieved to date (U.S. Department of Defense, 
2011b, Ch. 6). There is a natural inclination for reliability analysts to rou-
tinely invoke these methods, especially when faced with budget constraints 
and schedule demands that cry for “efficiencies” in testing and evaluation 
by using all of the available data. Likewise, there is an instinctive desire 
for program management and oversight agencies to closely monitor a 
program’s progress and to support decisions backed by “high confidence” 
analyses. In both settings, reliability growth methods offer the prospects 
of accessible data synthesis—directly through simple equations or by the 
application of dedicated software packages. 

It is sensible to view a reliability growth methodology as a potential 
tool for supporting in-depth assessments of system reliability, but it should 
not be assumed in advance to be the single definitive mechanism under-
pinning such analyses. Comprehensive evaluations of system reliability 
would consider the spectrum of testing circumstances and their relation to 
operational profiles, exhibited failure modes and rates for individual test 
articles and collections (rather than merely system failure times), insights 
from reliability and design engineers, observations from system operators, 
and a multiple of other potentially important factors germane to the spe-
cific system under development. Subsequently, after due diligence, it may 
be determined that standard reliability growth methods provide a reason-
able approach for addressing a specific analytical issue or for conveniently 
portraying bottom-line conclusions. 

There are a number of reasons that reliability results recorded over the 
course of developmental testing may not match target values or thresholds 
prescribed in advance by the associated reliability growth planning curve. 
Not all of these differences should translate to alarms that system reliability 
is problematic or deficient, nor should one assume that close conformity of 
developmental testing results to a reliability planning curve by itself ensures 
the adequacy of system operational reliability (e.g., the developmental 
tests may be unrepresentative of more stressful operational circumstances). 
Again, a detailed understanding of the testing conditions and the extent of 
divergences from operationally realistic environments and use is critical for 
meaningful interpretation.

Benign system-level tests (e.g., some types of laboratory or chamber 
testing common to early developmental testing) may yield inflated reliability 
results. When followed by testing characterized by more realistic loads and 
stresses, the apparent trend may suggest that system reliability is in decline. 
Similar deviations, either upwards or downwards, may be evident in the 
midst of a developmental testing program when the severity of the environ-
ments and use profiles is changed from test to test. Even when the intent is 
for uniform testing under a prescribed profile of use, test-specific irregulari-
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ties can be anticipated. Crow (2008) presents a method for checking the 
consistency of use profiles at intermediate pre-determined “convergence 
points” (expressed in terms of accumulated testing time, vehicle mileage, 
cycles completed, etc.) and accordingly adjusting planned follow-on testing.

When system functionality is added incrementally (e.g., software mod-
ules are added as they are developed), testing of the more advanced system 
configurations may exhibit a relative degradation in system reliability—
primarily if the unreliability of the new aspect of the system dominates the 
enhancements that had been incorporated in response to observations from 
the immediately preceding test event. Similar effects are possible when a sys-
tem operationally interfaces with external systems (i.e., an element that is 
not part of the subject system under development), one of those peripheral 
systems is modified (perhaps as part of its own developmental cycles), and 
interface “failures” formally chargeable against the subject system occur in 
follow-on testing of the subject system. 

There are situations in which the demonstrated system reliability falls 
far short of what was planned, and, after careful review, the likely candidate 
for the disappointing performance is some combination of an initially defi-
cient reliability design and an inadequate reliability enhancement program. 
For example, the number of system reliability failures recorded in a system’s 
first developmental testing event may be well beyond what was envisioned 
for that initial test or even may far exceed what was planned for the entire 
developmental testing program (i.e., the complete set of planned tests). 
Unfortunately, this has been a too common outcome in the recent history 
of DoD reliability testing. Another disturbing situation is that after a few 
test events reliability estimates stagnate well below targeted values, while 
the counts of new failure modes continue to increase. 

A visually detectable major departure from the planning curve by itself 
could provide a triggering mechanism for instituting an in-depth program 
review. Supporting statistical evidence can be provided by constructed con-
fidence bounds and associated hypothesis tests, or by a formal assessment 
of the estimated remaining “growth potential” for the system’s reliability 
(deducing the theoretical upper limit for the system reliability that could 
be obtained within the defined testing program). The growth potential 
calculation could indicate that there is little chance for the program to suc-
ceed unless major system redesigns and institutional reliability management 
procedures are implemented (i.e., essentially constituting a new reliability 
growth program). Alternatively, it could show that there is no strong evi-
dence that would compel a program intervention.

Determining the system’s reliability growth potential is a type of fore-
casting, functionally extrapolating forward to the ultimate attainable limit. 
Another documented projection methodology is essentially a one-step-
ahead estimate of the system reliability—taking the level of reliability 
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demonstrated by completed reliability growth testing and giving addi-
tional credit for the last set of implemented reliability improvements. These 
approaches rely on values of failure-mode-specific fix effectiveness factors 
provided by subject-matter experts. If the effects of the unobserved failure 
modes are ignored, then positively biased estimates are produced. There 
are at present no associated statistical confidence bound procedures for this 
situation, but the setting would seem to be amenable to the application of 
bootstrap and Bayesian techniques. 

Projection-based estimates of system reliability offer a potential recourse 
when the conducted growth testing indicates that the achieved reliability 
falls short of a critical programmatic mark. If the shortfall is significant, 
then the inherent subjectivity and uncertainty of provided fix effectiveness 
factors naturally limits the credibility of a projection-based “demonstra-
tion” of compliance. Supplementary independent reliability engineering 
analyses, dedicated confirmatory technical testing, or follow-on system-level 
testing may be warranted. 

This description of the current state of reliability growth modeling 
highlights some issues concerning the validity of these models. Two key 
concerns are that time on test is often not a good predictor linking time 
with system reliability, and that reliability growth models generally fail to 
represent the test circumstances. These two criticisms raise concerns about 
the applicability of these models. 

As noted above, DoD currently uses reliability growth models for 
three important purposes. First, prior to development, they are used to 
budget the number of hours of testing needed to grow the reliability from 
what it is conjectured to be as the result of initial design work to the 
level of the operational requirement. Because so little is known about the 
system at that early point in development, one cannot specify a clearly 
superior method: thus, the use of reliability growth models in this role is 
reasonable—provided that the parameters central to the specific invoked 
reliability growth model are plausibly achievable (e.g., based on experiences 
with similar classes of systems). In the case of nonhomogeneous Poisson 
process models, a good approach would be to select the growth parameter, 
b, by examining the growth observed for systems with similar structure, 
including some components that are essentially identical that have already 
been through developmental and operational testing. The panel could not 
determine whether this approach is currently commonplace.

Second, during development, reliability growth models are used to 
combine reliability assessments over test events to track the current level 
of reliability attained. Again, for this application, reliability growth meth-
odologies are appropriate—subject to the validation of inherent model 
assumptions. However, it seems as though in many cases reliability growth 
models serve merely as curve fitting mechanisms. In this circumstance, we 
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doubt that reliability growth models would be found to be clearly superior 
to straightforward regression or time-series approaches. 

Third, reliability growth models offer forecasting capabilities—to pre-
dict either the time at which the required reliability level ultimately will be 
attained or the reliability to be realized at a specific time. Here, the ques-
tions concerning the validity of reliability growth models are of the great-
est concern because extrapolation is a more severe test than interpolation. 
Consequently, the panel does not support the use of these models for such 
predictions, absent a comprehensive validation. If such a validation is car-
ried out, then the panel thinks it is likely that it will regularly demonstrate 
the inability of such models to predict system reliability past the very near 
future. 
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Design for reliability is a collection of techniques that are used to 
modify the initial design of a system to improve its reliability. It 
appears to the panel that U.S. Department of Defense (DoD) con-

tractors do not fully exploit these techniques. There are probably a variety 
of reasons for this omission, including the additional cost and time of devel-
opment needed. However, such methods can dramatically increase system 
reliability, and DoD system reliability would benefit considerably from the 
use of such methods. This chapter describes techniques to improve system 
design to enhance system reliability. 

From 1980 until the mid-1990s, the goal of DoD reliability policies 
was to achieve high initial reliability by focusing on reliability fundamentals 
during design and manufacturing. Subsequently, DoD allowed contractors 
to rely primarily on “testing reliability in” toward the end of development. 
This change was noted in the 2011 Annual Report to Congress of the 
Director of Operational Test and Evaluation (U.S. Department of Defense, 
2011b, p. v):

[I]ndustry continues to follow the 785B methodology, which unfortunately 
takes a more reactive than proactive approach to achieving reliability goals. 
In this standard, approximately 30 percent of the system reliability comes 
from the design while the remaining 70 percent is to be achieved through 
growth implemented during the test phases. 

This pattern points to the need for better design practices and better system 
engineering (see also Trapnell, 1984; Ellner and Trapnell, 1990). 

5

System Design for Reliability
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Many developers of defense systems depend on reliability growth 
methods applied after the initial design stage to achieve their required 
levels of reliability. Reliability growth methods, primarily utilizing test-
analyze-fix-test, are an important part of nearly any reliability program, but 
“testing reliability in” is both inefficient and ineffective in comparison with 
a development approach that uses design-for-reliability methods. Relying 
on testing-in reliability is inefficient and ineffective because when failure 
modes are discovered late in system development, corrective actions can 
lead to delays in fielding and cost over-runs in order to modify the system 
architecture and make any related changes. In addition, fixes incorporated 
late in development often cause problems in interfaces, because of a failure 
to identify all the effects of a design change, with the result that the fielded 
system requires greater amounts of maintenance and repair. 

Traditional military reliability prediction methods, including those 
detailed in Military Handbook: Reliability Prediction of Electronic Equip-
ment (MIL-HDBK-217) (U.S. Department of Defense, 1991), rely on the 
collection of failure data and generally assume that the components of 
the system have failure rates (most often assumed to be constant over time) 
that can be modified by independent “modifiers” to account for various 
quality, operating, and environmental conditions. MIL-HDBK-217, for 
example, offers two methods for predicting reliability, the “stress” method 
and the “parts count” method. In both of these methods, a generic aver-
age failure rate (assuming average operating conditions) is assumed. The 
shortcoming of this approach is that it uses only the field data, without 
understanding the root cause of failure (for details, see Pecht and Kang, 
1988; Wong, 1990; Pecht et al., 1992). This approach is inaccurate for 
predicting actual field failures and provides highly misleading predictions, 
which can result in poor designs and logistics decisions. 

An emerging approach uses physics-of-failure and design-for-reliability 
methods (see, e.g., Pecht and Dasgupta, 1995). Physics of failure uses 
knowledge of a system’s life-cycle loading and failure mechanisms to per-
form reliability modeling, design, and assessment. The approach is based 
on the identification of potential failure modes, failure mechanisms, and 
failure sites for the system as a function of its life-cycle loading conditions. 
The stress at each failure site is obtained as a function of both the loading 
conditions and the system geometry and material properties. Damage mod-
els are used to determine fault generation and propagation.

Many reliability engineering methods have been developed and are 
collectively referred to as design for reliability (a good description can be 
found in Pecht, 2009). Design for reliability includes a set of techniques that 
support the product design and the design of the manufacturing process 
that greatly increase the likelihood that the reliability requirements are met 
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throughout the life of the product with low overall life-cycle costs. The 
techniques that comprise design for reliability include (1) failure modes 
and effects analysis, (2) robust parameter design, (3) block diagrams and 
fault tree analyses, (4) physics-of-failure methods, (5) simulation methods, 
and (6) root-cause analysis. Over the past 20 years, manufacturers of many 
commercial products have learned that to expedite system development and 
to contain costs (both development costs and life-cycle or warranty costs) 
while still meeting or exceeding reliability requirements, it is essential to 
use modern design-for-reliability tools as part of a program to achieve reli-
ability requirements. 

In particular, physics of failure is a key approach used by manufacturers 
of commercial products for reliability enhancement. While traditional reli-
ability assessment techniques heavily penalize systems making use of new 
materials, structures, and technologies because of a lack of sufficient field 
failure data, the physics-of-failure approach is based on generic failure 
models that are as effective for new materials and structures as they are 
for existing designs. The approach encourages innovative designs through 
a more realistic reliability assessment.

The use of design-for-reliability techniques can help to identify the 
components that need modification early in the design stage when it is much 
more cost-effective to institute such changes. In particular, physics-of-failure 
methods enable developers to better determine what components need test-
ing, often where there remains uncertainty about the level of reliability in 
critical components. 

A specific approach to design for reliability was described during the 
panel’s workshop by Guangbin Yang of Ford Motor Company. Yang said 
that at Ford they start with the design for a new system, which is expressed 
using a system boundary diagram along with an interface analysis. Then 
design mistakes are discovered using computer-aided engineering, design 
reviews, failure-mode-and-effects analysis, and fault-tree analysis. Lack 
of robustness of designs is examined through use of a P-diagram, which 
examines how noise factors, in conjunction with control factors and the 
anticipated input signals, generate an output response, which can include 
various errors. 

We emphasize throughout this report the need for assessment of full-
system reliability. In addition, at this point in the development process, 
there would also be substantial benefits of an assessment of the reliability 
of high-cost and safety critical subsystems for both the evaluation of the 
current system reliability and the reliability of future systems with similar 
subsystems. Such a step is almost a prerequisite of assessment of full-system 
reliability.
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TECHNIQUES FOR DESIGN

Producing a reliable system requires planning for reliability from the 
earliest stages of system design. Assessment of reliability as a result of 
design choices is often accomplished through the use of probabilistic design 
for reliability, which compares a component’s strength against the stresses it 
will face in various environments. These practices can substantially increase 
reliability through better system design (e.g., built-in redundancy) and 
through the selection of better parts and materials. In addition, there 
are practices that can improve reliability with respect to manufacturing, 
assembly, shipping and handling, operation, maintenance and repair. These 
practices, collectively referred to as design for reliability, improve reliability 
through design in several ways:

•	 They ensure that the supply-chain participants have the capability 
to produce the parts (materials) and services necessary to meet the 
final reliability objectives and that those participants are following 
through. 

•	 They identify the potential failure modes, failure sites, and failure 
mechanisms.

•	 They design to the quality level that can be controlled in manu-
facturing and assembly, considering the potential failure modes, 
failure sites, and failure mechanisms, obtained from the physics-
of-failure analysis, and the life-cycle profile. 

•	 They verify the reliability of the system under the expected life-
cycle conditions.

•	 They demonstrate that all manufacturing and assembly processes 
are capable of producing the system within the statistical process 
window required by the design. Because variability in material 
properties and manufacturing processes will affect a system’s reli-
ability, characteristics of the process must be identified, measured, 
and monitored. 

•	 They manage the life-cycle usage of the system using closed loop, 
root-cause monitoring procedures. 

Reviewing in-house procedures (e.g., design, manufacturing process, 
storage and handling, quality control, maintenance) against corresponding 
standards can help identify factors that could cause failures. For example, 
misapplication of a component could arise from its use outside the operat-
ing conditions specified by the vendor (e.g., current, voltage, or tempera-
ture). Equipment misapplication can result from improper changes in the 
operating requirements of the machine. 
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After these preliminaries, once design work is initiated, the goal is to 
determine a design for the system that will enable it to have high initial 
reliability prior to any formal testing. Several techniques for design for reli-
ability are discussed in the rest of this section: defining and characterizing 
life-cycle loads to improve design parameters; proper selection of parts and 
materials; and analysis of failure modes, mechanisms, and effects.

Defining and Characterizing Life-Cycle Loads

The life-cycle conditions of any system influence decisions concern-
ing: (1) system design and development, (2) materials and parts selection, 
(3) qualification, (4) system safety, and (5) maintenance. The phases in a sys-
tem’s life cycle include manufacturing and assembly, testing, rework, storage, 
transportation and handling, operation, and repair and maintenance (for 
an example of the impact on reliability of electronic components as a result 
of shock and random vibration life-cycle loads, see Mathew et al., 2007). 
During each phase of its life cycle, a system will experience various environ-
mental and usage stresses. The life-cycle stresses can include, but are not lim-
ited to: thermal, mechanical (e.g., pressure levels and gradients, vibrations, 
shock loads, acoustic levels), chemical, and electrical loading conditions. The 
degree of and rate of system degradation, and thus reliability, depend upon 
the nature, magnitude, and duration of exposure to such stresses. 

Defining and characterizing the life-cycle stresses can be difficult 
because systems can experience completely different application condi-
tions, including location, the system utilization profile, and the duration of 
utilization and maintenance conditions. In other words, there is no precise 
description of the operating environment for any system.1 Consider the 
example of a computer, which is typically designed for a home or office 
environment. However, the operational profile of each computer may be 
completely different depending on user behavior. Some users may shut 
down the computer every time they log off; others may shut down only 
once at the end of the day; still others may keep their computers on all the 
time. Furthermore, one user may keep the computer by a sunny window, 
while another person may keep the computer nearby an air conditioner, so 
the temperature profile experienced by each system, and hence its degrada-
tion due to thermal loads, would be different. 

There are three methods used to estimate system life-cycle loads rel-
evant to defense systems: similarity analysis, field trial and service records, 
and in-situ monitoring: 

1 This is one of the limitations of prediction that is diminishing over time, given that many 
systems are being outfitted with sensors and communications technology that provide com-
prehensive information about the factors that will affect reliability. 
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•	 Similarity analysis estimates environmental stresses when sufficient 
field histories for similar systems are available. Before using data on 
similar systems for proposed designs, the characteristic differences 
in design and application for the comparison systems need to be 
reviewed. For example, electronics inside a washing machine in a 
commercial laundry are expected to experience a wider distribution 
of loads and use conditions (because of a large number of users) 
and higher usage rates than a home washing machine. 

•	 Field trial records provide estimates of the environmental profiles 
experienced by the system. The data are a function of the lengths 
and conditions of the trials and can be extrapolated to estimate 
actual user conditions. Service records provide information on the 
maintenance, replacement, or servicing performed. 

•	 In-situ monitoring (for a good example, see Das, 2012) can track 
usage conditions experienced by the system over a system’s life 
cycle. These data are often collected using sensors. Load distribu-
tions can be developed from data obtained by monitoring systems 
that are used by different users. The data need to be collected over 
a sufficiently long period to provide an estimate of the loads and 
their variation over time. In-situ monitoring provides the most 
accurate account of load histories and is most valuable in design 
for reliability.

Proper Selection of Parts and Materials

Almost all systems include parts (materials) produced by supply chains 
of companies. It is necessary to select the parts (materials) that have suf-
ficient quality and are capable of delivering the expected performance and 
reliability in the application. Because of changes in technology trends, 
the evolution of complex supply-chain interactions and new market chal-
lenges, shifts in consumer demand, and continuing standards reorganiza-
tion, a cost-effective and efficient parts selection and management process 
is needed to perform this assessment, which is usually carried out by a 
multidisciplinary team. (For a description of this process for an electronic 
system, see Sandborn et al., 2008.) A manufacturer’s ability to produce 
parts with consistent quality is evaluated; the distributor assessment evalu-
ates the distributor’s ability to provide parts without affecting the initial 
quality and reliability; and the parts selection and management team defines 
the minimum acceptability criteria based on a system’s requirements. 

In the next step, the candidate part is subjected to application-dependent 
assessments. The manufacturer’s quality policies are assessed with respect to 
five assessment categories: process control; handling, storage, and shipping 
controls; corrective and preventive actions; product traceability; and change 
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notification. If the part is not found to be acceptable after this assessment, 
then the assessment team must decide whether an acceptable alternative is 
available. If no alternative is available, then the team may choose to pursue 
techniques that mitigate the possible risks associated with using an unac-
ceptable part. 

Performance assessment seeks to evaluate a part’s ability to meet the 
performance requirements (e.g., functional, mechanical, and electrical) of 
the system. In order to increase performance, manufacturers may adopt 
features for products that make them less reliable. 

In general, there are no distinct boundaries for such stressors as mechan-
ical load, current, or temperature above which immediate failure will occur 
and below which a part will operate indefinitely. However, there are often 
a minimum and a maximum limit beyond which the part will not function 
properly or at which the increased complexity required to address the stress 
with high probability will not offer an advantage in cost-effectiveness. The 
ratings of the part manufacturer or the user’s procurement ratings are gen-
erally used to determine these limiting values. Equipment manufacturers 
who use such parts need to adapt their design so that the part does not 
experience conditions beyond its ratings. It is the responsibility of the parts 
team to establish that the electrical, mechanical, or functional performance 
of the part is suitable for the life-cycle conditions of the particular system.

Failure Modes, Mechanisms, and Effects Analysis

A failure mode is the manner in which a failure (at the component, sub-
system, or system level) is observed to occur, or alternatively, as the specific 
way in which a failure is manifested, such as the breaking of a truck axle. 
Failures do link hierarchically in terms of the system architecture, and so 
a failure mode may, in turn, cause failures in a higher level subsystem or 
may be the result of a failure of a lower level component, or both. A failure 
cause is defined as the circumstances during design, manufacture, storage, 
transportation, or use that lead to a failure. For each failure mode, there 
may be many potential causes that can be identified.

Failure mechanisms are the processes by which specific combinations of 
physical, electrical, chemical, and mechanical stresses induce failure. Failure 
mechanisms are categorized as either overstress or wear-out mechanisms; 
an overstress failure involves a failure that arises as a result of a single 
load (stress) condition. Wear-out failure involves a failure that arises as a 
result of cumulative load (stress) conditions. Knowledge of the likely failure 
mechanisms is essential for developing designs for reliable systems.

Failure modes, mechanisms, and effects analysis is a systematic 
approach to identify the failure mechanisms and models for all poten-
tial failure modes, and to set priorities among them. It supports physics-
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of-failure-based design for reliability. High-priority failure mechanisms 
determine the operational stresses and the environmental and operational 
parameters that need to be accounted or controlled for in the design. 

Failure modes, mechanisms, and effects analysis is used as input in 
the determination of the relationships between system requirements and the 
physical characteristics of the product (and their variation in the produc-
tion process), the interactions of system materials with loads, and their 
influences on the system’s susceptibility to failure with respect to the use 
conditions. This process merges the design-for-reliability approach with 
material knowledge. It uses application conditions and the duration of the 
application with understanding of the likely stresses and potential failure 
mechanisms. The potential failure mechanisms are considered individually, 
and they are assessed with models that enable the design of the system for 
the intended application. 

Failure models use appropriate stress and damage analysis methods to 
evaluate susceptibility of failure. Failure susceptibility is evaluated by assess-
ing the time to failure or likelihood of a failure for a given geometry, material 
construction, or environmental and operational condition. Failure models of 
overstress mechanisms use stress analysis to estimate the likelihood of a fail-
ure as a result of a single exposure to a defined stress condition. The simplest 
formulation for an overstress model is the comparison of an induced stress 
with the strength of the material that must sustain that stress. 

Wear-out mechanisms are analyzed using both stress and damage analy-
sis to calculate the time required to induce failure as a result of a defined 
stress life-cycle profile. In the case of wear-out failures, damage is accumu-
lated over a period until the item is no longer able to withstand the applied 
load. Therefore, an appropriate method for combining multiple conditions 
has to be determined for assessing the time to failure. Sometimes, the dam-
age due to the individual loading conditions may be analyzed separately, 
and the failure assessment results may be combined in a cumulative manner.

Life-cycle profiles include environmental conditions such as tempera-
ture, humidity, pressure, vibration or shock, chemical environments, radia-
tion, contaminants, and loads due to operating conditions, such as current, 
voltage, and power. The life-cycle environment of a system consists of 
assembly, storage, handling, and usage conditions of the system. Informa-
tion on life-cycle conditions can be used for eliminating failure modes that 
may not occur under the given application conditions.

In the absence of field data, information on system use conditions can 
be obtained from environmental handbooks or from data collected on 
similar environments. Ideally, such data should be obtained and processed 
during actual application. Recorded data from the life-cycle stages for the 
same or similar products can serve as input for a failure modes, mecha-
nisms, and effects analysis. 
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Ideally all failure mechanisms and their interactions are considered 
for system design and analysis. In the life cycle of a system, several failure 
mechanisms may be activated by different environmental and operational 
parameters acting at various stress levels, but only a few operational and 
environmental parameters and failure mechanisms are in general respon-
sible for the majority of the failures (see Mathew et al., 2012). High-priority 
mechanisms are those that may cause the product to fail relatively early in a 
product’s intended life. These mechanisms occur during the normal opera-
tional and environmental conditions of the product’s application. 

Failure susceptibility is evaluated using the previously identified fail-
ure models when they are available. For overstress mechanisms, failure 
susceptibility is evaluated by conducting a stress analysis under the given 
environmental and operating conditions. For wear-out mechanisms, failure 
susceptibility is evaluated by determining the time to failure under the given 
environmental and operating conditions. If no failure models are available, 
then the evaluation is based on past experience, manufacturer data, or 
handbooks.

After evaluation of failure susceptibility, occurrence ratings under envi-
ronmental and operating conditions applicable to the system are assigned 
to the failure mechanisms. For the overstress failure mechanisms that pre-
cipitate failure, the highest occurrence rating, “frequent,” is assigned. If 
no overstress failures are precipitated, then the lowest occurrence rating, 
“extremely unlikely,” is assigned. For the wear-out failure mechanisms, 
the ratings are assigned on the basis of benchmarking the individual time 
to failure for a given wear-out mechanism with overall time to failure, 
expected product life, past experience, and engineering judgment.

The purpose of failure modes, mechanisms, and effects analysis is to 
identify potential failure mechanisms and models for all potential failures 
modes and to prioritize them. To ascertain the criticality of the failure 
mechanisms, a common approach is to calculate a risk priority number 
for each mechanism. The higher the risk priority number, the higher a 
failure mechanism is ranked. That number is the product of the probabil-
ity of detection, occurrence, and severity of each mechanism. Detection 
describes the probability of detecting the failure modes associated with 
the failure mechanism. Severity describes the seriousness of the effect 
of the failure caused by a mechanism. Additional insights into the critical-
ity of a failure mechanism can be obtained by examining past repair and 
maintenance actions, the reliability capabilities of suppliers, and results 
observed in the initial development tests.
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TECHNIQUES TO ASSESS RELIABILITY POTENTIAL

Assessment of the reliability potential of a system design is the determi-
nation of the reliability of a system consistent with good practice and con-
ditional on a use profile. The reliability potential is estimated through use 
of various forms of simulation and component-level testing, which include 
integrity tests, virtual qualification, and reliability testing. 

Integrity Tests

Integrity is a measure of the appropriateness of the tests conducted by 
the manufacturer and of the part’s ability to survive those tests. Integrity 
test data (often available from the part manufacturer) are examined in light 
of the life-cycle conditions and applicable failure mechanisms and models. 
If the magnitude and duration of the life-cycle conditions are less severe 
than those of the integrity tests, and if the test sample size and results are 
acceptable, then the part reliability is acceptable. If the integrity test data 
are insufficient to validate part reliability in the application, then virtual 
qualification should be considered.

Virtual Qualification

Virtual qualification can be used to accelerate the qualification process 
of a part for its life-cycle environment. Virtual qualification uses computer-
aided simulation to identify and rank the dominant failure mechanisms 
associated with a part under life-cycle loads, determine the acceleration 
factor for a given set of accelerated test parameters, and determine the 
expected time to failure for the identified failure mechanisms (for an exam-
ple, see George et al., 2009). 

Each failure model is made up of a stress analysis model and a damage 
assessment model. The output is a ranking of different failure mechanisms, 
based on the time to failure. A stress model captures the product architec-
ture, while a damage model depends on a material’s response to the applied 
stress. Virtual qualification can be used to optimize the product design in 
such a way that the minimum time to failure of any part of the product is 
greater than its desired life. Although the data obtained from virtual quali-
fication cannot fully replace the data obtained from physical tests, they can 
increase the efficiency of physical tests by indicating the potential failure 
modes and mechanisms that can be expected. 

Ideally, a virtual qualification process will identify quality suppliers 
and quality parts through use of physics-of-failure modeling and a risk 
assessment and mitigation program. The process allows qualification to 
be incorporated into the design phase of product development, because it 
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allows design, manufacturing, and testing to be conducted promptly and 
cost-effectively. 

The effects of manufacturing variability can be assessed by simulation 
as part of the virtual qualification process. But it is important to remember 
that the accuracy of the results using virtual qualification depends on the 
accuracy of the inputs to the process, that is, the system geometry and 
material properties, the life-cycle loads, the failure models used, the analy-
sis domain, and the degree of discreteness used in the models (both spatial 
and temporal). Hence, to obtain a reliable prediction, the variability in the 
inputs needs to be specified using distribution functions, and the validity 
of the failure models needs to be tested by conducting accelerated tests (see 
Chapter 6 for discussion). 

Reliability Testing

Reliability testing can be used to determine the limits of a system, to 
examine systems for design flaws, and to demonstrate system reliability. 
The tests may be conducted according to industry standards or to required 
customer specifications. Reliability testing procedures may be general, or 
the tests may be specifically designed for a given system. 

The information required for designing system-specific reliability tests 
includes the anticipated life-cycle conditions, the reliability goals for the 
system, and the failure modes and mechanisms identified during reliabil-
ity analysis. The different types of reliability tests that can be conducted 
include tests for design marginality, determination of destruct limits, design 
verification testing before mass production, on-going reliability testing, and 
accelerated testing (for examples, see Keimasi et al., 2006; Mathew et al., 
2007; Osterman 2011; Alam et al., 2012; and Menon et al., 2013). 

Many testing environments may need to be considered, including 
high temperature, low temperature, temperature cycle and thermal shock, 
humidity, mechanical shock, variable frequency vibration, atmospheric 
contaminants, electromagnetic radiation, nuclear/cosmic radiation, sand 
and dust, and low pressure: 

•	 High temperature: High-temperature tests assess failure mecha-
nisms that are thermally activated. In electromechanical and 
mechanical systems, high temperatures may soften insulation, jam 
moving parts because of thermal expansion, blister finishes, oxi-
dize materials, reduce viscosity of fluids, evaporate lubricants, and 
cause structural overloads due to physical expansions. In electri-
cal systems, high temperatures can cause variations in resistance, 
inductance, capacitance, power factor, and dielectric constant.
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•	 Low temperature: In mechanical and electromechanical systems, 
low temperatures can cause plastics and rubber to lose flexibility 
and become brittle, cause ice to form, increase viscosity of lubri-
cants and gels, and cause structural damage due to physical con-
traction. In electrical systems, low-temperature tests are performed 
primarily to accelerate threshold shifts and parametric changes due 
to variation in electrical material parameters.

•	 Temperature cycle and thermal shock: Temperature cycle and ther-
mal shock testing are most often used to assess the effects of 
thermal expansion mismatch among the different elements within 
a system, which can result in materials’ overstressing and cracking, 
crazing, and delamination. 

•	 Humidity: Excessive loss of humidity can cause leakage paths 
between electrical conductors, oxidation, corrosion, and swelling 
in materials such as gaskets and granulation. 

•	 Mechanical shock: Some systems must be able to withstand a 
sudden change in mechanical stress typically due to abrupt changes 
in motion from handling, transportation, or actual use. Mechanical 
shock can lead to overstressing of mechanical structures causing 
weakening, collapse, or mechanical malfunction.

•	 Variable frequency vibration: Some systems must be able to with-
stand deterioration due to vibration. Vibration may lead to the 
deterioration of mechanical strength from fatigue or overstress; 
may cause electrical signals to be erroneously modulated; and may 
cause materials and structure to crack, be displaced, or be shaken 
loose from mounts.

•	 Atmospheric contaminants: The atmosphere contains such con-
taminants as airborne acids and salts that can lower electrical and 
insulation resistance, oxidize materials, and accelerate corrosion. 
Mixed flowing gas tests are often used to assess the reliability of 
parts that will be subjected to these environments.

•	 Electromagnetic radiation: Electromagnetic radiation can cause 
spurious and erroneous signals from electronic components and 
circuitry. In some cases, it may cause complete disruption of 
normal electrical equipment such as communication and measur-
ing systems.

•	 Nuclear/cosmic radiation: Nuclear/cosmic radiation can cause heat-
ing and thermal aging; alter the chemical, physical, and electrical 
properties of materials; produce gasses and secondary radiation; 
oxidize and discolor surfaces; and damage electronic components 
and circuits.

•	 Sand and dust: Sand and dust can scratch and abrade finished sur-
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faces; increase friction between surfaces, contaminate lubricants, 
clog orifices, and wear materials.

•	 Low pressure: Low pressure can cause overstress of structures 
such as containers and tanks that can explode or fracture; cause 
seals to leak; cause air bubbles in materials, which may explode; 
lead to internal heating due to lack of cooling medium; cause arc-
ing breakdowns in insulations; lead to the formation of ozone; and 
make outgassing more likely. 

Reliability test data analysis can be used to provide a basis for design 
changes prior to mass production, to help select appropriate failure models 
and estimate model parameters, and for modification of reliability pre-
dictions for a product. Test data can also be used to create guidelines 
for manufacturing tests including screens, and to create test requirements for 
materials, parts, and sub-assemblies obtained from suppliers.

We stress that the still-used handbook MIL-HDBK-217 (U.S. Depart-
ment of Defense, 1991) does not provide adequate design guidance and 
information regarding microelectronic failure mechanisms. In many cases, 
MIL-HDBK-217 methods would not be able to distinguish between sepa-
rate failure mechanisms. It is in clear contrast with physics-of-failure esti-
mation: “an approach to design, reliability assessment, testing, screening 
and evaluating stress margins by employing knowledge of root-cause failure 
processes to prevent product failures through robust design and manu-
facturing practices” (Cushing et al., 1993, p. 542). A detailed critique of 
MIL-HDBK-217 is provided in Appendix D. 

ANALYSIS OF FAILURES AND THEIR ROOT CAUSES

Failure tracking activities are used to collect test- and field-failed com-
ponents and related failure information. Failures have to be analyzed to 
identify the root causes of manufacturing defects and to test or field failures. 
The information collected needs to include the failure point (quality test-
ing, reliability testing, or field), the failure site, and the failure mode and 
mechanism. For each product category, a Pareto chart of failure causes can 
be created and continually updated. 

The outputs for this key practice are a failure summary report 
arranged in groups of similar functional failures, actual times to failure 
of components based on time of specific part returns, and a documented 
summary of corrective actions implemented and their effectiveness. All the 
lessons learned from failure analysis reports can be included in a correc-
tive actions database for future reference. Such a database can help save 
considerable funds in fault isolation and rework associated with future 
problems. 
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A classification system of failures, failure symptoms, and apparent 
causes can be a significant aid in the documentation of failures and their 
root causes and can help identify suitable preventive methods. By having 
such a classification system, it may be easier for engineers to identify and 
share information on vulnerable areas in the design, manufacture, assembly, 
storage, transportation, and operation of the system. Broad failure classi-
fications include system damage or failure, loss in operating performance, 
loss in economic performance, and reduction in safety. Failures categorized 
as system damage can be further categorized according to the failure mode 
and mechanism. Different categories of failures may require different root- 
cause analysis approaches and tools.

The goal of failure analysis is to identify the root causes of failures. 
The root cause is the most basic causal factor or factors that, if corrected 
or removed, will prevent the recurrence of the failure. Failure analysis tech-
niques include nondestructive and destructive techniques. Nondestructive 
techniques include visual observation and observations under optical micro-
scope, x-ray, and acoustic microscopy. Destructive techniques include cross-
sectioning of samples and de-capsulation. Failure analysis is used to identify 
the locations at which failures occur and the fundamental mechanisms by 
which they occurred. Failure analysis will be successful if it is approached 
systematically, starting with nondestructive examinations of the failed test 
samples and then moving on to more advanced destructive examinations; 
see Azarian et al. (2006) for an example.

Product reliability can be ensured by using a closed-loop process that 
provides feedback to design and manufacturing in each stage of the product 
life cycle, including after the product is shipped and fielded. Data obtained 
from maintenance, inspection, testing, and usage monitoring can be used 
to perform timely maintenance for sustaining the product and for prevent-
ing failures. 

An important tool in failure analysis is known as FRACAS or failure 
reporting, analysis and corrective action system. According to the Reliabil-
ity Analysis Center: 

A failure reporting, analysis and corrective action system (FRACAS) is 
defined, and should be implemented, as a closed-loop process for iden-
tifying and tracking root failure causes, and subsequently determining, 
implementing and verifying an effective corrective action to eliminate their 
reoccurrence. The FRACAS accumulates failure, analysis and corrective 
action information to assess progress in eliminating hardware, software 
and process-related failure modes and mechanisms. It should contain 
information and data to the level of detail necessary to identify design or 
process deficiencies that should be eliminated. 
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It is important for FRACAS to be applied throughout developmental and 
operational testing and post-deployment.

TWO APPROACHES TO RELIABILITY PREDICTION

Reliability predictions are an important part of product design. They 
are used for a number of different purposes: (1) contractual agreements, 
(2) feasibility evaluations, (3) comparisons of alternative designs, (4) identi-
fication of potential reliability problems, (5) maintenance and logistics sup-
port planning, and (6) cost analyses. As a consequence, erroneous reliability 
predictions can result in serious problems during development and after a 
system is fielded. An overly optimistic prediction, estimating too few fail-
ures, can result in selection of the wrong design, budgeting for too few 
spare parts, expensive rework, and poor field performance. An overly 
pessimistic prediction can result in unnecessary additional design and test 
expenses to resolve the perceived low reliability. This section discusses two 
explicit models and similarity analyses for developing reliability predictions.

Two Explicit Models

Fault trees and reliability block diagrams are two methods for develop-
ing assessments of system reliabilities from those of component reliabilities: 
see Box 5-1.2 Although they can be time-consuming and complex (depend-
ing on the level of detail applied), they can accommodate model dependen-
cies. Nonconstant failure rates can be handled by assessing the probability 
of failure at different times using the probability of failure for each compo-
nent at each time, rather than using the component’s mean time between 
failure. Thus, components can be modeled to have decreasing, constant, or 
increasing failure rates. These methods can also accommodate time-phased 
missions. Unfortunately, there may be so many ways to fail a system that 
an explicit model (one which identifies all the failure possibilities) can be 
intractable. Solving these models using the complete enumeration method 
is discussed in many standard reliability text books (see, e.g., Meeker and 
Escobar (1998); also see Guide for Selecting and Using Reliability Predic-
tions of the IEEE Standards Association [IEEE 1413.1]). 

2 For additional design-for-reliability tools that have proven useful in DoD acquisition, see 
Section 2.1.4 of the TechAmerica Reliability Program Handbook, TA-HB-0009, available: 
http://www.techstreet.com/products/1855520 [August 2014].
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Similarity Analysis

The two methods discussed above are “bottom-up” predictions. They 
use failure data at the component level to assign rates or probabilities of 
failure. Once the components and external events are understood, a system 
model is developed. An alternative method is to use a “top-down” approach 
using similarity analysis. Such an analysis compares two designs: a recent 
vintage product with proven reliability and a new design with unknown 
reliability. If the two products are very similar, then the new design is 
believed to have reliability similar to the predecessor design. Sources of 
reliability and failure data include supplier data, internal manufacturing test 
results from various phases of production, and field failure data.

There has been some research on similarity analyses, describing either 

BOX 5-1 
Two Common Techniques for Design for Reliability

Reliability Block Diagrams. Reliability block diagrams model the functioning of a 
complex system through use of a series of “blocks,” in which each block represents 
the working of a system component or subsystem. Reliability block diagrams allow 
one to aggregate from component reliabilities to system reliability. A reliability block 
diagram can be used to optimize the allocation of reliability to system components 
by considering the possible improvement of reliability and the associated costs due 
to various design modifications. It is typical for very complex systems to initiate 
such diagrams at a relatively high level, providing more detail for subsystems and 
components as needed. 

Fault Tree Analysis. Fault tree analysis is a systematic method for defining and 
analyzing system failures as a function of the failures of various combinations 
of components and subsystems. The basic elements of a fault tree diagram 
are events that correspond to improper functioning of components and sub­
components, and gates that represent and/or conditions. As is the case for reli­
ability block diagrams, fault trees are initially built at a relatively coarse level and 
then expanded as needed to provide greater detail. The construction concludes 
with the assignment of reliabilities to the functioning of the components and 
subcomponents. At the design stage, these reliabilities can either come from the 
reliabilities of similar components for related systems, from supplier data, or from 
expert judgment. Once these detailed reliabilities are generated, the fault tree 
diagram provides a method for assessing the probabilities that higher aggregates 
fail, which in turn can be used to assess failure probabilities for the full system. 
Fault trees can clarify the dependence of a design on a given component, thereby 
prioritizing the need for added redundancy or some other design modification of 
various components, if system reliability is deficient. Fault trees can also assist 
with root-cause analyses.
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the full process or specific aspects of this technique (see, e.g., Foucher et 
al., 2002). Similarity analyses have been reported to have a high degree of 
accuracy in commercial avionics (see Boydston and Lewis, 2009). Because 
this is a relatively new technique for prediction, however, there is no uni-
versally accepted procedure. 

The main idea in this approach is that all the analysts agree to draw 
as much relevant information as possible from tests and field data. As the 
“new” product is produced and used in the field, these data are used to 
update the prediction for future production of the same product (for details, 
see Pecht, 2009). However, changes between the older and newer product 
do occur, and can involve 

•	 product function and complexity
•	 technology upgrades
•	 engineering design process
•	 design tools and rules
•	 engineering team
•	 de-rating concepts
•	 assembly suppliers
•	 manufacturing processes
•	 manufacturing tooling
•	 assembly personnel
•	 test equipment and processes
•	 management policies
•	 quality and training programs, and
•	 application and use environment. 

In this process, every aspect of the product design, the design process, the 
manufacturing process, corporate management philosophy, and quality 
processes and environment can be a basis for comparison of differences. As 
the extent and degree of difference increases, the reliability differences will 
also increase. Details on performing similarity analyses can be found in the 
Guide for Selecting and Using Reliability Predictions of the IEEE Standards 
Association (IEEE 1413.1).

REDUNDANCY, RISK ASSESSMENT, AND PROGNOSTICS

Redundancy

Redundancy exists when one or more of the parts of a system can fail 
and the system can still function with the parts that remain operational. 
Two common types of redundancy are active and standby. 

In active redundancy, all of a system’s parts are energized during the 
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operation of a system. In active redundancy, the parts will consume life at 
the same rate as the individual components. An active redundant system is 
a standard “parallel” system, which only fails when all components have 
failed. 

In standby redundancy, some parts are not energized during the opera-
tion of the system; they get switched on only when there are failures in the 
active parts. In a system with standby redundancy, ideally the parts will last 
longer than the parts in a system with active redundancy. A standby system 
consists of an active unit or subsystem and one or more inactive units, 
which become active in the event of a failure of the functioning unit. The 
failures of active units are signaled by a sensing subsystem, and the standby 
unit is brought to action by a switching subsystem. 

There are three conceptual types of standby redundancy: cold, warm, 
and hot. In cold standby, the secondary part(s) is completely shut down 
until needed. This type of redundancy lowers the number of hours that 
the part is active and does not consume any useful life, but the tran-
sient stresses on the part(s) during switching may be high. This transient 
stress can cause faster consumption of life during switching. In warm 
standby, the secondary part(s) is usually active but is idling or unloaded. 
In hot standby, the secondary part(s) forms an active parallel system. 
The life of the hot standby part(s) is consumed at the same rate as active 
parts. Redundancy can often be addressed at various levels of the system 
architecture.

Risk Assessment

“Risk” is defined as a measure of the priority assessed for the occur-
rence of an unfavorable event. General methodologies for risk assessment 
(both quantitative and qualitative) have been developed and are widely 
available. The process for assessing the risks associated with accepting a 
part for use in a specific application involves a multistep process: 

1.	 Start with a risk pool, which is the list of all known risks, along 
with knowledge of how those risks are quantified (if applicable) 
and possibly mitigated. 

2.	 Determine an application-specific risk catalog: Using the specific 
application’s properties, select risks from the risk pool to form an 
application-specific risk catalog. The application properties most 
likely to be used to create the risk catalog include functionality, life-
cycle environments (e.g., manufacturing, shipping and handling, 
storage, operation, and possibly end-of-life), manufacturing char-
acteristics (e.g., schedule, quantity, location, and suppliers), sustain-
ment plans and requirements, and operational life requirements.



Copyright © National Academy of Sciences. All rights reserved.

Reliability Growth:  Enhancing Defense System Reliability

SYSTEM DESIGN FOR RELIABILITY	 81

3.	 Characterize the risk catalog: Generate application-specific details 
about the likelihood of occurrence, consequences of occurrence, 
and acceptable mitigation approaches for each of the risks in the 
risk catalog. 

4.	 Classify risks: Classify each risk in the risk catalog in one of two 
categories: functionality risks and producibility risks. Functionality 
risks impair the system’s ability to operate to the customer’s speci-
fication. They are risks for which the consequences of occurrence 
are loss of equipment, mission, or life. Producibility risks are risks 
for which the consequences of occurrence are financial (reduction 
in profitability). Producibility risks determine the probability of 
successfully manufacturing the product, which in turn refers to 
meeting some combination of economics, schedule, manufacturing 
yield, and quantity targets.

5.	 Determine risk-mitigating factors: Factors may exist that modify 
the applicable mitigation approach for a particular part, product, 
or system. These factors include the type or technology of the part 
under consideration, the quantity and type of manufacturer’s data 
available for the part, the quality and reliability monitors employed 
by the part manufacturer, and the comprehensiveness of production 
screening at the assembly level. 

6.	 Rank and down-select: Not all functionality risks require mitiga-
tion. If the likelihood or consequences of occurrence are low, then 
the risk may not need to be addressed. The ranking may be per-
formed using a scoring algorithm that couples likelihood and con-
sequence into a single dimensionless quantity that allows diverse 
risks to be compared. Once the risks are ranked, those that fall 
below some threshold in the rankings can be omitted. 

7.	 Determine the verification approach: For the risks that are ranked 
above the threshold determined in the previous activity, consider 
the mitigation approaches defined in the risk catalog. The accept-
able combination of mitigation approaches becomes the required 
verification approach. 

8.	 Determine the impact of unmanaged risk: Combine the likelihood 
of risk occurrence with the consequences of occurrence to predict 
the resources associated with risks that the product development 
team chooses not to manage proactively. (This assumes that all 
unmanaged risks are producer risks.) 

9.	 Determine the resources required to manage the risk: Create a 
management plan and estimate the resources needed to perform a 
prescribed regimen of monitoring the part’s field performance, the 
vendor, and assembly/manufacturability as applicable.
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10.	Determine the risk impact: Assess the impact of functionality risks 
by estimating the resources necessary to develop and perform the 
worst-case verification activity allocated over the entire product 
life-cycle (production and sustainment). The value of the prod-
uct that may be scrapped during the verification testing should 
be included in the impact. For managed producibility risks, the 
resources required are used to estimate the impact. For unmanaged 
producibility risks, the resources predicted in the impact analysis 
are translated into costs.

11.	Decide whether the risk is acceptable: If the impact fits within the 
overall product’s risk threshold and budget, then the part selection 
can be made with the chosen verification activity (if any). Other-
wise, design changes or alternative parts must be considered.

Prognostics

A product’s health is the extent of degradation or deviation from its 
“normal” operating state. Health monitoring is the method of measuring 
and recording a product’s health in its life-cycle environment. Prognostics 
is the prediction of the future state of health of a system on the basis of 
current and historical health conditions as well as historical operating and 
environmental conditions. 

Prognostics and health management consists of technologies and meth-
ods to assess the reliability of a system in its actual life-cycle conditions to 
determine the likelihood of failure and to mitigate system risk: for examples 
and further details, see Jaai and Pecht (2010) and Cheng et al. (2010a, 
2010b). The application areas of this approach include civil and mechanical 
structures, machine-tools, vehicles, space applications, electronics, com
puters, and even human health. 

Prognostics and health management techniques combine sensing, 
recording, and interpretation of environmental, operational, and perfor-
mance-related parameters to indicate a system’s health. Sensing, feature 
extraction, diagnostics, and prognostics are key elements. The data to be 
collected to monitor a system’s health are used to determine the sensor type 
and location in a monitored system, as well as the methods of collecting 
and storing the measurements. Feature extraction is used to analyze the 
measurements and extract the health indicators that characterize the system 
degradation trend. With a good feature, one can determine whether the 
system is deviating from its nominal condition: for examples, see Kumar 
et al. (2012) and Sotiris et al. (2010). Diagnostics are used to isolate and 
identify the failing subsystems/ components in a system, and prognostics 
carry out the estimation of remaining useful life of the systems, subsystems, 
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or components: for examples of diagnostics and prognostics, see Vasan et 
al. (2012) and Sun et al. (2012). 

The prognostics and health management process does not predict reli-
ability but rather provides a reliability assessment based on in-situ moni-
toring of certain environmental or performance parameters. This process 
combines the strengths of the physics-of-failure approach with live monitor-
ing of the environment and operational loading conditions.
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There are two ways to produce a reliable system. One can design in 
reliability, and one can improve the initial design through testing. 
Chapter 5 discussed designing reliable systems; this chapter describes 

improving system reliability through testing. Because it is difficult to test 
long enough to experience a large number of failures, testing is often accel-
erated both to understand where reliability problems might surface and to 
assess system reliability. Given that, a large fraction of this chapter deals 
with accelerated testing and related ideas. 

Reliability testing is used to identify failure modes and to assess how 
close a system is to the required reliability level. Reliability assessment is 
also important for understanding the capabilities and limitations of a sys-
tem in operational use. Reliability testing (and assessment) can be divided 
into two separate issues. First, there is testing for the reliability of the 
system as produced (for instance, at the time of system acceptance). One 
might refer to this as out-of-the-box reliability. Second, there is testing for 
the reliability of the system after it has been in use for some time, that is, 
testing to predict long-term reliability performance.

BASIC CONCEPTS AND ISSUES

It is important to keep in mind that reliability is always a function 
of the environment and nature of use. Therefore, a reliability assessment 
needs to be a function of both the history of environments of use and of 
profiles of use (e.g., speed, payload, etc.). Also, when used for prediction, 
reliability assessments rely on the validity of the estimation models used in 

6

Reliability Growth Through Testing
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conjunction with the test data collected. The types of testing and estima-
tion procedures preferred for use depend on the stage of development of 
the system and the purpose of the test. 

We note that the systems referred to in this chapter are generic, encom-
passing full systems, subsystems, and components. Some of the testing 
techniques are only applicable for hardware systems (such as accelerated 
life testing), although other techniques described are applicable to both 
hardware and software systems, such as demonstration testing. As discussed 
in Chapter 3, we remind readers that different reliability metrics are appro-
priate for different kinds of systems. 

Data from reliability tests are used to estimate current reliability levels 
through use of a (properly) selected reliability metric. One can use these 
assessed reliability levels to track the extent to which they approach the 
required level as the system improves. Tracking growth in reliability over 
time is important for discriminating between systems that are and are not 
likely to achieve their reliability requirements on the basis of their current 
general design scheme. By identifying systems that are unlikely to achieve 
their required reliability early in development, increased emphasis can be 
placed on finding an alternate system design, which might include using 
higher reliability parts or materials, or allocating additional reliability test-
ing resources to identify additional sources of reliability failures. 

Because it is extremely inefficient to make substantial design changes in 
later stages of development or after deployment, it is important to identify 
any problems in design or, more generally, the likely inability for a system 
to meet its reliability requirements, during the design and early development 
stages. Therefore, careful reliability testing of systems, subsystems, and 
components while the design remains in flux is crucial to achieving desired 
reliability levels in a cost-efficient way prior to fielding. During develop-
ment, the program of test, analyze, fix, and test1 can be used to identify and 
eliminate design weaknesses inherent to intermediate prototypes of complex 
systems. Using this approach is generally referred to as “reliability growth.” 
Specifically, reliability growth is the improvement in the true but unknown 
initial reliability of a developmental program as a result of failure mode 
discovery, analysis, and effective correction. 

In addition to testing during development, feedback from field use 
or from tests after fielding can also be used to improve system design 
and, consequently, the system’s long-term reliability. However, as discussed 
in previous chapters, postdevelopment redesign is very cost inefficient in 
comparison with finding reliability problems earlier during the design and 

1 Note the difference between this approach and that of test, analyze, and fix, discussed in 
Chapter 4: this approach adds a second test that can be useful in providing an assessment of 
the success of the fix.
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development stages. Yet, it is still useful to point out that corrective actions 
can extend beyond initial operational test and evaluation. One or more 
focused follow-on tests and evaluations can be conducted after the initial 
operational test and evaluation, allowing previously observed deficiencies 
and newly implemented redesigns or fixes to be examined.

RELIABILITY TESTING FOR GROWTH AND ASSESSMENT

Several kinds of reliability tests are typically used in industry. Some 
of them are useful for identifying undiscovered failure modes, and some of 
them are useful for estimating current reliability levels. In this section we dis-
cuss three of them: highly accelerated life testing; reliability demonstration 
or acceptance tests; and accelerated life testing and accelerated degradation 
testing. 

Highly Accelerated Life Testing

Highly accelerated life testing (HALT) is an upstream method of discov-
ering failure modes and design weaknesses. HALT tests use extreme stress 
conditions to determine the operational limits of systems, which are the 
limits beyond which various failure mechanisms will occur other than those 
that would occur under typical operating conditions. HALT is primarily 
used during the design phase of a system. 

In a typical HALT test, the system (or component) is subject to increas-
ing levels of temperature and vibration (independently and in combination) 
as well as rapid thermal transitions (cycles) and other stresses related to the 
intended environments of use of the system. In electronics, for example, 
HALT can be used to locate the causes of the malfunctions of an electronic 
board. These tests can also include extreme humidity or other moisture, but 
because the effect of humidity on a system’s reliability requires a long time 
to assess, HALT is typically conducted only under the two main stresses of 
temperature and vibration. The results of HALT tests enable the designer 
to make early decisions regarding the components to be used in the system.

The results from HALT tests are not intended for reliability assessment 
because of the short test periods and the extreme stress levels used. Indeed, 
HALT is not even a form of accelerated life testing (see below) because its 
focus is on testing the product to induce failures that are unlikely to occur 
under normal operating conditions.2 One goal of HALT is to determine 
the root cause of potential failures (see Hobbs, 2000). The stress range and 
methods of its application in HALT (e.g., cyclic, constant, step increases) 

2 In accelerated life testing, the linkage between accelerated use and normal use is modeled 
to provide reliability assessments.
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are dependent on the component to be tested, its requirements and failure 
modes, and the stresses to which it will be subject. Because such knowledge 
may only be held by the developer, it is important that such testing be con-
ducted prior to delivery to the U.S. Department of Defense (DoD). Given 
that DoD can use such information to help design its own developmental 
tests, it is important that records of such testing, including the stresses 
applied, the failures discovered, and any design modifications taken in 
response, be made available to DoD to guide its testing. 

Reliability Demonstration or Production Reliability Acceptance Test

When a milestone of a system in development is completed, in order to 
ascertain whether reliability growth of a component or subsystem is satis-
factory, the contractor can carry out a reliability demonstration test. The 
basic idea is that, under normal operating conditions, a number of units 
are tested for a specified amount of time, and the resulting data are used to 
assess whether the observed reliability is reflective of a target value. Given 
the necessary number of units under test to provide such information, such 
tests are generally done at the component or subsystem level, rather than 
at the full system level.

The goal of a production reliability acceptance test is similar to that of 
the reliability demonstration test, but it is undertaken when a contractor 
intends to deliver a batch of products for actual use or inventory, and the 
contractor and DoD have to design a test plan that ensures that the prob-
ability of accepting a batch of production that has defective products and 
the probability of rejecting a good batch are both small. 

Accelerated Life Testing and Accelerated Degradation Testing

In many cases, accelerated life testing (ALT) may be the only viable 
approach to assess whether a component or subsystem can be expected 
to meet a requirement for reliability over its lifetime, in contrast to the 
reliability prior to initial use. ALT can be conducted using three differ-
ent approaches, one for testing full systems and two others that are more 
relevant for tests of subsystems and components. The first approach is 
conducted by accelerating the “use” of the system at normal operating 
conditions, such as in the case of systems that are used only a fraction of 
the time in a typical day. Examples include home appliances and auto tires, 
which are tested under use for, say, 24 hours, rather than for the much 
shorter period of time that would usually be used. 

The second approach is generally carried out for components and 
subsystems relatively early in system development by subjecting a sample 
of components or subsystems to stresses that are more severe than normal 
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operating conditions. The third approach is referred to as accelerated 
degradation testing: it is used to examine systems for signs of degrada-
tion rather than outright failure. It is conducted by subjecting components 
or subsystems that exhibit some type of degradation such as stiffness of 
springs, corrosions of metals, and wear-out of mechanical components to 
accelerated stresses. Both accelerated life tests and accelerated degradation 
tests are most useful in situations in which there is a predominant failure 
mode that is a function of a single type of stress. Consequently, these 
techniques are commonly applied at the component level, rather than the 
full-system level.

The reliability data obtained from ALT are used to estimate the 
parameters of a model that predicts the reliability of the component, sub-
system, or system under normal operating conditions. This model is either 
statistics or physics based, and it is used to link the failure time distribu-
tion for time under normal use to a failure time distribution for time under 
extreme use. The assessed validity of such models should affect the degree 
to which the resulting estimates are trusted, which in turn could affect 
decisions about system redesign and determination of preventive mainte-
nance schedules. For example, if the reliability prediction based on ALT 
results shows that the units exhibit constant failure rates, then it is not 
reasonable to conduct preventive maintenance for such units, because older 
units are not less reliable than new units. In contrast, if the units exhibit 
increasing failure rates (e.g., from wear-out), then plant maintenance or 
condition-based maintenance strategies would be economical to implement 
(for details, see Elsayed, 2012). 

Reliability estimates from ALT depend not only on the linkage models, 
but also on the experimental design of the test plans. Stress loadings, such 
as constant stress, ramp stress, or cyclic stress; the allocation of test units 
to stress levels; the number of stress levels; the appropriate test duration; 
and other experimental variables can improve the accuracy of the resulting 
reliability estimates. 

It may be that initial guesses at a model to link extreme to normal 
stresses may turn out to be invalid for many ALT situations. Therefore, to 
better assess long-run reliability, it would be useful for DoD and contractors 
to work together closely to determine both good designs of accelerated life 
tests and acceptable reliability prediction models based on subject-matter 
assumptions that are agreed to be reasonable.

Most reliability data from ALT are time-to-failure measurements 
obtained from testing samples of units at different stresses and noting 
failures. However, particularly for tests at stress levels close to normal 
operating conditions, instead of failing, components may suffer measurable 
degradation as a prelude to failure. For example, a component may start 
a test with an acceptable resistance value, but as test time progresses the 
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resistance may drift so that it eventually reaches an unacceptable level that 
causes the component to fail. 

In such cases, measurements of the degradation of the characteristics 
of interest (those whose degradation will ultimately result in failure of the 
part) are frequently taken during the test. The degradation data are then 
analyzed and used to predict the time to failure at normal conditions. We 
refer to this as accelerated degradation testing, which requires a reliability 
prediction model to relate degradation results of a test under accelerated 
conditions to failures under normal operating conditions. Proper identifica-
tion of the degradation indicator is critical for the analysis of degradation 
data and subsequent decisions about maintenance schedules and replace-
ments. An example of such an indicator is hardness, which is a measure 
of degradation of elastomers. Other indicators include loss of stiffness of 
springs, corrosion rate of beams and pipes, and crack growth in rotating 
machinery. In some cases, the degradation indicator might not be directly 
observed, and destruction of the unit under test is the only alternative avail-
able to assess its degradation. This type of testing is referred to as acceler-
ated destructive degradation testing. 

In some applications, it is possible to use accelerated degradation 
testing instead of accelerated life testing. Degradation tests often provide 
more information for the same number of test units, as well as information 
that is more directly related to the underlying failure mechanism, which 
often provides a sounder basis for determining a model that can be used 
for extrapolation to use conditions. This advantage comes at the cost of 
needing to validate the model linking the current degree of degradation 
and the distribution of remaining system lifetime. This might be done by 
using the degradation data to effectively predict the time when the degra-
dation of the unit crosses a specified threshold level. Therefore, if feasible, 
and if there is a well-defined degradation model, an accelerated degrada-
tion test would be an effective approach for predicting system reliability 
after different amounts of use. It is important to note, however, that some 
systems do not exhibit degradation during use before the occurrence of 
sudden failures. 

The design of ALT has experienced many advances over the past 
decades; Elsayed (2012) provides a description of many of the recent ideas. 
They include designs to measure the following stress types: mechanical 
stresses, which are often a result of fatigue (due to elevated temperature, 
shock and vibration, and wear-out); electrical stresses (e.g., power cycling, 
electric field, current density, and electromigration); and environmental 
stresses (e.g., humidity, corrosion, ultraviolet light, sulfur dioxide, salt 
and fine particles, alpha rays, and high levels of ionizing). There are dif-
ferent ways stress can be applied, including constant level, step-stresses 
(either low-to-high or high-to-low), cyclic loading, power-on power-off, 
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ramp tests, and various combinations of these. Elsayed (2012, p. 7) notes: 
“[D]ue to tight budgets and time constraints, there is an increasing need to 
determine the best stress loading in order to shorten the test duration and 
reduce the total cost while achieving an accurate reliability prediction.” 
There is now a growing literature, cited in Elsayed (2012) on ALT designs 
that indicate what types of designs are better for different types of compo-
nents and subsystems. 

Given the important benefits from effective testing for reliability growth 
and for reliability assessment, the panel recommends that DoD take several 
steps to ensure that contractors use tests that are capable of measuring 
agreed-on metrics; that the designs of test plans and the validation of reli-
ability models linking extreme to normal use and degradation to failures 
are examined by reliability engineers prior to application; and that contrac-
tors supply DoD with all test data relevant to reliability assessment (see 
Recommendation 12 in Chapter 10).3 We also recommend creation of a 
database that includes the results not only from contractor testing, but also 
from DoD developmental and operational testing and from field use. Such a 
database would support the model validation for accelerated life testing and 
accelerated degradation testing. In addition, for degradation testing, mea-
surement of the degree of degradation should also be collected as part of 
this database. In addition, such databases could also include the estimated 
reliability performance of fielded systems to provide better “true” values 
for reliability attainment. Finally, there is also a need to save sufficient detail 
describing the fielding environment(s), including the technology type and 
the specified design temperature limits.

3 All the panel’s recommendations are presented in Chapter 10. 
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This chapter describes the role that developmental testing plays in 
assessing system reliability. The requirements for a system specify the 
functions it is expected to carry out and the operational situations in 

which it is expected to do so. The goal of testing—particularly in situations 
where theory or prior experience do not predict how well a system will 
function in specific environments—is to show whether or not the system 
will function satisfactorily over the specified operational conditions. Thus, 
the goal of the design of developmental testing is to be able to evaluate 
whether a system can do so. In our context, it is to assess whether it will 
be reliable when deployed. 

Developmental testing, like all forms of testing, is not a cost-effective 
substitute for thorough system and reliability engineering, as a system is 
developed from concept to reality. However, developmental testing is an 
essential supplement. Testing can provide the hard, empirical evidence that 
the system works as designed or that there are reliability problems that the 
system designers did not anticipate.

For complex systems intended for use in multidimensional environ-
ments, designing an efficient, effective, and affordable testing program is 
difficult. It requires a mix of system engineering, subject-matter knowledge, 
and statistical expertise. For the U.S. Department of Defense (DoD), there 
are a wide variety of defense systems, and there is no “one-size-fits-all” 
menu or checklist that will assure a satisfactory developmental test pro-
gram. The knowledge, experience, and attitudes of the people involved 
will be as important as the particular methods that are used. Those meth-
ods will have to be tailored to particular situations: hence, there is a need 

7

Developmental Test and Evaluation
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for the people involved to have the requisite knowledge in reliability engi-
neering and statistics to adapt methods to the specific systems.

In this chapter, the first two sections look briefly at the role of contrac-
tors in developmental testing and basic elements of developmental testing 
both for contractors and for DoD. We then describe in more detail three 
aspects of developmental testing: experimental design to best identify reli-
ability defects and failure modes and for reliability assessment; data analysis 
of reliability test results; and reliability growth monitoring, which has as its 
goal identification of when a system is ready for operational testing.

CONTRACTOR TESTING

We recommend (see Recommendation 12 in Chapter 10) that contrac-
tors provide DoD with detailed information on all tests they perform and 
the resulting data from those tests. If this recommendation is adopted, then 
early developmental testing becomes a continuation and extension of con-
tractor testing, which focuses primarily on identifying defects and failure 
modes, including design problems and material weaknesses. However, as 
the time for developmental testing approaches, contractors likely carry out 
some full-system testing in more operationally relevant environments: this 
testing is similar to the full-system testing that will be carried out at the 
end of developmental testing by DoD. Making use of more operationally 
relevant full-system testing has the important benefit of reducing surprises 
and assuring readiness for promotion to developmental testing. Given the 
potential similarity in the structure of the tests, this contractor testing 
would also increase the opportunities for combining results from contractor 
and later developmental (and operational) DoD tests. 

While early developmental testing emphasizes the identification of 
failure modes and other design defects, later developmental testing gives 
greater emphasis to evaluating whether and when a system is ready for 
operational testing. 

BASIC ELEMENTS OF DEVELOPMENTAL TESTING

Several elements are important to the design and evaluation of effec-
tive developmental tests: statistical design of experiments, accelerated 
tests, reliability tests, testing at various levels of aggregation, and data 
analysis:

•	 Statistical design of experiments involves the careful selection of 
a suite of test events to efficiently evaluate the effects of design 
and operational variables on component, subsystem, and system 
reliability.
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•	 Accelerated tests include accelerated life tests and accelerated deg-
radation tests, as well as highly accelerated life tests, which are 
used to expose design flaws (see Chapter 6). 

•	 Reliability tests, which are often carried out at the subsystem level, 
include tests to estimate failure frequencies for one-shot devices, 
mean time to failure for continuously operating, nonrepairable 
devices, mean time between failures for repairable systems, and 
probabilities of mission success as a function of reliability perfor-
mance for all systems.

•	 Testing at various levels of aggregation involves testing at the 
component, subsystem, and system levels. Generally, more lower-
tiered testing will be done by the contractor, while at least some 
full-system testing is best done by both the contractor and DoD. 

•	 Analysis of developmental test data has two goals: (1) tracking 
the current level of reliability performance and (2) forecasting 
reliability, including when the reliability requirement will be met. 
If contractor and developmental test environments and scenarios 
are sufficiently similar, then combining information models, as 
described in National Research Council (2004), should be possible. 
However, merging data collected under different environmental or 
stress conditions is very complicated, and attempts to do so need 
to explicitly account for the different test conditions in the model.1 

To make the best use of developmental testing, coordination between 
the contractor and government testers is important. Effective coordination 
requires a shared view that testing should be mutually beneficial for the 
contractor, DoD, and taxpayers in achieving reliability growth. Testing 
from an adversarial perspective does not serve any of the parties or the 
ultimate system users well. 

If, as we recommend, contractor test data are shared with the DoD pro-
gram personnel, then those data can provide a sound basis for subsequent 
collaboration as further developmental testing is done in order to improve 
system reliability, if needed, and to demonstrate readiness for operational 
testing by DoD. There are also technical aspects to the recommended col-
laboration, such as having DoD developmental test design reflect subject-
matter knowledge of both the developer and the user. This collaboration 
includes having a test provide information for what are believed to be the 

1 This is what is done when developing models to link accelerated test results to inference 
for typical use, but the idea is much more general. It includes accounting for the developmen-
tal test/operational test (DT/OT) gap in reliability, as in Steffey et al. (2000), and providing 
estimates for untested environments that are interpolations between environments in which 
tests were carried out. 
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most important design and operational variables and the most relevant 
levels of those variables, agreement on the reliability metrics, and, more 
broadly, defining a successful test. 

One example of collaboration stems from the need for reliability per-
formance to be checked across and documented for the complete spectrum 
of potential operating conditions of a system. If an important subset of the 
space of operational environments was left unexplored during contractor 
testing—such as testing in cold, windy, environments—it would be impor-
tant to give priority during developmental testing to the inclusion of test 
replications in those environments (see Recommendation 11 in Chapter 10). 

DESIGNED EXPERIMENTS

Developmental tests for reliability are experiments. Their purpose is to 
evaluate the impact of operational conditions on system reliability. To be 
efficient and informative, it is critical to use the principles of statistical exper-
imental design to get the most information out of each test event. A recent 
initiative of the Director of Operational Test and Evaluation (DOT&E, 
October, 2010, p. 2) is summarized in a memorandum titled “Guidance on 
the Use of Design of Experiments (DOE) in Operational Test and Evalua-
tion,” and very similar guidance applies to developmental testing: 

1.	 A clear statement of the goal of the experiment, which is either 
how the test will contribute to an evaluation of end-to-end mission 
effectiveness in an operationally realistic environment, or how the 
test is likely to find various kinds of system defects. 

2.	 The mission-oriented response variables for (effectiveness and) suit-
ability that will be collected during the test (here, the reliability 
metrics). 

3.	 Factors that (may) affect these response variables. Test plans should 
provide good breadth of coverage of these factors across their 
applicable levels. Further, test plans should select test events that 
focus on combinations of factors of greatest interest, and test plans 
should select levels of these factors that are consistent with the test 
goals. 

4.	 The appropriate test matrix (suite of tests) should be laid out for 
evaluating the effects of the controlled factors in the experiment on 
the response variables.2 

2 We note that specific designs that might prove valuable in this context, given the large 
number of possible factors affecting reliability metrics, include fractional factorial designs, 
which maximize the number of factors that can be simultaneously examined, and Plackett-
Burman designs, which screen factors for their importance: for details, see Box et al. (2005). 
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5.	 Determination of the experimental units and blocking. 
6.	 Procedures that dictate control of experimental equipment, instru-

mentation, treatment assignments, etc. should be documented for 
review. 

7.	 Sufficient test scenario replications should be planned to be able to 
detect important effects and estimate reliability parameters.

The panel strongly supports this guidance. The main additional issue 
that we raise here is the degree of operational realism that is used in the 
non-accelerated developmental tests. Using operationally relevant environ-
ments and mission lengths is important for both identifying defects and 
for evaluation. It is well known that system reliability is often assessed to 
be much higher in developmental tests than in operational tests (see Chap-
ter 8), which is referred to as the DT/OT gap. Clearly, some failure modes 
appear more frequently under operationally relevant testing. Therefore, to 
reduce the number of failure modes left to be discovered during operational 
testing, and at the same time have a better estimate of system reliability in 
operationally relevant environments, non-accelerated developmental tests 
should, to the extent possible, subject components, subsystems, and the full 
system to the same stresses that would be experienced in the field under 
typical use environments and conditions. This approach will narrow the 
potential DT/OT gap in reliability assessments and provide an evaluation 
of system reliability that is more operationally relevant. 

TEST DATA ANALYSIS

A primary goal of reliability testing is to find out as much as possible 
about what conditions of use contribute to the system being more or less 
reliable. This goal then supports a root-cause analysis to determine why 
those conditions caused those reductions in reliability. Therefore, the object 
of most developmental test data analysis is to measure system reliability 
as a function of the factors underlying the test environments and the mis-
sions. To do so, it is necessary to distinguish between actual increases and 
decreases in system reliability and natural (within and between) system 
variation.3

Given the limited number of replications of reliability tests and there-
fore limited ability to identify differences in reliability between scenarios 
of use, as well as the high priority of determining when requirements have 

3 We define within-system variation as the variability in the performance of a given system 
in a given environment over replications and between-system variation as the variability in 
performance in a given environment between different prototypes produced using the same 
design and manufacturing process. 
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been met and a system can be approved for operational testing, it is not sur-
prising that learning about differences in performance between scenarios of 
use is sometimes ignored. The reliability requirement to be assessed is typi-
cally an average reliability taken over operationally relevant environments 
of use: that requirement is often taken from the operational mode summary/
mission profile (OMS/MP). This average is compared with the requirement, 
which is similarly defined as the same type of average. Although interest 
in this average is understandable, it is also important to have assessments 
for the individual environments and missions, to the extent that that it is 
feasible given test budgets. 

Another important type of disaggregation is distinguishing between 
two different ways of treating failure data from reliability tests. One could 
look at any failure as a system failure and make evaluations and assess-
ments based on the total number of failures that occur. However, the pro-
cess that generates some types of failures may be quite different from the 
processes generating others, and there may be advantages (statistical and 
operational) to analyzing different types of failure modes separately. For 
example, reliability growth modeling may produce better estimates if fail-
ure modes are categorized into hardware and software failures for analytic 
purposes and then such estimates are aggregated over failure type to assess 
system performance. 

Systems themselves can be usefully grouped into three basic types with 
respect to reliability performance (see Chapter 3), and the preferred analysis 
to be carried out depends on which type of system is under test. The basic 
types are one-shot devices, continuously operating systems that are not 
repairable, and continuously operating system that are repairable.

One-Shot Systems

For one-shot systems, the primary goal of developmental test data 
analysis is to estimate the average failure probability. However, it is also 
important to communicate to decision makers the imprecision of the aver-
age estimated failure probabilities, which can be done through the use of 
confidence intervals. As mentioned above, to the extent possible, given 
the number of replications, it would also be useful to provide estimated 
probabilities and confidence intervals disaggregated by variables defining 
mission type or test environment. 

In doing so, it is important not to pool nonhomogeneous results. For 
example, if the test results indicate high failure probabilities for high tem-
peratures but low failure probabilities at ambient temperatures (based on 
enough data to detect important differences in underlying failure probabili-
ties), then one should report separate estimates for these two different types 
of experimental conditions, rather than pool them together for a combined 
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estimate. (Of course, given that the requirement is likely to be such a pooled 
estimated, its estimate must be provided.) 

The common practice of reporting only pooled failure data across mul-
tiple mission profiles or environments (e.g., high and low temperature test 
results) does not serve decision makers well. Discovering and understanding 
differences in failure probabilities as a function of mission variables or test 
environments is important for correcting defects. If such defects cannot be 
corrected, then it might be necessary to redefine the types of missions for 
which the system can be used. 

Nonrepairable Continuously Operating Systems

For nonrepairable continuously operating systems, the goal of the 
developmental test data analysis is to estimate the lifetime distribution for 
the system, to the extent possible, as a function of mission design factors. 
Such an estimate would be computed from lifetime test data. In planning 
such a test, it would be best to run the test at least long enough to cover 
mission times of interest and with enough test units to provide sufficient 
precision (as might be quantified by the width of a confidence interval). 

To understand the dependence on design factors, one would develop 
a statistical model of the lifetime distribution using the design factors as 
predictors and using the test data to estimate the parameters of such a 
model. Such a model may need to include estimates of the degree to which 
the reliability of the system was degraded by storage, transport, and simi-
lar factors. The fitted model can then be used to estimate the probability 
of the system’s working for a period of time greater than or equal to the 
mission requirement, for the various types of missions the system will be 
used for. For these tests, too, it is important to provide information on the 
uncertainty of the estimates, usually expressed through use of confidence 
intervals. In some cases, resampling techniques may be needed to produce 
such confidence intervals. 

It is common for DoD to use mean time to failure as a summary metric to 
define system reliability requirements for continuously or intermittently oper-
ating systems. Although mean time to failure is a suitable metric for certain 
components that are expected to wear out and be replaced, such as a battery, 
it is inappropriate for high-reliability components, such as integrated circuit 
chips, for which the probability of failure is small over the technological life 
of a system. In the latter case, a failure probability or quantile in the lower 
tail of the distribution would be better. In addition, given missions of a spe-
cific duration, it is important to measure the distribution of time to failure, 
from which one can estimate the probability of mission success, not neces-
sarily under the assumption of an exponential distribution of time to failure. 
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Repairable Continuously Operating Systems

For repairable systems, the mean time between failures is a reasonable 
metric when failures in time can be assumed to be described by a Poisson 
process. However, if the underlying failure mechanism is governed by a 
nonhomogeneous Poisson process (such as the AMSAA-CROW model4) 
that has a nonconstant rate of occurrence of failures, mean time between 
failures would be a misleading metric. In such cases, one should instead 
study the average cumulative number of failures up to a given time. Ideally, 
a parametric formulation of the nonconstant rate of occurrence of failures 
is used, and reliability is assessed through the parameter estimates. A step-
intensity or piecewise-exponential model can be used for reliability growth 
data that are collected from a developmental test in order to emphasize the 
effect of the design changes. 

Merging Data

Because the time on test for any individual prototype and for any 
design configuration is often insufficient to provide high-quality estimates 
of system reliability, methods that attempt to use data external to the tests 
to augment developmental test data are worth considering. Several kinds 
of data merging are possible: (1) combining test results across tests of the 
system for different levels of aggregation, (2) combining information from 
different developmental tests either for the same system or related systems, 
and (3) combining developmental and contractor test data, although this 
raises issues of independence of government assessment. 

In some cases, one will have useful data from testing or other infor-
mation at multiple system levels: that is, one will often have data not 
only on full system reliability, but also on component and subsystem 
reliabilities. In those cases, one may be able to use models, such as those 
implied by reliability block diagrams, to produce more precise estimates 
of system reliability through merging this information. Of course, there 
is always concern about combining information from disparate experi
mental conditions. However, if such differences can be handled by making 
adjustments, then one might be able to produce system reliability estimates 
with associated confidence limits based on an ensemble of multilevel data, 
for which the estimates would be preferred to the estimates using only 
the test data for tests on the full system. The primary work in this area 
is the PREDICT methodology developed at Los Alamos (see, e.g., Wilson 
et al., 2006; Hamada et al., 2008; Reese et al., 2011). The development 

4 This is a reliability growth model developed by Crow (1974) and first used by the U.S. 
Army Materiel Systems Analysis Activity: see Chapter 4. 
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of such models will be situation specific and may not provide a benefit in 
some circumstances. 

In some situations there is relevant information from tests on previous 
versions of the same system or similar systems or on systems with similar 
components or subsystems. In such situations, the assumptions about a 
prior distribution may be clearly seen to be valid, so that Bayesian methods 
for combining information may be able to produce preferred estimates to 
those based only on the data from tests on the current system. An example 
would be information about the Weibull shape parameter based on knowl-
edge of an individual failure mode in similar systems (see, e.g., Li and 
Meeker, 2014). 

In using Bayesian techniques, it is crucial to document exactly how 
the prior distributions were produced, and the validation of the use of 
such priors, and to assess the sensitivity of the estimates and measures of 
uncertainty as a function of the specification of the prior distribution. There 
are also non-Bayesian methods for combining data, such as the Maximus 
method for series and parallel systems and extensions of this research, 
although some aspects of inference may be somewhat more complicated in 
such a framework (see, e.g., Spencer and Easterling, 1986). In general, it is 
reasonable to assume that combining information models would be more 
useful for one-shot and nonrepairable systems than for repairable systems. 

One way of combining data across tests of a system as the system 
undergoes changes to address discovered defects and failure modes is to 
use reliability growth modeling (see Chapter 4). However, such models 
cannot accommodate tests on different levels of the system and cannot use 
information on the environments or missions under test. 

Finally, combining information over developmental tests is complicated 
by the fact that design defects and failure modes discovered during develop-
mental testing often result in changes to the system design. Therefore, one 
is often trying to account not only for differences in the test environment, 
but also for the differences in the system under test. We recommend (Rec-
ommendation 19, in Chapter 10) that the delivery of prototypes to DoD 
not occur until a system’s performance is assessed as being consistent with 
meeting the requirement. If that recommendation is adopted, then it would 
limit the number of defects needing to be discovered to a small number, 
which would result in the systems in developmental testing undergoing 
less change, which would greatly facilitate the development of combining 
information models. 
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RELIABILITY GROWTH MONITORING

Monitoring progress toward meeting reliability requirements is now 
mandated by a directive-type memorandum DTM 11-003 (U.S. Department 
of Defense, 2013b, p. 3), which states

Reliability Growth Curves (RGC) shall reflect the reliability growth strat-
egy and be employed to plan, illustrate, and report reliability growth. A 
RGC shall be included in the SEP at MS A, and updated in the TEMP 
beginning at MS B. The RGC will be stated in a series of intermediate 
goals and tracked through fully integrated, system-level test and evalua-
tion events until the reliability threshold is achieved [emphasis added]. If 
a single curve is not adequate to describe overall system reliability, curves 
will be provided for critical subsystems with rationale for their selection.

At least three technical issues need to be faced in satisfying this man-
date. First, how are such intermediate goals to be determined? Chapter 4 
presents a discussion of the value of formal reliability growth modeling 
when used for various purposes. As argued there, under certain assump-
tions, formal reliability growth models could at times produce useful targets 
for system reliability as a function of time in order to help discriminate 
between systems that are or are not likely to meet their reliability require-
ments before operational tests are scheduled to begin. Oversimplifying, 
one would input the times when developmental tests were scheduled into a 
model of anticipated reliability growth consistent with meeting the require-
ment just prior to operational testing and compare the observed reliability 
from each test with the model prediction for that time period. 

Unfortunately, the most commonly used reliability growth models have 
deficiencies (as discussed in Chapter 4). Given the failure to represent test 
circumstances in the families of reliability growth models commonly used 
in defense acquisition, such models will often not provide useful estimates 
or predictions of system reliability under operationally relevant conditions. 
To address this deficiency, whenever possible, system-level reliability test-
ing should be conducted under OMS/MP-like conditions, that is, under 
operationally realistic circumstances. Such models also assume monotonic 
improvement in reliability over time, but if there have been some major 
design changes, reliability might not be monotonically increasing until the 
changes are fully accommodated in terms of interfaces and other factors. 
Therefore, if such tests include a period or periods of development in which 
major new functionality was added to the system, then the assumption of 
monotonic reliability growth could possibly not hold, which could result 
in poor target values. 

Since DTM 11-003 does not specify what models to use for this pur-
pose, analysts are free to make use of alternative models that do take the 
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specific test circumstances into consideration. We encourage efforts to 
develop reliability growth models that represent system reliability as a func-
tion of the conditions of the test environments, along the lines of physics-
of-failure models (see Chapter 5).

Second, how should one produce current estimates of system reliabil-
ity? It is likely that most developmental tests will be fairly short in duration 
and will rely on a relatively small number of test units because of the need 
to budget an unknown number of future developmental tests to evaluate 
future design modifications. As mentioned above, to supplement a limited 
developmental test in order to produce higher quality reliability estimates, 
assuming the tests are relatively similar, one could smooth the results of 
several test events over time, or fit some kind of parametric time series 
model, to model the growth in reliability. However, it is much more likely 
that the developmental tests will differ in important ways, which would 
reduce the applicability of such approaches. For instance, some of the later 
developmental tests may use more realistic test scenarios than the earlier 
ones, or different test scenarios. 

More fundamentally, some tests are likely to use acceleration of some 
type, and some will not; moreover, some will be at the component or sub-
system level, and some will be at the system level. Therefore, any type of 
combining information across such tests would be challenging, and would 
have to develop something similar to PREDICT to use the information 
from these various developmental tests. Of course, one could increase the 
duration and sample size of a developmental test so that no modeling was 
required to produce high-quality estimates, but this is unlikely to happen 
given current test resources. 

Third, given that one is comparing model-based target values with 
current measures of system reliability, one would need to take into consid-
eration the uncertainty of the current estimates of system reliability so that 
one can formulate decision rules with good type I and type II error rates. 
This consideration will ensure that such decision rules are formulated so 
that the systems that ultimately meet their reliability requirement are rarely 
flagged and systems that fail to meet their reliability requirement are fre-
quently flagged. But developing confidence intervals for estimates based on 
merged test information may not be straightforward. 

It is unclear how the uncertainty in estimated reliability is currently 
handled in DoD in analogous situations, such as determining whether 
a performance characteristic in an operational test is consistent with a 
requirement. In that application, one interpretation is that a confidence 
interval for the estimated reliability needs to lie entirely above the require-
ment in order for the system to be judged as satisfying the requirement. 
Given the substantial uncertainty in reliability assessments common in 
operational test evaluation, this would be an overly strict test that would 
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often fail systems that had in fact met the requirement. (In other words, 
this rule would have a very high producer’s risk.) Another possibility is 
that the confidence interval for the estimated reliability would only need to 
include the requirement to pass the operational test. This rule has a large 
consumer risk in small tests, because one could then have a system with a 
substantially lower reliability than the requirement, but if the uncertainty 
was large, one could not reject the hypothesis that the system had attained 
the requirement. In fact, with the use of such a decision rule, there would 
be an incentive to have small operational tests of suitability in order to have 
overly wide confidence intervals that would be likely to pass such systems. 

A preferred approach would be for DoD to designate a reliability level 
that would be considered to be the lowest acceptable level, such that if the 
system were performing at that level, it would still represent a system worth 
acquiring. The determination of this lowest acceptable level would be done 
by the program executive office and would involve the usual considerations 
that make up an analysis of alternatives. Under this approach, a decision 
rule for proceeding to operational testing could be whether or not a lower 
confidence bound, chosen by considering both the costs of rejecting a suit-
able system and the costs of accepting an unsuitable system, was lower 
than this minimally acceptable level of reliability. Such a decision rule is, 
of course, an oversimplification, ignoring the external context, which might 
decide that an existing conflict required the system to be fielded even if it 
had not met the stated level of acceptability. 

This technique could be easily adapted to monitoring reliability growth 
by comparing the estimated reliability levels to the targets produced using 
reliability growth models. As mentioned above, such a decision rule would 
also have to take into consideration any differences between test scenarios 
used to date and those used in operational testing, which is similar but 
somewhat more general than the problem we have been referring to as the 
DT/OT gap. Furthermore, this decision rule would also have to make some 
accommodation for model misspecification in the development of the target 
values, because the model used for that purpose would not be a perfect 
representation of how reliability would grow over time. 

Finally, the last sentence quoted above from DTM 11-003 raises an 
additional technical issue, namely, when would it be useful to have reli-
ability growth targets for subsystems as well as for a full system. The panel 
offers no comment on this issue. 
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Following our discussion of the role of developmental testing in assess-
ing system reliability in Chapter 7, this chapter covers the role of 
operational testing in assessing system reliability. After a defense sys-

tem has been developed, it is promoted to full-rate production and the field 
if it demonstrates in an operational test that it has met the requirements for 
its key performance parameters. The environment of operational testing is 
as close to field deployment as can be achieved, although the functioning of 
offensive weapons is simulated, and there are additional constraints related 
to safety, environmental, and related concerns. 

In this chapter we first consider the timing and role of operational 
testing and then discuss test design and test data analysis. The final section 
considers the developmental test/operational test (DT/OT) gap.

TIMING AND ROLE OF OPERATIONAL TESTING

The assessment of the performance of defense systems, as noted in 
Chapter 1, is separated into two categories, effectiveness and suitability, 
a major component of the latter being system reliability. Operational test-
ing is mainly focused on assessing system effectiveness, but it is also used 
to assess the reliability of the system as it is initially manufactured. Even 
though reliability (suitability) assessment is a somewhat lower priority than 
effectiveness, there is strong evidence (see below) that operational testing 
remains important for discovering reliability problems. In particular, the 
reliability estimates from operational testing tend to be considerably lower 
than reliability estimates from late-stage developmental testing. Although 

8

Operational Test and Evaluation
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the benefit of operational testing is therefore clear for discovering unex-
pected reliability problems, because operational testing is of short duration 
it is not well-suited for identifying reliability problems that relate to longer 
use, such as material fatigue, environmental effects, and aging. 

Moreover, although operational testing may identify many initial reli-
ability problems, there is a significant cost for defense systems that begin 
operational testing before the great majority of reliability problems have 
been discovered and corrected. Design changes made during operational 
testing are very expensive and may introduce additional problems due to 
interface and interoperability issues. Given that many reliability problems 
will not surface unless a system is operated under the stresses associated 
with operational use, and given that operational testing should not be 
relied on to find design problems for the reasons given above, the clearly 
cost-efficient strategy would be to require that defense systems are not 
considered ready for entry into operational testing until the program man-
ager for the U.S. Department of Defense (DoD), the contractor, and asso-
ciated operational test agency staff are convinced that the great majority 
of reliability problems have been discovered and corrected. One way to 
operationalize this strategy is to require that defense systems not be pro-
moted to operational testing until the estimated reliability of the system 
equals its reliability requirement under operationally relevant conditions. 
An important additional benefit of this strategy would be that it would 
eliminate, or greatly reduce, the DT/OT reliability gap (discussed below), 
which currently complicates the judgment as to whether a system’s reli-
ability as assessed in developmental testing is likely to be found acceptable 
in operational testing.

In addition to using developmental tests that include stresses more 
typical of real use (see Chapter 7), there are three additional steps that the 
DoD could adopt to reduce the frequency of reliability problems that first 
appear in operational testing. 

First, DoD could require that contractor and developmental test interim 
requirements for reliability growth, as specified in the approved test and 
evaluation master plan, have been satisfied. Failure to satisfy this require-
ment, especially when substantial shortcomings are evident late in the 
developmental test program, is a strong indicator that the system is criti-
cally deficient. 

Second, DoD could specify that reports (i.e., paper studies) of planned 
design improvements are, by themselves, inadequate to justify promotion 
to operational testing. Instead, DoD could require that system-level tests be 
done to assess the impact of the design improvements. 

Third, DoD could require that reliability performance from contractor 
and developmental tests are addressed and documented for the complete 
spectrum of potential system operating conditions given in the operational 
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mode summary/mission profile,1 including both hardware and software 
performance. Doing so might help indicate areas that have not been fully 
tested under operationally relevant conditions. Separate software testing, 
possibly disconnected from hardware presence, also may be needed to fully 
explore a system’s performance profile. 

There are some other respects in which operational testing is limited, 
which places yet additional weight on developmental testing as the pri-
mary opportunity for discovery of design problems. Operational testing 
presents, at best, a snapshot of system reliability for new systems for two 
major reasons. First, the results are somewhat particular to the individual 
test articles. Second, the prototypes used in operational testing will be 
used only for short durations, not even close to the intended lifetimes of 
service or availability expected of the system. Thus, until developmental 
testing makes greater use of accelerated life testing in various respects (see 
Chapter 6), along with more operational realism in non-accelerated tests, 
there remains a good chance that some reliability problems will not appear 
until after a system is deployed. To address this problem, we recommend 
that DoD institute a procedure that requires that the field performance of 
post-operational test configurations (i.e., new designs, new manufacturing 
methods, new materials, or new suppliers) are tracked and the data used 
to inform additional acquisitions of the same system, and for planning and 
conducting future acquisition programs of related systems (see Recommen-
dation 22 in Chapter 10). 

Operational testing is limited to the exercising of the system in specific 
scenarios and circumstances (based, to a great extent, on the operational 
mode summary/mission profile). Given the limited testing undertaken in 
operational testing and the resulting limited knowledge about how the 
system will perform under other circumstances of operational use, due 
consideration should be taken when developing system utilization plans, 
maintenance, and logistics supportability concepts, and when prescribing 
operational reliability and broader operational suitability requirements. 

Although this discussion has stressed the differences between develop-
mental and operational testing, there are also strong similarities. There-
fore, much of the discussion in Chapter 7 (and other chapters) about the 
importance of experimental design and data analysis for developmental 
testing also apply to operational testing. In the next two sections on design 
and data analysis we concentrate on issues that are particularly relevant to 
operational testing.

1 This profile “defines the environment and stress levels the system is expected to encounter 
in the field. They include the overall length of the scenarios of use, the sequence of missions, 
and the maintenance opportunities” (National Research Council, 1998, p. 212).
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TEST DESIGN

The primary government operational test event is the initial opera-
tional test and evaluation. It is an operationally realistic test for projected 
threat and usage scenarios, and it includes production-representative hard-
ware and software system articles, certified trained operators and users, 
and logistics and maintenance support compatible with projected initial 
fielding. 

Ideally the extent of the initial operational test and evaluation event 
would be of sufficient duration to provide a reasonable stand-alone assess-
ment of initial operational reliability, that is, it should be of sufficient length 
to provide an acceptable level of consumer risk regarding the reliability of 
the system on delivery. This requirement would entail an extensive testing 
period, use of multiple test articles, and a likely focus on a single or small 
set of testing circumstances. To keep consumer risks low, the system might 
have been designed to have a greater reliability than required to reduce the 
chances of failing operational testing (although the procedure described in 
Chapter 7 on identifying a minimally acceptable level could reduce the need 
for this approach). 

Unfortunately, in many cases, often because of fiscal constraints, pro-
ducing an estimate of system reliability that has narrow confidence intervals 
may not be feasible, and thus it may be advisable to pursue additional 
opportunities for assessing operational reliability. Such an assessment could 
best be accomplished by having the last developmental test be operationally 
flavored to enhance prospects for combining information from operational 
and developmental tests. (This approach could also aid in the detailed plan-
ning for initial operational testing and evaluation.) 

One way to determine in what way full-system developmental testing 
could be more operationally realistic relative to a reliability assessment 
would be to allow for early and persistent opportunities for users and 
operators to interact with the system. This approach would also support 
feedback to system improvement processes—which should be encouraged—
whether within dedicated test events or undertaken more informally. Also, 
one or more focused follow-on tests could be conducted after the initial 
operational testing, allowing previously observed deficiencies and newly 
implemented redesigns or fixes to be examined. However, achieving a test 
of suitable length for reliability remains a challenge; thus, it is far better 
for the emphasis to be on developmental testing to produce a system whose 
reliability is already at the required level.2

2 Some appeals to use sequential methods have been made to make testing more efficient. 
However, even though learning could be accommodated during operational testing as part of 
a sequential design, practical constraints (e.g., delaying scoring conferences until failure causes 
are fully understood) limit its use.
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We argue above about the importance of modifying developmental test 
design to explore potentially problematic components or subsystems that 
have been found in contractor testing. The same argument applies to the 
relationship between developmental and operational testing. If a reliability 
deficiency is discovered in developmental testing and a system modifica-
tion is made in response, then it may be useful to add some replications in 
operational testing to make sure that the modification was successful. We 
understand that operational test designs often attempt to mimic the profile 
of intended use represented in the operational mode summary/mission 
profile. However, such designs could often be usefully modified to provide 
information on problems raised in developmental testing, especially when 
such problems either have not been addressed by design modifications, or 
when such design modifications were implemented late in the process and 
so have not been comprehensively tested. 

TEST DATA ANALYSIS

To greatly enhance the information available from the analysis of 
operational testing, it is important to collect and store reliability data on 
a per test article basis to enable the construction of complete histories (on 
operating times, operational mode summary/mission profile phase or event, 
failure times, etc.) for all individual articles being tested. If operational 
testing is done in distinct test events, then this ability to recreate histories 
should remain true across tests. Also, it would be valuable for data to be 
collected and stored to support analyses for distinct types of failure or fail-
ure modes, as mentioned in Chapter 7. 

It is of critical importance that all failures are reported. If a failure is 
to be removed from the test data, then there needs to be an explanation 
that is fully documented and reviewable. It is also important that records 
are sufficiently detailed to support documented assessments of whether any 
observed failure should be discounted. Even if an event is scored as a “no 
test,” it is important that observed failures are scrutinized for their potential 
to inform assessments concerning reliability growth.

In order to determine what reliability model is most appropriate to fit 
to the data from an operational test, it is often extremely useful to graphi-
cally display the timeline of failures (possibly disaggregated by failure type 
or by subsystem) to check whether the assumption of a specific type of 
life distribution model is appropriate (especially the exponential assump-
tion). In particular, time trends that suggest the beginning of problems due 
to wear-out or various forms of degradation are important to identify. 
Crowder et al. (1991) has many useful ideas for graphical displays of 
reliability data. Such graphical displays are also extremely important to 
use in assisting decision makers in understanding what the results from 
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developmental and operational testing indicate about the current level of 
performance. The U.S. Army Test Evaluation Command has some excellent 
graphical tools that are useful for this purpose (see, e.g., Cushing, 2012). 

If the data have been collected and made accessible, then their com-
prehensive analysis can provide substantially more information to decision 
makers than a more cursory, aggregate analysis, so that decisions on pro-
motion to full-rate production and other issues are made on the basis of a 
more complete understanding of the system’s capabilities. In other words, 
the analysis of an operational test should not be focused solely on the 
comparison of the estimated key performance parameters to the system’s 
requirements. Although such aggregate assessments are important because 
of their roles in decisions on whether the system has “passed” its opera-
tional test, there is other information that operational test data can provide 
that can be extremely important. For example, what if the new system 
was clearly superior to the current system in all but one of the proposed 
scenarios of use, but clearly inferior in that one? Such a determination 
could be important for deciding on tactics for the new system. Or what if 
the new system was superior to the existing system for all but one of the 
prototypes but distinctly inferior for that prototype? In this case, addressing 
manufacturing problems that occasionally resulted in poor quality items 
would be an important issue to explore. These are just two examples of a 
larger number of potential features of the performance of systems in such 
situations that can be discovered through detailed data analysis. In these 
two situations, there are statistical methods for quantifying heterogeneity 
across articles (e.g., random effects models) and describing performance 
across diverse conditions (e.g., regression models) that can be used to pro-
vide such assessments. 

If there is a need to analytically combine developmental and opera-
tional test data to improve the precision of estimated reliability parameters, 
there are modeling challenges related to fundamental questions of compa-
rable environmental conditions, operators and users, usage profiles, data 
collection and scoring rules, hardware/software configurations, interfaces, 
etc. (see discussion in Chapter 7). Such statistical challenges would confront 
any ex post facto attempts to formally combine operationally relevant 
results across these sorts of diverse testing events. (The specifics will vary 
across systems.) Although we strongly encourage attempts to address this 
challenge, such efforts should be considered difficult research problems for 
which only a few individual cases have been explored. Steffey et al. (2000) 
is one effort that we know of to address this problem, but their approach 
updates a single parameter, which we believe has limited applicability 
without proper extension. Also, again as mentioned above, the PREDICT 
technology can be considered an attempt to address this problem. 

We also note that during an operational test event, a system’s aging, 
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fatigue, or degradation effects may be observable but may not have pro-
gressed to the point that an actual failure event is recorded. Examples 
include vehicle tread wear and machine gun barrel wear. Ignoring such 
information may prevent the diagnosis of the beginnings of wear-out or 
fatigue. When the effects are substantial, statistical modeling of degrada-
tion data can yield improved, operationally representative estimates of 
longer-term failure rates (see, e.g., Meeker and Escobar, 1998, Chs. 13 and 
21; Escobar et al., 2003). The need for such analyses may be anticipated 
a priori or may arise from analysis of developmental test outcomes. Such 
analysis can be extremely important, because for some major performance-
critical subsystems (e.g., aircraft engines) the development of empirical 
models for tracking reliability and projecting prudent replacement times 
can have profound cost and safety impacts. As results on operational reli-
ability emerge from the initial operational test and evaluation (and possibly 
follow-on operational tests and evaluations), it is prudent to address these 
potential sources of information on lifetime ownership costs and factor 
these considerations into the planning for reliability growth opportunities. 
The flexible COHORT (COnsumption, HOlding, Repair, and Transpor-
tation) model of the Army Materiel Systems Analysis Agency (AMSAA) 
exemplifies this concept (see Dalton and Hall, 2010). Also, for repairable 
systems, displays of the failure distributions for new systems versus systems 
with varying numbers of repairs would be informative. 

Finally, there are some estimates that are directly observed in opera-
tional testing, and there are some estimates that are model based and hence 
have a greater degree of uncertainty due to model misspecification. As the 
discussion above of life-cycle costs makes clear, whenever important infer-
ences are clearly dependent on a model that is not fully validated, sensitivity 
analyses need to be carried out to provide some sense of the variability due 
to the assumed model form. Operational test estimates should either be 
presented to decision makers as being “demonstrated results” (i.e., directly 
observable in an operational test) or as “inferred estimates” for which the 
sensitivity to assumptions is assessed. 

THE DT/OT GAP

It is well known that reliability estimates using data from develop-
mental testing are often optimistic estimates of reliability under operation-
ally relevant conditions. Figure 8-1 shows the ratio of developmental test 
and operational test reliability for Army acquisition category I systems 
from 1995-2004. (The 44 systems depicted were chosen from a database 
of Army systems created by the Army Test and Evaluation Command to 
satisfy the following criteria: (1) systems with both DT and OT results, (2) 
reporting the same reliability metric—some version of mean time between 
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FIGURE 8-1  Comparison of developmental test and operational test reliability. 
NOTES:  DT = developmental testing, OT = operational testing. Red bars are sys-
tems where DT concluded reliability MET, but OT concluded NOT MET. Black 
bars are systems where DT and OT concluded NOT MET. Green bars are systems 
where DT and OT concluded MET. Brown bars are systems where DT concluded 
NOT MET, but OT concluded MET.  The Y axis displays the log (reliability metric 
for DT/reliability metric for OT).
SOURCE: E. Seglie, Reliability in Developmental Test and Evaluation and Opera-
tional Test and Evaluation, p. 5). Unpublished. 

failure, and (3) the DT and OT were relatively close in time.) This DT/OT 
gap is likely due to several aspects of developmental testing: 

1.	 the use of highly trained users rather than users typical of opera-
tional use, 

2.	 failure to include representation of enemy systems or countermeasures, 
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3.	 the scripted nature of the application of the system in which the 
sequence of events is often known to the system operators, and

4.	 representation of some system functions only through the use of 
modeling and simulation. 

The last point above may be the reason that interface and interoperability 
issues often appear first in operational tests. Furthermore, as suggested 
by (3), the scenarios used in developmental testing often are unlike the 
scenarios used in operational testing, and it is therefore difficult to match 
the exercising of a system in developmental testing with the results of spe-
cific missions in operational testing (an issue we return to below).

The problem raised by the DT/OT gap is that systems that are viewed 
as having reliability close or equal to the required level are judged ready 
for operational testing when their operationally relevant reliability may be 
substantially smaller. As a result, either it will be necessary to find a large 
number of design defects during operational testing, a goal inconsistent 
with the structure of operational testing, or a system with deficient reli-
ability will be promoted to full-rate production. (There is also, as stressed 
above, the inefficiency of making design changes so late in development.)

There are both design and analytic approaches to address the DT/OT 
gap. We start with design possibilities to address the four differences listed 
above (i.e., degree of training, representation of countermeasures and 
enemy forces, degree of scripting used, and representation of interfaces 
and interoperability). In terms of having users with typical training in tests, 
while we understand that it might be difficult to schedule such users for 
many developmental tests, we believe that systems, particularly software 
systems, can be beta-tested by asking units to try out systems and report 
back on reliability problems that are discovered. Second, for many types 
of enemy systems and countermeasures, various forms of modeling and 
simulation can provide some version of the stresses and strains that would 
result from taking evasive actions, etc. Third, relative to scripting, and 
closely related to the representation of enemy forces and countermeasures, 
there is often no reason why the system operator needs to know precisely 
the sequence of actions that will be needed. Finally, in terms of the repre-
sentation of a system’s functions that have not been completed, this is one 
reason for having a full-system, operationally relevant test prior to delivery 
to DoD for developmental testing. 

In addition to design changes, the DT/OT gap could be analytically 
accounted for by estimating the size of the gap and adjusting developmental 
testing estimates accordingly. Input into the development of such models 
could be greatly assisted by the creation of the database we recommend 
(see Recommendation 24, in Chapter 10) that would support comparison 
of reliability estimates from developmental and operational testing. 
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At the panel’s workshop, Paul Ellner of AMSAA commented on this 
challenge and what might be done to address it. He said that when the 
requirement is stated in terms of the mean time between failures, the devel-
opmental testing goal should be higher than the requirement because one 
needs to plan for a decrease in mean time between failures between devel-
opmental and operational tests because of both new failure modes surfaced 
by operational testing and higher failure rates for some failure modes that 
operational and developmental tests share. 

Ellner said that a large DT/OT gap has three serious consequences: 

1.	 It places the system at substantial risk of not passing the opera-
tional test.

2.	 It can lead to the fielding of systems that later require costly modi-
fications to enhance mission reliability and reduce the logistics 
burden.

3.	 It is not cost-effective, nor may it be feasible, to attain sufficiently 
high reliability with respect to the developmental test environment 
to compensate for poor or marginal reliability with respect to 
potential operational failure modes. 

After all, he said, one cannot attain better than 100 percent reliability in 
developmental testing. Furthermore, that could be meaningless with respect 
to reliability under operationally relevant use if developmental testing can-
not elicit the same failure modes as those that appear in operational use.

For a real example, Ellner mentioned a developmental test for a vehicle 
with a turret. During the developmental test, the vehicle was stationary, the 
system was powered by base power, and contractor technicians operated 
the system. In operational testing, the vehicles were driven around, the sys-
tem was powered by vehicle power, and military personnel operated the 
system. In the developmental test, 8 percent of the failure rate was due to 
problems with the turret. However, when the user profile was weighted 
to reflect the operational mode summary/mission profile, 23.9 percent of 
the failure rate was due to problems with the turret. Even more striking, in 
operational testing, 60.4 percent of the failure rate was due to the turret. 

To reduce the size of this DT/OT reliability gap, Ellner proposed ways 
of either modifying the design of developmental test events, or modifying 
the test analysis. For the design of developmental testing, it could be based 
more closely on the operational use profile through the use of what Ellner 
called ”balanced” testing, which is that the cumulative stress per time 
interval of test should closely match that of the operational mission profile. 

In modifying the analysis, Ellner advocated a methodology that com-
bines developmental and operational test data through use of Bayesian 
methods that leverage historical information for different types of systems 
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with respect to their previously observed DT/OT gaps (see, e.g., Steffey 
et al., 2000). One difficulty with this approach is that not only are the 
scenarios of use changing from developmental testing to operational test-
ing to the field, but also the systems themselves are changing as the design 
is refined as a result of test results. The only way to know whether such 
dynamics can be successfully dealt with is to make use of case studies and 
see how estimates from such models compare with reliability estimates 
based on field performance. 

Ellner distinguished between different phases of developmental testing, 
because some functionalities are often not exercised in early developmental 
tests, but only in later stages of developmental testing. Also, later develop-
mental testing often involves full-system tests, while early developmental 
testing often involves component-level and subsystem tests. Restricting 
attention to the comparison of late-stage developmental to operational 
testing, Ellner pointed out that there may be “normalizations” that can 
be used to reweight scenarios of use in developmental tests to match the 
scenarios faced in operational tests (or field use). That is, when feasible, 
one could try to reweight the developmental test scenarios to reflect what 
would have been the stress rate used in operational testing. For example, 
if only 10 percent of the test excursions were on rough terrain, but 80 
percent of anticipated operational missions are over rough terrain, then 
the estimated occurrence rate of terrain-induced failures could be suitably 
weighted so that in effect 80 percent of the developmental testing time was 
in rough terrain.

 The panel is strongly supportive of the use of these mitigation pro-
cedures for reducing the magnitude of the DT/OT gap. Furthermore, the 
panel recommends investigating the development of statistical models of 
the gaps (see Recommendation 24, in Chapter 10).
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Somewhat analogous to the topics we have covered in previous chapters 
for hardware systems, this chapter covers software reliability growth 
modeling, software design for reliability, and software growth moni-

toring and testing. 
Software reliability, like hardware reliability, is defined as the prob-

ability that the software system will work without failure under specified 
conditions and for a specified period of time (Musa, 1998). But software 
reliability differs in important respects from hardware reliability. Soft-
ware reliability problems are deterministic in the sense that each time a 
specific set of inputs is applied to the software system, the result will be 
the same. This is clearly different from hardware systems, for which the 
precise moment of failure, and the precise cause of failure, can differ from 
replication to replication. In addition, software systems are not subject to 
wear-out, fatigue, or other forms of degradation. 

In some situations, reliability errors are attributed to a full system and 
no distinction is made between subsystems or components, and this attribu-
tion is appropriate in many applications. However, as is the case for any 
failure mode, there are times when it is appropriate to use separate metrics 
and separate assessments of subsystem or component reliabilities (with 
respect to system structure as well as differentiating between software and 
hardware reliability), which can then be aggregated for a full-system assess-
ment. This separate treatment is particularly relevant to software failures 
given the different nature of software and hardware reliability. 

Chapter 4 on hardware reliability growth is primarily relevant to 
growth that occurs during full-system testing, which is relevant to the 

9

Software Reliability Growth



Copyright © National Academy of Sciences. All rights reserved.

Reliability Growth:  Enhancing Defense System Reliability

118	 RELIABILITY GROWTH

middle and later stages of developmental testing. In contrast, except for 
when the entire system is software, it is appropriate for software reliability 
growth to be primarily considered as a component-level concern, which 
would be addressed while the system is in development by the contractor, 
or at the latest, during the earliest stages of developmental testing. There-
fore, the primary party responsible for software reliability is the contractor.

In this chapter we first discuss software reliability growth modeling 
as it has been generally understood and used in defense acquisition. We 
then turn to a new approach, metrics-based modeling: we describe the 
work that has been done and discuss how to build metrics-based predic-
tion models. The last two sections of the chapter briefly consider testing 
and monitoring. 

SOFTWARE RELIABILITY GROWTH MODELING

Classic Design Models 

Software reliability growth models have, at best, limited use for making 
predictions as to the future reliability of a software system in development 
for several reasons. Most important, the pattern of reliability growth evident 
during the development of software systems is often not monotonic because 
corrections to address defects will at times introduce additional defects. 
Therefore, although the nonhomogeneous Poisson process model is one of 
the leading approaches to modeling the reliability of software (and hard-
ware) systems in development, it often provides poor inferences and decision 
rules for the management of software systems in development. 

Other deficiencies in such models relevant to software are the sub-
stantial dependence on time as a modeling factor, the dynamic behavior of 
software systems, the failure to take into consideration various environ-
mental factors that affect software reliability when fielded, and hardware 
interactions. With respect to the dependence on time, it is difficult to cre-
ate a time-based reliability model for software systems because it is highly 
likely that the same software system will have different reliability values in 
relation to different software operational use profiles. The dynamic behav-
ior of software systems as a function of the environment of use, the missions 
employed, and the interactions with hardware components, all complicate 
modeling software reliability.

Siegel (2011, 2012) describes related complexities. Often metric-based 
models for software reliability, derived from a large body of recent research 
ranging from code churn, code complexity, code dependencies, testing 
coverage, bug information, usage telemetry, etc., have been shown to be 
effective predictors of code quality. Therefore, this discussion of software 
reliability growth models is followed by a discussion of the use of metric-



Copyright © National Academy of Sciences. All rights reserved.

Reliability Growth:  Enhancing Defense System Reliability

SOFTWARE RELIABILITY GROWTH	 119

based models, which we believe have important advantages as tools for 
predicting software reliability of a system.

A number of models of software reliability growth are available and 
represent a substantial proportion of the research on software reliability. 
They range from the simple Nelson model (Nelson, 1978), to more sophisti-
cated hyper-geometric coverage-based models (e.g., Jacoby and Masuzawa, 
1992), to component-based models and object-oriented models (e.g., Basili 
et al., 1996). Several reliability models use Markov chain techniques (e.g., 
Whittaker, 1992). Other models are based on the use of an operational 
profile, that is, a set of software operations and their probabilities of occur-
rence (e.g., Musa, 1998). These operational profiles are used to identify 
potentially critical operational areas in the software to signal a need to 
increase the testing effort in those areas. Finally, a large group of software 
reliability growth models are described by nonhomogenous Poisson pro-
cesses (for a description, see Yamada and Osaki, 1985): this group includes 
Musa (e.g., Musa et al., 1987) and the Goel-Okumoto models (e.g., Goel 
and Okumoto, 1979). 

Software reliability models can be classified broadly into seven catego-
ries (Xie, 1991):

1.	 Markov models: A model belongs to this class if its probabilistic 
assumption of the failure process is essentially a Markov process. 
In these models, each state of the software has a transition prob-
ability associated with it that governs the operational criteria of 
the software. 

2.	 Nonhomogeneous Poisson process models: A model is in this class 
if the main assumption is that the failure process is described by a 
nonhomogeneous Poisson process. The main characteristic of this 
type of model is that there is a mean value function that is defined 
by the expected number of failures up to a given time. 

3.	 Bayesian process models: In a Bayesian process model, some infor-
mation about the software to be studied is available before the test-
ing starts, such as the inherent fault density and defect information 
of previous releases. This information is then used in combination 
with the collected test data to more accurately estimate and make 
predictions about reliability.

4.	 Statistical data analysis methods: Various statistical models and 
methods are applied to software failure data. These models include 
time-series models, proportional hazards models, and regression 
models.

5.	 Input-domain based models: These models do not make any 
dynamic assumption about the failure processes. All possible input 
and output domains of the software are constructed and, on the 
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basis of the results of the testing, the faults in mapping between the 
input and output domains are identified. In other words, for a par-
ticular value in the input domain, either the corresponding value in 
the output domain is produced or a fault is identified.

6.	 Seeding and tagging models: These models are the same as 
capture-recapture methods based on data resulting from the arti-
ficial seeding of faults in a software system. The assessment of a 
test is a function of the percentage of seeded faults that remain 
undiscovered at the conclusion of the testing effort.

7.	 Software metrics models: Software reliability metrics, which are 
measures of the software complexity, are used in models to estimate 
the number of software faults remaining in the software. 

A fair number of these classical reliability models use data on test 
failures to produce estimates of system (or subsystem) reliability. But for 
many software systems, developers strive for the systems to pass all the 
automated tests that are written, and there are often no measurable faults. 
Even if there are failures, these failures might not be an accurate reflection 
of the reliability of the software if the testing effort was not comprehen-
sive. Instead, “no failure” estimation models, as described by Ehrenberger 
(1985) and Miller et al. (1992), may be more appropriate for use with 
such methodologies. 

Another factor that affects classical software reliability models is that in 
software systems, the actual measurable product quality (e.g., failure rate) 
that is derived from the behavior of the system usually cannot be measured 
until too late in the life cycle to effect an affordable corrective action. When 
test failures occur in actual operation, the system has already been imple-
mented. In general, a multiphase approach needs to be taken to collect the 
various metrics of the relevant subsystems at different stages of develop-
ment, because different metrics will be estimable at different development 
phases and some can be used as early indicators of software quality (for a 
description of these approaches, see Vouk and Tai, 1993; Jones and Vouk, 
1996). In Box 9-1, we provide short descriptions of the classical reliability 
growth models and some limitations of each approach. 

Performance Metrics and Prediction Models

An alternative approach to reliability growth modeling for determining 
whether a software design is likely to lead to a reliable software system is to 
rely on performance metrics. Such metrics can be used in tracking software 
development and as input into decision rules on actions such as accepting 
subsystems or systems for delivery. In addition to such metrics, there has 
been recent work on prediction models, some of this stemming from the 
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BOX 9-1 
Overview of Classical Software Reliability Growth Models

Nelson Model
This is a very simplistic model based on the number of test failures:

R
n
n

1
ˆ
,= −

where 

	 •	 R is the system reliability
	 •	 n̂  is the number of failures during testing
	 •	 n is the total number of testing runs. 

A limitation of this model is that if no failures are available, the reliability becomes 
100 percent, which might not always be the case. For details, see Nelson (1978). 

Fault Seeding Models
In these models, faults are intentionally injected into the software by the devel­
oper. The testing effort is evaluated on the basis of how many of these injected 
defects are found during testing. Using the number of injected defects remaining, 
an estimate of the reliability based on the quality of the testing effort is computed 
using capture-recapture methods. A limitation of this model is that for most large 
systems, not all parts have the same reliability profile. The fault seeding could also 
be biased, causing problems in estimation. For details, see Schick and Wolvertone 
(1978) and Duran and Wiorkowski (1981).

Hypergeometric Distribution
This approach models overall system reliability by assuming that the number of 
faults experienced in each of several categories of test instance follows the hyper­
geometric distribution. However, if all the test cases pass, then there are no faults 
or failures to analyze. For details, see Tahoma et al. (1989).

Fault Spreading Model
In this model, the number of faults at each level (or testing cycle or stage) is used 
to make predictions about untested areas of the software. One limitation of the 
model is the need for data to be available early enough in the development cycle 
to affordably guide corrective action. For details, see Wohlin and Korner (1990).

Fault Complexity Model
This model ranks faults according to their complexity. The reliability of the system 
is estimated on the basis of the number of faults in each complexity level (high, 
moderate, low) of the software. For details, see Nakagawa and Hanata (1989). 

continued
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Littlewood-Verall Model
In this model, waiting times between failures are assumed to be exponentially 
distributed with a parameter assumed to have a prior gamma distribution. For 
details, see Littlewood and Verall (1971). 

Jelinski-Moranda (JM) Model
In the JM model, the initial number of software faults is unknown but fixed, and 
the times between the discovery of failures are exponentially distributed. Based 
on this set-up, the JM model is modeled as a Markov process model. For details, 
see Jelinksi and Moranda (1972).

Bayesian Model for Fault Free Probability
This model deals with the reliability of fault-free software. Reliability at time t is 
assumed to have the following form:

R(t | l,p) = (1 – p) + pe–lt,

where l is given by a prior gamma distribution and p (the probability that the soft­
ware is not fault free) is given by a Beta distribution. Using these two parameters, a 
Bayesian model is constructed to estimate the reliability. For details, see Thompson 
and Chelson (1980).

Bayesian Model Using a Geometric Distribution
In this model, based on the number of test cases at the ith debugging instance for 
which a failure first occurs, the number of failures remaining at the current debug­
ging instance is determined. For details, see Liu (1987).

Goel-Okumoto Model
This is a nonhomogeneous Poisson process model in which the mean 
of the distribution of the cumulative number of failures at time t is given by  
m(t) = a(1 – e–bt), where a and b are parameters estimated from the collected 
failure data. For details, see Goel and Okumoto (1979).

S-Shaped Model
This is also a nonhomogeneous Poisson process model in which the mean of the 
distribution of the cumulative number of failures is given by m(t) = a(1 –(1 + bt )e–bt)), 
where a is the expected number of faults detected, and b is the failure detection 
rate. For details, see Yamada and Osaki (1983).

Basic Execution Time Model
In this model, the failure rate function at time t is given by: 

l(t) = fK(N0 – m(t)),

BOX 9-1 Continued
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where

	 •	 f and K are parameters related to the testing phase
	 •	 N0 is the assumed initial number of faults, and
	 •	 μ(t) is the number of faults corrected after t amount of testing. 

A limitation of this model is that it cannot be applied when one does not have the 
initial number of faults and the failure rate function at execution time t. For details, 
see Musa (1975).

Logarithmic Poisson Model
This model is related to the basic execution time model (above). However, here 
the failure rate function is given by:

l(t) = l0e
–fm(t)

where λ0 is the initial failure intensity, and f is the failure intensity decay parameter. 
For details, see Musa and Okumoto (1984).

Duane Model (Weibull Process Model)
This is a nonhomogeneous Poisson process model with mean function 

m t
t

.
α

( ) = 





β

The two parameters, α and β, are estimated using failure time data. For details, 
see Duane (1964). 

Markov Models
Markov models require transition probabilities from state to state where the states 
are defined by the current values of key variables that define the functioning of the 
software system. Using these transition probabilities, a stochastic model is created 
and analyzed for stability. A primary limitation is that there can be a very large 
number of states in a large software program. For details, see Whittaker (1992). 

Fourier Series Model
In this model, fault clustering is estimated using time-series analysis. For details, 
see Crow and Singpurwalla (1984). 

Input Domain-Based Models
In these models, if there is a fault in the mapping of the space of inputs to the 
space of intended outputs, then that mapping is identified as a potential fault to be 
rectified. These models are often infeasible because of the very large number of 
possibilities in a large software system. For details, see Bastani and Ramamoorthy 
(1986) and Weiss and Weyuker (1988).
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work of McCabe (1976) and more recent work along similar lines (e.g., 
Ostrand et al., 2005; Weyuker et al., 2008). 

It is quite likely that for broad categories of software systems, there 
already exist prediction models that could be used earlier in development 
than performance metrics for use in tracking and assessment. It is possible 
that such models could also be used to help identify better performing con-
tractors at the proposal stage. Further, there has been a substantial amount 
of research in the software engineering community on building generaliz-
able prediction models (i.e., models trained in one system to be applied 
to another system); an example of this approach is given in Nagappan et 
al. (2006). Given the benefits from earlier identification of problematic 
software, we strongly encourage the U.S. Department of Defense (DoD) to 
stay current with the state of the art in software reliability as is practiced in 
the commercial software industry, with increased emphasis on data analyt-
ics and analysis. When it is clear that there are prediction models that are 
broadly applicable, DoD should consider mandating their use by contrac-
tors in software development.

A number of metrics have been found to be related to software system 
reliability and therefore are candidates for monitoring to assess progress 
toward meeting reliability requirements. These include code churn, code 
complexity, and code dependencies (see below). 

We note that the course on reliability and maintainability offered by 
the Defense Acquisition University lists 10 factors for increasing software 
reliability and maintainability: 

  1.	 good statement of requirements, 
  2.	use of modular design, 
  3.	use of higher-order languages, 
  4.	use of reusable software, 
  5.	use of a single language,
  6.	use of fault tolerance techniques, 
  7.	use of failure mode and effects analysis, 
  8.	 review and verification through the work of an independent team, 
  9.	 functional test-debugging of the software, and 
10.	good documentation. 

These factors are all straightforward to measure, and they can be supplied 
by the contractor throughout development.

METRICS-BASED MODELS

Metrics-based models are a special type of software reliability growth 
model that have not been widely used in defense acquisition. These are 
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software reliability growth models that are based on assessments of the 
change in software metrics that are considered to be strongly related to 
system reliability. The purpose of this section is to provide an understanding 
of when metrics-based models are applicable during software development. 
The standard from the International Organization for Standards and the 
International Electrotechnical Commission 1498-1 states that “internal 
metrics are of little value unless there is evidence that they are related to 
some externally visible quality.” Internal metrics have been shown to be 
useful, however, as early indicators of externally visible product quality 
when they are related (in a statistically significant and stable way) to the 
field quality (reliability) of the product (see Basili et al., 1996). 

The validation of such internal metrics requires a convincing demon-
stration that the metric measures what it purports to measure and that the 
metric is associated with an important external metric, such as field reli-
ability, maintainability, or fault-proneness (for details, see El-Emam, 2000). 
Software fault-proneness is defined as the probability of the presence of 
faults in the software. Failure-proneness is the probability that a particular 
software element will fail in operation. The higher the failure-proneness 
of the software, logically, the lower the reliability and the quality of the 
software produced, and vice versa.

Using operational profiling information, it is possible to relate generic 
failure-proneness and fault-proneness of a product. Research on fault-
proneness has focused on two areas: the definition of metrics to capture 
software complexity and testing thoroughness and the identification of and 
experimentation with models that relate software metrics to fault-proneness 
(see, e.g., Denaro et al., 2002). While software fault-proneness can be 
measured before deployment (such as the count of faults per structural 
unit, e.g., lines of code), failure-proneness cannot be directly measured on 
software before deployment. 

Five types of metrics have been used to study software quality: (1) code 
churn measures, (2) code complexity measures, (3) code dependencies, 
(4) defect or bug data, and (5) people or organizational measures. The rest 
of this section, although not comprehensive, discusses the type of statistical 
models that can be built using these measures.

Code Churn

Code churn measures the changes made to a component, file, or system 
over some period of time. The most commonly used code churn measures 
are the number of lines of code that are added, modified, or deleted. Other 
churn measures include temporal churn (churn relative to the time of release 
of the system) and repetitive churn (frequency of changes to the same file or 
component). Several research studies have used code churn as an indicator 
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of code quality (fault- or failure-proneness and, by extension, reliability). 
Graves et al. (2000) predicted fault incidences using software change history 
on the basis of a time-damping model that used the sum of contributions 
from all changes to a module, in which large or recent changes contributed 
the most to fault potential. Munson and Elbaum (1998) observed that as 
a system is developed, the relative complexity of each program module 
that has been altered will change. They studied a software component with 
300,000 lines of code embedded in a real-time system with 3,700 modules 
programmed in C. Code churn metrics were found to be among the most 
highly correlated with problem reports. 

Another kind of code churn is debug churn, which Khoshgoftaar et 
al. (1996) define as the number of lines of code added or changed for 
bug fixes. The researchers’ objective was to identify modules in which the 
debug code churn exceeded a threshold in order to classify the modules as 
fault-prone. They studied two consecutive releases of a large legacy sys-
tem for telecommunications that contained more than 38,000 procedures 
in 171 modules. Discriminant analysis identified fault-prone modules on 
the basis of 16 static software product metrics. Their model, when used 
on the second release, showed type I and type II misclassification rates of 
21.7 percent and 19.1 percent, respectively, and an overall misclassification 
rate of 21.0 percent. 

Using information on files with status new, changed, and unchanged, 
along with other explanatory variables (such as lines of code, age, prior 
faults) as predictors in a negative binomial regression equation, Ostrand et 
al. (2004) successfully predicted the number of faults in a multiple release 
software system. Their model had high accuracy for faults found in both 
early and later stages of development. 

In a study on Windows Server 2003, Nagappan and Ball (2005) dem-
onstrated the use of relative code churn measures (normalized values of the 
various measures obtained during the evolution of the system) to predict 
defect density at statistically significant levels. Zimmermann et al. (2005) 
mined source code repositories of eight large-scale open source systems 
(IBM Eclipse, Postgres, KOffice, gcc, Gimp, JBoss, JEdit, and Python) to 
predict where future changes would take place in these systems. The top 
three recommendations made by their system identified a correct location 
for future change with an accuracy of 70 percent.

Code Complexity

Code complexity measures range from the classical cyclomatic com-
plexity measures (see McCabe, 1976) to the more recent object-oriented 
metrics, one of which is known as the CK metric suite after its authors (see 
Chidamber and Kemerer, 1994). McCabe designed cyclomatic complexity 
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as a measure of the program’s testability and understandability. Cyclomatic 
complexity is adapted from the classical graph theoretical cyclomatic num-
ber and can be defined as the number of linearly independent paths through 
a program. The CK metric suite identifies six object-oriented metrics:

1.	 weighted methods per class, which is the weighted sum of all the 
methods defined in a class;

2.	 coupling between objects, which is the number of other classes with 
which a class is coupled; 

3.	 depth of inheritance tree, which is the length of the longest inheri-
tance path in a given class; 

4.	 number of children, which is the count of the number of children 
(classes) that each class has; 

5.	 response for a class, which is the count of the number of methods 
that are invoked in response to the initiation of an object of a 
particular class; and 

6.	 lack of cohesion of methods, which is a count of the number of 
method pairs whose similarity is zero minus the count of method 
pairs whose similarity is not zero.

The CK metrics have also been investigated in the context of fault-
proneness. Basili et al. (1996) studied the fault-proneness in software pro-
grams using eight student projects. They found the first five object-oriented 
metrics listed above were correlated with defects while the last metric was 
not. Briand et al. (1999) obtained somewhat related results. Subramanyam 
and Krishnan (2003) present a survey on eight more empirical studies, 
all showing that object-oriented metrics are significantly associated with 
defects. Gyimóthy et al. (2005) analyzed the CK metrics for the Mozilla 
codebase and found coupling between objects to be the best measure in 
predicting the fault-proneness of classes, while the number of children was 
not effective for fault-proneness prediction.

Code Dependencies

Early work by Pogdurski and Clarke (1990) presented a formal model 
of program dependencies based on the relationship between two pieces of 
code inferred from the program text. Schröter et al. (2006) showed that 
such dependencies can predict defects. They proposed an alternate way 
of predicting failures for Java classes. Rather than looking at the com-
plexity of a class, they looked exclusively at the components that a class 
uses. For Eclipse, the open source integrated development environment, 
they found that using compiler packages resulted in a significantly higher 
failure-proneness (71 percent) than using graphical user interface packages 
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(14 percent). Zimmermann and Nagappan (2008) built a systemwide code 
dependency graph of Windows Server 2003 and found that models built 
from (social) network measures had accuracy of greater than 10 percentage 
points in comparison with models built from complexity metrics.

Defect Information

Defect growth curves (i.e., the rate at which defects are opened) can 
also be used as early indicators of software quality. Chillarege et al. (1991) 
at IBM showed that defect types could be used to understand net reliabil-
ity growth in the system. And Biyani and Santhanam (1998) showed that 
for four industrial systems at IBM there was a very strong relationship 
between development defects per module and field defects per module. This 
approach allows the building of prediction models based on development 
defects to identify field defects.

People and Social Network Measures

Meneely et al. (2008) built a social network between developers using 
churn information for a system with 3 million lines of code at Nortel 
Networks. They found that the models built using such social measures 
revealed 58 percent of the failures in 20 percent of the files in the system. 
Studies performed by Nagappan et al. (2008) using Microsoft’s organiza-
tional structure found that organizational metrics were the best predictors 
for failures in Windows.

BUILDING METRICS-BASED PREDICTION MODELS

In predicting software reliability with software metrics, a number of 
approaches have been proposed. Logistic regression is a popular technique 
that has been used for building metric-based reliability models. The general 
form of a logistic regression equation is given as follows:
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where c, a1, and a2 are the logistic regression parameters and X1, X2, . . . are 
the independent variables used for building the logistic regression model. 
In the case of metrics-based reliability models, the independent variables 
can be any of the (combination of) measures ranging from code churn and 
code complexity to people and social network measures. 
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FIGURE 9-1  Support vector machines: overview. 
NOTE: See text for discussion. 

Another common technique used in metrics-based prediction models is 
a support vector machine (for details, see Han and Kamber, 2006). For a 
quick overview of this technique, consider a two-dimensional training set 
with two classes as shown in Figure 9-1. In part (a) of the figure, points 
representing software modules are either defect-free (circles) or have defects 
(boxes). A support vector machine separates the data cloud into two sets 
by searching for a maximum marginal hyperplane; in the two-dimensional 
case, this hyperplane is simply a line. There are an infinite number of pos-
sible hyperplanes in part (a) of the figure that separate the two groups. 
Support vector machines choose the hyperplane with the margin that gives 
the largest separation between classes. Part (a) of the figure shows a hyper-
plane with a small margin; part (b) shows one with the maximum margin. 
The maximum margin is defined by points from the training data—these 
“essential” points are also called support vectors; in part (b) of the figure 
they are indicated in bold. 

Support vector machines thus compute a decision boundary, which is 
used to classify or predict new points. One example is the triangle in part (c) 
of Figure 9-1. The boundary shows on which side of the hyperplane the new 
software module is located. In the example, the triangle is below the hyper-
plane; thus it is classified as defect free. 

Separating data with a single hyperplane is not always possible. Part (d) 
of Figure 9-1 shows an example of nonlinear data for which it is not pos-
sible to separate the two-dimensional data with a line. In this case, sup-
port vector machines transform the input data into a higher dimensional 
space using a nonlinear mapping. In this new space, the data are then 
linearly separated (for details, see Han and Kamber, 2006). Support vector 
machines are less prone to overfitting than some other approaches because 
the complexity is characterized by the number of support vectors and not 
by the dimensionality of the input. 
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Failure-free
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Failure-free

hyperplanenew

With failures
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(a) small margin (b) maximum margin (c) classifying tuples (d) nonlinear data
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Other techniques that have been used instead of logistic regression and 
support vector machines are discriminant analysis and decision and clas-
sification trees.

Drawing general conclusions from empirical studies in software engi-
neering is difficult because any process is highly dependent on a potentially 
large number of relevant contextual variables. Consequently, the panel does 
not assume a priori that the results of any study will generalize beyond 
the specific environment in which it was conducted, although researchers 
understandably become more confident in a theory when similar findings 
emerge in different contexts. 

Given that software is a vitally important aspect of reliability and that 
predicting software reliability early in development is a severe challenge, 
we suggest that DoD make a substantial effort to stay current with efforts 
employed in industry to produce useful predictions. 

TESTING 

There is a generally accepted view that it is appropriate to combine 
software failures with hardware failures to assess system performance in a 
given test. However, in this section we are focusing on earlier non-system-
level testing in developmental testing, akin to component-level testing for 
hardware. The concern is that if insufficient software testing is carried out 
during the early stages of developmental testing, then addressing software 
problems discovered in later stages of developmental testing or in opera-
tional testing will be much more expensive.1

As discussed in National Research Council (2006), to adequately test 
software, given the combinatorial complexity of the sequence of statements 
activated as a function of possible inputs, one is obligated to use some form 
of automated test generation, with high code coverage assessed using one 
of the various coverage metrics proposed in the research literature. This is 
necessary both to discover software defects and to evaluate the reliability 
of the software component or subsystem. However, given the current lack 
of software engineering expertise accessible in government developmental 
testing, the testing that can be usefully carried out, in addition to the test-
ing done for the full system, is limited. Consequently, we recommend that 
the primary testing of software components and subsystems be carried out 
by the developers and carefully documented and reported to DoD and that 
contractors provide software that can be used to run automated tests of the 
component or subsystem (Recommendation 14, in Chapter 10). 

1 By software system, we mean any system that is exclusively software. This includes infor-
mation technology systems and major automated information systems. 
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If DoD acquires the ability to carry out automated testing, then there 
are model-based techniques, including those developed by Poore (see, e.g., 
Whittaker and Poore, 1993), based on profiles of user inputs, that can 
provide useful summary statistics about the reliability of software and its 
readiness for operational test (for details, see National Research Council, 
2006). 

Finally, if contractor code is also shared with DoD, then DoD could 
validate some contractor results through the use of fault injection (seeding) 
techniques (see Box 9-1, above). However, operational testing of a software 
system can raise an issue known as fault masking, whereby the occurrence 
of a fault prevents the software system from continuing and therefore 
misses faults that are conditional on the previous code functioning properly. 
Therefore, fault seeding can fail to provide unbiased estimates in such cases. 
The use of fault seeding could also be biased in other ways, causing prob-
lems in estimation, but there are various generalizations and extensions of 
the technique that can address these various problems. They include explicit 
recognition of order constraints and fault masking, Bayesian constructs that 
provide profiles for each subroutine, and segmenting system runs.

MONITORING

One of the most important principles found in commercial best prac-
tices is the benefit from the display of collected data in terms of trend charts 
to track progress. Along these lines, Selby (2009) demonstrates the use of 
analytics dashboards in large-scale software systems. Analytics dashboards 
provide easily interpretable information that can help many users, including 
front-line software developers, software managers, and project managers. 
These dashboards can cater to a variety of requirements: see Figure 9-2. 
Several of the metrics shown in the figure, for example, the trend of post-
delivery defects, can help assess the overall stability of the system.

Selby (2009) states that organizations should define data trends that 
are reflective of success in meeting software requirements so that, over 
time, one could develop statistical tests that could effectively discrimi-
nate between successful and unsuccessful development programs. Analytics 
dashboards can also give context-specific help, and the ability to drill down 
to provide further details is also useful: see Figure 9-3 for an example.
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Producing a reliable defense system is predicated on using proper engi-
neering techniques throughout system development, beginning before 
program initiation, through delivery of prototypes, to fielding of the 

system. To start, one must develop requirements that are both technically 
achievable and measurable and testable. In addition, they need to be cost-
effective when considering life-cycle costs. 

Once reasonable requirements have been determined, the development 
of reliable defense systems depends on having an adequate budget and 
time to build reliability in at the design stage and then to refine the design 
through testing that is focused on reliability. We make several recom-
mendations geared toward ensuring the allocation of sufficient design and 
test resources in support of the development of reliable defense systems. 
We also offer recommendations on information sharing and other factors 
related to the oversight of the work of contractors and subcontractors, the 
acceptance of prototypes from contractors, developmental testing, reliabil-
ity growth modeling, and the collection and analysis of data throughout 
system development. 

The panel’s analysis and recommendations to the U.S. Department of 
Defense (DoD) cover the many steps and aspects of the acquisition process, 
presented in this chapter in roughly chronological order: analysis of alter-
natives; request for proposals; an outline reliability demonstration plan; 
raising the priority of reliability; design for reliability; reliability growth 
testing; design changes; information on operational environments; acquisi-
tion contracts; delivery of prototypes for developmental testing; develop-
mental testing; and intermediate reliability goals. 

10

Conclusions and Recommendations 
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We note that in several of our recommendations the panel designates 
the Under Secretary of Defense for Acquisition, Technology, and Logistics 
(USD AT&L) as the implementing agent. This designation reflects the 
panel’s understanding of DoD’s acquisition process and regulations and the 
flow of authority from USD AT&L, first through the Assistant Secretary 
of Defense for Networks and Information Integration (ASD NII) and the 
Director of Operational Test and Evaluation (DOT&E) and then through 
the component acquisition authorities (of each service) and program execu-
tive officers to program managers.1 

We also note that some of our recommendations are partly redundant 
with existing acquisition procedures and regulations: our goal in including 
them is to emphasize their importance and to encourage more conscientious 
implementation.

ANALYSIS OF ALTERNATIVES

The defense acquisition process begins when DoD identifies an existing 
military need that requires a materiel solution. The result can be a request 
either for the development of a new defense system or the modification of 
an existing one. Different suggestions for addressing the need are compared 
in an “analysis of alternatives.” This document contains the missions that 
a proposed system is intended to carry out and the conditions under which 
the proposed system would operate. Currently, the analysis of alternatives 
does not necessarily include the possible effects of system reliability on life-
cycle costs (although many such analyses do). Clearly, those costs do need 
to be considered in the decision on whether to proceed. 

After there is a decision to proceed, reliability requirements are first 
introduced and justified in the RAM-C (reliability, availability, maintain-
ability, and cost) document, which lays out the reliability requirements 
for the intended system and contains the beginnings of a reliability model 
justifying that the reliability requirement is technically feasible.

If it is decided to develop a new defense system, possible contractors 
from industry are solicited using a request for proposal (RFP), which is 
based on both the analysis of alternatives and the RAM-C document. RFPs 
describe the system’s capabilities so that potential bidders fully understand 
what is requested. RFPs specify the intended missions the system needs to 
successfully undertake, the conditions under which the system will operate 

1 DoD 5000.02 states, Program Managers for all programs shall formulate a viable Reli-
ability, Availability and Maintainability strategy that includes a reliability growth program.
Our recommendations, if implemented, will expand on this existing requirement and effect 
the work and authority of program managers and test authorities, but regulatory change is 
the responsibility of USD (AT&L), together with ASD (NII) and DOT&E. 
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and be maintained during its lifetime, the requirements that the system needs 
to satisfy, and what constitutes a system failure. An RFP also contains, from 
the RAM-C document, the beginning of a reliability model so that the con-
tractor can understand how DoD can assert that the reliability requirement 
is achievable. 

RFPs generate proposals, and these need to be evaluated, among other 
criteria, to assess whether the contractor is likely to produce a reliable 
system. Therefore, proposals need to be explicit about the design tools and 
testing, including a proposed testing schedule that will be funded in sup-
port of the production of a reliable system. When DoD selects a winning 
proposal, an acquisition contract is negotiated. This contract is critical to 
the entire process. Such contracts provide for the level of effort devoted 
to reliability growth, and the degree of interaction between the contractor 
and DoD, including the sharing of test and other information that inform 
DoD as to what the system in development is and is not capable of doing. 

In making our recommendations, we consider first the analysis of alter-
natives. As noted above, there is currently no obligation in the analysis of 
alternatives to consider the impact of the reliability of the proposed system 
on mission success and life-cycle costs. Because such considerations could 
affect the decision as to whether to go forward with a new acquisition pro-
gram, they should be required in every analysis of alternatives. 

RECOMMENDATION 1  The Under Secretary of Defense for Acquisi-
tion, Technology, and Logistics should ensure that all analyses of alterna-
tives include an assessment of the relationships between system reliability 
and mission success and between system reliability and life-cycle costs. 

The next stage in the acquisition process is the setting of reliability 
requirements. Although these requirements should not necessarily be shared 
at the RFP stage, they are needed internally—even prior to the issuance of 
an RFP—to begin the process of justification and assessment of feasibility. 
The RAM-C report should justify the reliability requirements by showing 
that they are either necessary in order to have a high probability of suc-
cessfully carrying out the intended missions or by showing that they are 
necessary to limit life-cycle costs. 

In addition, the RAM-C report should include an estimate of the acqui-
sition costs and an assessment of their uncertainty, which should include 
as a component the estimated life-cycle costs and an assessment of their 
uncertainty, with life-cycle costs expressed as a function of system reli-
ability. (It is understood that life-cycle costs are a function of many other 
system characteristics than its reliability.) In addition, the RAM-C report 
should provide support for the assertion that the reliability requirements are 
technically feasible, measurable, and testable. (A requirement is measurable 
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if there is a metric that underlies the requirement that is objectively deter-
mined, and it is testable if there is a test that can objectively discriminate 
between systems that have and have not achieved the requirement.)

DoDI 5000.02 requires 

[a] preliminary Reliability, Availability, Maintainability and Cost Ratio-
nale (RAM-C) Report in support of the Milestone A decision. This report 
provides a quantitative basis for reliability requirements, and improves 
cost estimates and program planning. This report will be attached to the 
SEP at Milestone A, and updated in support of the Development RFP 
Release Decision Point, Milestone B, and Milestone C. . . . [The RAM-C 
report] documents the rationale behind the development of the sustain-
ment requirements along with underlying assumptions. Understanding 
these assumptions and their drivers will help warfighters, combat devel
opers, and program managers understand the basis for decisions made 
early in a program. When the requirements and underlying assumptions 
are not clearly documented, the project may be doomed to suffer from 
subsequent decisions based on incorrect assumptions. 

We are aware of reliability requirements for proposed new defense 
systems that have been technically infeasible or that have not reflected a 
cost-efficient approach to acquisition. Furthermore, reliability requirements 
have at times not been measurable or testable. To address these deficiencies, 
DoD should be obligated to include technical justifications in the RAM-C 
document that support these assertions in a manner that most experts in the 
field would find persuasive. Given that estimates of life-cycle costs require 
considerable technical expertise to develop, it is important to ensure that 
such assessments are made by appropriate experts in reliability engineering. 
Furthermore, the assessment as to whether requirements are achievable, 
measurable, and testable also requires considerable expertise with respect 
to the proposed system. To ensure that the required report about the reli-
ability requirements reflects input from people with the necessary expertise, 
DoD should require that an external panel examines the arguments behind 
such assertions prior to the issuance of an RFP. That assessment of reliabil-
ity requirements should be delivered to the Joint Requirements Oversight 
Council (JROC) or, as appropriate, its Component analog. This assessment 
should also contain an evaluation of the feasibility of acquiring the sys-
tem within the specified cost and time schedule. The JROC, based on this 
technical report and the external assessment of it, should be the deciding 
authority on whether or not DoD proceeds to issue an RFP for the system.2

2 In forming these expert committees, it is important that the relevant requirements officer 
is either a member or is asked to present any relevant work on the development of the reli-
ability requirement.
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RECOMMENDATION 2  Prior to issuing a request for proposals, the 
Office of the Under Secretary of Defense for Acquisition, Technology, 
and Logistics should issue a technical report on the reliability require-
ments and their associated justification. This report should include the 
estimated relationship between system reliability and total acquisition 
and life-cycle costs and the technical justification that the reliability 
requirements for the proposed new system are feasible, measurable, and 
testable. Prior to being issued, this document should be reviewed by a 
panel with expertise in reliability engineering, with members from the 
user community, from the testing community, and from outside of the 
service assigned to the acquisition. We recognize that before any devel-
opment has taken place these assessments are somewhat guesswork 
and it is the expectation that as more about the system is determined, 
the assessments can be improved. Reliability engineers of the services 
involved in each particular acquisition should have full access to the 
technical report and should be consulted prior to the finalization of 
the RFP. 

REQUESTS FOR PROPOSALS

As argued above, requests for proposals should include reliability 
requirements and their justification—highlighting the reliability goals for 
specific subsystems that are believed to be keys to system reliability—by 
demonstrating that they are necessary either to have a high probability of 
successfully carrying out the intended missions or by showing that a reli-
ability level is necessary to limit life-cycle costs.3 We acknowledge here, too, 
that prior to any system development, the assessment of feasibility and the 
linking of the level of system reliability to life-cycle costs is at best informed 
guesswork. But, absent assessments of feasibility, requirements could be 
optimistic dreams. And absent linking the requirements to reliability-driven 
life-cycle costs, the decision could be made to, say, modestly reduce the cost 
of the system through what would be perceived as a modest reduction in 
system reliability, and as a result producing a system that is substantially 
more expensive to field due to the increased life-cycle costs. 

On the basis of the RAM-C document, the RFP should include a rough 
estimate of the acquisition costs and an assessment of their uncertainty, 
which should include as a component the estimated life-cycle costs and an 
assessment of their uncertainty, with life-cycle costs expressed as a function 
of system reliability. The RFP needs to provide support for the assertion 

3 Sometimes, system requirements are initially expressed optimistically to generate early sup-
port for the system. This is clearly counterproductive for many reasons, and the panel’s recom-
mendation to provide technical justification in the RFP may help to eliminate this practice. 
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that the reliability requirements are technically feasible by reporting esti-
mated levels for specific subsystems thought to contribute substantially to 
system reliability, that have either appeared in fielded systems or for which 
estimates are otherwise available, and the assertion that the reliability 
requirements are measurable and testable. 

Clearly, analyses of feasibility and estimates of life-cycle costs as a func-
tion of system reliability are likely to be revised as development proceeds by 
the contractor. But including initial analyses and assessments of these quan-
tities in the RFP will help to demonstrate the high priority given to such 
considerations. As the system design matures, such analyses and assess-
ments will improve. As a start to this improvement, part of the proposal 
that is produced in response to the RFP from the contractor should be the 
contractor’s review of the government’s initial reliability assertions and 
the degree to which they are in accordance or they differ (with rationale)—
and the consequence of such on the contractor’s proposal for designing, 
building, and testing the system.

In situations in which new technology is involved, DoD may instead 
issue a request for information to engage knowledgeable people from indus-
try in the process of preparing the report on requirements. If new or devel-
oping technology may be needed in the system, the process of evolutionary 
acquisition needs to be considered.4 In this case, necessary, achievable, 
measurable, and testable reliability requirements for the system during each 
acquisition spiral need to be specified and justified. 

Even when assessments of technical feasibility are made with due dili-
gence, it may be that during development the reliability requirements turn 
out to be technically infeasible. This possibility can become clear as a result 
of the collection of new information about the reliability of components 
and other aspects of the system design through early testing. Similarly, 
an argument about whether to increase system reliability beyond what is 
necessary for mission success in order to reduce life-cycle costs could need 
reconsideration as a result of the refinement of estimates of the costs of 
repair and replacement parts. 

If the requirement for reliability turns out not to be technically fea-
sible, it could have broad implications for the intended missions, life-cycle 
costs, and other aspects of the system. Therefore, when a request is made 
by the contractor for a modification of reliability requirements, there is 
again a need for a careful review and issuance of an abbreviated version 
of the analysis of alternatives and the above report on reliability require-
ments, with input from the appropriate experts. In addition to updating the 

4 For a description of this process, see DoD Instruction 5000.02, Operation of the Defense 
Acquisition System, available at http://www.dtic.mil/whs/directives/corres/pdf/500002_interim.
pdf [December 2013].
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analysis of alternatives, if necessary, the RAM-C and associated logistics 
documents would need to be updated to identify and show the impacts of 
the reliability changes.

RECOMMENDATION 3  Any proposed changes to reliability require-
ments by a program should be approved at levels no lower than that of 
the service component acquisition authority. Such approval should con-
sider the impact of any reliability changes on the probability of successful 
mission completion as well as on life-cycle costs.

It is not uncommon for the DoD requirements generation process to 
establish one or more reliability requirements that differ from the reli-
ability requirements agreed to in the acquisition contract. This can be 
due to the difference between mean time between failures in a laboratory 
setting and mean time between failures in an operational setting, or it 
can be due to negotiations between DoD and the contractor. In the first 
instance, these differences are due to the specifics of the testing strategy. 
To address this, we suggest that DoD archive the history of the develop-
ment of the initial reliability requirement in the RFP and how that initial 
requirement evolved throughout development and even in initial fielding 
and subsequent use. 

AN OUTLINE RELIABILITY DEMONSTRATION PLAN

Knowing the design of the tests that will be used to evaluate a system in 
development is an enormous help to developers in understanding the mis-
sions and the stresses the system is expected to face. Given the importance 
of conveying such information as early as possible to developers, RFPs 
should provide an early overview of what will later be provided in much 
greater detail in an outline reliability demonstration or development plan. 
With respect to reliability, a test and evaluation master plan (TEMP) pro-
vides the types and numbers of prototypes, hours, and other characteristics 
of various test events and schedules that will take place during govern-
ment testing. And with respect to reliability assessment, a TEMP provides 
information on any acceleration used in tests, the associated evaluations 
resulting from tests, and, overall, how system reliability will be tracked 
in a statistically defendable way. So a TEMP provides a description of the 
various developmental and operational tests that will be used to identify 
flaws in system design and those tests that will be used to evaluate system 
performance. A TEMP also describes system failure and specifies how reli-
ability is scored at test events and at design reviews. 

It would be premature to lay out a TEMP in the RFP for a proposed 
new defense acquisition. However, having some idea as to the testing that 
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is expected to be done to support reliability growth and to assess reliability 
performance would be extremely useful in making decisions on system 
design. We therefore call on DoD to produce a new document, which we 
call an outline reliability demonstration plan, to be included in the RFP 
and serve as the overview of the TEMP for reliability, providing as much 
information as is available concerning how DoD plans to evaluate system 
performance—for present purposes, the evaluation of reliability growth. 
The outline should specify the extent of the tests (e.g., total hours, num-
ber of replications), the test conditions, and the metrics used. The outline 
should also include the pattern of reliability growth anticipated at various 
stages of development.5 

Preliminary reliability levels that can serve as intermediate targets 
would be available early on since there is some empirical evidence as to 
the degree of reliability growth that can be expected to result from a test-
analyze-fix-test period of a certain length for various kinds of systems (see 
Chapter 6). An outline reliability demonstration plan should also indicate 
how such comparisons will be used as input to decisions on the promo-
tion of systems to subsequent stages of development—a specified threshold 
needs to include a buffer to reflect the sample size of such tests in order to 
keep the producer’s risk low. 

As with the technical report on reliability requirements recommended 
above and because an outline reliability demonstration plan also has sub-
stantial technical content, it should be reviewed by an expert panel prior to 
its inclusion in an RFP. This expert panel should include reliability engineers 
and system users, members from the testing community, and members from 
outside of the service responsible for system acquisition. This expert panel 
should deliver a report reviewing the adequacy of the outline reliability 
demonstration plan, and it should include an assessment as to whether or 
not the system can likely be acquired within the specified cost and time 
schedule. Based on the technical report on reliability requirements and the 
outline reliability demonstration plan, the JROC would decide whether or 
not DoD will proceed to issue an RFP for the system. 

RFPs currently contain a systems engineering plan, which lays out 
the methods by which all system requirements having technical content, 
technical staffing, and technical management are to be implemented on a 
program, addressing the government and all contractor technical efforts. 
Therefore the systems engineering plan is a natural location for this addi-
tional material on reliability test and evaluation that we argue for inclusion 
in RFPs. 

5 DoD may also wish to include in an outline reliability demonstration plan the early plans 
for the overall evaluation of system performance. 
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RECOMMENDATION 4  Prior to issuing a request for proposal, the 
Under Secretary of Defense for Acquisition, Technology, and Logistics 
should mandate the preparation of an outline reliability demonstration 
plan that covers how the department will test a system to support and 
evaluate system reliability growth. The description of these tests should 
include the technical basis that will be used to determine the number of 
replications and associated test conditions and how failures are defined. 
The outline reliability demonstration plan should also provide the 
technical basis for how test and evaluation will track in a statistically 
defendable way the current reliability of a system in development given 
the likely number of government test events as part of developmental 
and operational testing. Prior to being included in the request for 
proposal for an acquisition program, the outline reliability demonstra-
tion plan should be reviewed by an expert external panel. Reliability 
engineers of the services involved in the acquisition in question should 
also have full access to the reliability demonstration plan and should 
be consulted prior to its finalization. 

RFPs are currently based on a statement of work that contains reli-
ability specifications for the developer and obligations for DoD. We note 
that the Army Materiel Systems Analysis Activity (AMSAA) has issued 
documents concerning language for reliability specification and contractual 
language for hardware and software systems that can be used as a guide for 
implementing the above panel recommendation. 

RAISING THE PRIORITY OF RELIABILITY

A key element in improving the reliability of DoD’s systems is recog-
nizing the importance of reliability early and throughout the acquisition 
process. This point was emphasized in an earlier report of the Defense Sci-
ence Board (2008). Many of our recommendations are consistent with the 
recommendations in that report (see Chapter 1). To emphasize the impor-
tance of these issues, we offer a recommendation on the need to increase 
the priority of reliability in the acquisition process. 

At present, availability is the mandatory suitability key performance 
parameter, and reliability is a subordinate key system attribute. There is 
some evidence to suggest that when reliability falls short of its require-
ment, some defense acquisition personnel consider it a problem that can 
be addressed with more maintenance or expedited access to spare parts. 
Furthermore, there seems to be a belief that as long as the availability key 
performance parameter is met, DOT&E is likely to deem the system to be 
suitable. Yet DOT&E continues to find systems unsuitable because of poor 
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reliability (see Chapter 1). This continuing deficiency supports elevation of 
reliability to key performance parameter status.

RECOMMENDATION 5  The Under Secretary of Defense for Acqui-
sition, Technology, and Logistics should ensure that reliability is a key 
performance parameter: that is, it should be a mandatory contractual 
requirement in defense acquisition programs. 

DESIGN FOR RELIABILITY AND RELIABILITY TESTING

As discussed throughout this report, there are two primary ways, in 
combination, to achieve reliability requirements in a development program: 
reliability can be “grown” by using a test-analyze-fix-test process, and the 
initial design can be developed with system reliability as an objective. The 
Defense Science Board’s report (2008) argued that no amount of testing 
would compensate for deficiencies in system design due to the failure to 
give proper priority in the design to attain reliability requirements (see 
Chapter 1). We support and emphasize this conclusion. 

It is important for contractors to describe the reliability management 
processes that they will use. Those processes should include establish-
ment of an empowered reliability review board or team for tracking reli-
ability from design through deployment and operations, encompassing 
design changes, observed failure modes, and failure and correction action 
analyses. 

Similarly, the report of the Reliability Improvement Working Group 
(U.S. Department of Defense, 2008c) contained detailed advice for man-
dating reliability activities in acquisition contracts (see Appendix C). That 
report included requirements for a contractor to develop a detailed reliabil-
ity model for the system that would generate reliability allocations from the 
system level down to lower levels, and to aggregate system-level reliability 
estimates based on estimates from components and subsystems. The reli-
ability model would be updated whenever new failure modes are identified, 
there are updates or revisions to the failure definitions or load estimates are 
revised, and there are design and manufacturing changes throughout the 
system’s life cycle. The report further called for the analysis of all failures, 
either in testing or in the field, until the root-cause failure mechanism is 
identified. In addition, the report detailed how a contractor should use a 
system reliability model, in conjunction with expert judgment, for all assess-
ments and decisions about the system. 

Consistent both with the report of the Reliability Improvement Working 
Group and with ANSI/GEIA-STD-0009, we strongly agree that proposals 
should provide evidence in support of the assertion that the design-for- 
reliability tools suggested for use and the testing schemes outlined are con-
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sistent with meeting the reliability requirement during the time allocated 
for development. As part of this evidence, contractors should be required 
to develop, and share with DoD, a system reliability model detailing how 
system reliability is related to that of the subsystems and components. 
Proposals should also acknowledge that developers will provide DoD with 
technical assessments, at multiple times during development, that track 
whether the reliability growth of the system is consistent with satisfying the 
reliability requirements for deployment. 

We acknowledge that it is a challenge for developers to provide this 
information and for DoD to evaluate it before any actual development work 
has started. However, a careful analysis can identify proposed systems and 
development plans that are or are not likely to meet the reliability require-
ments without substantial increase in development costs and/or extensive 
time delays. To develop a reasonable estimate of the initial reliability cor-
responding to a system design, one would start with the reliability of the 
components and subsystems that have been used in previous systems and 
engineering arguments and then combine this information using reliability 
block diagrams, fault-tree analyses, and physics-of-failure modeling. Then, 
given this initial reliability, a testing plan, and the improvements that have 
been demonstrated by recent, related systems during development, one can 
roughly ascertain whether a reliability goal is feasible.

RECOMMENDATION 6  The Under Secretary of Defense for Acqui-
sition, Technology, and Logistics should mandate that all proposals 
specify the design-for-reliability techniques that the contractor will 
use during the design of the system for both hardware and software. 
The proposal budget should have a line item for the cost of design-for-
reliability techniques, the associated application of reliability engineer-
ing methods, and schedule adherence. 

RECOMMENDATION 7  The Under Secretary of Defense for Acqui-
sition, Technology, and Logistics should mandate that all proposals 
include an initial plan for system reliability and qualification (including 
failure definitions and scoring criteria that will be used for contractual 
verification), as well as a description of their reliability organization 
and reporting structure. Once a contract is awarded, the plan should 
be regularly updated, presumably at major design reviews, establishing 
a living document that contains an up-to-date assessment of what is 
known by the contractor about hardware and software reliability at 
the component, subsystem, and system levels. The U.S. Department of 
Defense should have access to this plan, its updates, and all the associ-
ated data and analyses integral to their development. 
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The reliability plan called for in Recommendation 7 would start with 
the reliability case made by DoD (see Recommendation 1). Given that the 
contractor is responding to an RFP with a proposal that contains an ini-
tial argument that system reliability is technically feasible, the contractor 
should be able to provide a more refined model that supports the assertion 
that the reliability requirement is achievable within the budget and time 
constraints of the acquisition program. As is the case of the argument 
provided by DoD, this should include the reliabilities of components and 
major subsystems along with either a reliability block diagram or a fault-
tree diagram to link the estimated subsystem reliabilities to produce an 
estimate of the full-system reliability.

ASSESSMENT OF THE RELIABILITY OF 
ELECTRONIC COMPONENTS

Determining the reliability of new electronic components is a persis-
tent problem in defense systems. Appendix D provides a critique of MIL- 
HDBK-217 as a method for predicting the reliability of newly developed 
electronic components. The basic problem with MIL-HDBK-217 is that it 
does not identify the root causes, failure modes, and failure mechanisms 
of electronic components. MIL-HDBK-217 provides predictions based on 
simple heuristics and regression fits to reliability data for a select number 
of components, as opposed to engineering design principles and physics-of- 
failure analyses. The result is a prediction methodology that has the follow-
ing limitations: (1) the assumption of a constant failure rate is known to 
be false, since electronic components have instantaneous failure rates that 
are subject to various kinds of wear-out (due to several different types of 
stresses and environmental conditions) and are subject to infant mortality; 
(2) lack of consideration of root causes of failures, failure modes, and fail-
ure mechanisms does not allow predictions to take into consideration the 
load and environment history, materials, and geometries; (3) the approach 
taken is focused on component-level reliability prediction, therefore failing 
to account for manufacturing, design, system requirements, and interfaces; 
(4) the approach is unable to account for environmental and loading con-
ditions in a natural way—instead they are accounted for through the use 
of various adjustment factors; and (5) the focus on fitting reliability data 
makes it impossible to provide predictions for the newest technologies 
and components. These limitations combine in different ways to cause the 
predictions from MIL-HDBK-217 to fail to accurately predict electronic 
component reliabilities, as has been shown by a number of careful studies, 
including on defense systems. Possibly most disturbingly, the use of MIL-
HDBK-217 has resulted in poor ranking of the predicted reliabilities of 
proposed defense systems in development.
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To further support this assertion, we quote from the following articles 
that strongly support the need to eliminate MIL-HDBK-217 in favor of a 
physics-of-failure approach: 

•	 . . . it appears that this application of the Arrhenius model was 
not rigorously derived from physics-of-failure principles. Also, 
current physics-of-failure research indicates that the relationship 
between microelectronic device temperatures and failure rate is 
more complex than previously realized, necessitating explicit 
design consideration of temperature change, temperature rate 
of change, and spatial temperature gradients. And, a review 
of acceleration modeling theory indicates that when modeling 
the effect that temperature has on microelectronic device reli-
ability, each failure mechanism should be treated separately, 
which is also at odds with the approach used in MIL-HDBK-217 
(Cushing, 1993). 

•	 Traditionally, a substantial amount of military and commercial reli-
ability assessments for electronic equipment have been developed 
without knowledge of the root-causes of failure and the parameters 
which appreciably affect them. These assessments have used look-
up tables from US MIL-HDBK-217 and its progeny for component 
failure rates which are largely based on curve fitting of field data. 
However, these attempts to simplify the process of reliability assess-
ment to the point of ignoring the true mechanisms behind failure 
in electronics, and their life and acceleration models, have resulted 
in an approach which provides the design team little guidance, and 
may in fact harm the end-product in terms of reliability and cost. 
The oversimplified look-up table approach to reliability requires 
many invalid assumptions. One of these assumptions is that elec-
tronic components exhibit a constant failure rate. For many cases, 
this constant failure rate assumption can introduce a significant 
amount of error in decisions made for everything from product 
design to logistics. The constant failure rate assumption can be most 
detrimental when failure rates are based on past field data which 
includes burn-in failures, which are typically due to manufacturing 
defects, and/or wear out failures, which are attributed to an intrinsic 
failure rate which is dependent on the physical processes inherent 
within the component. In order to improve the current reliability 
assessment process, there needs to be a transition to a science-based 
approach for determining how component hazard rates vary as a 
function of time. For many applications, the notion of the constant 
failure rate should be replaced by a composite instantaneous hazard 
rate which is based on root-cause failure mechanisms. A significant 
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amount of research has been conducted on the root-causes of failure 
and many failure mechanisms are well understood (Mortin et al., 
1995).

•	 Reliability assessment of electronics has traditionally been based 
on empirical failure-rate models (e.g., MIL-HDBK-217) developed 
largely from curve fits of field-failure data. These field-failure data 
are often limited in terms of the number of failures in a given 
field environment, and determination of the actual cause of fail-
ure. Often, components are attributed incorrectly to be the cause 
of problems even though 30-70% of them retest OK. In MIL-
HDBK-217, crucial failure details were not collected and addressed, 
e.g., (1) failure site, (2) failure mechanism, (3) load/environment 
history, (4) materials, and (5) geometries. Two consequences are: 
(a) MIL-HDBK-217 device failure-rate prediction methodology 
does not give the designer or manufacturer any insight into, or 
control over, the actual causes or failure since the cause-and-effect 
relationships impacting reliability are not captured. Yet, the fail-
ure rate obtained is often used as a reverse-engineering tool to 
meet reliability goals; (b) MIL-HDBK-217 does not address the 
design and usage parameters that greatly influence reliability, which 
results in an inability to tailor a MIL-HDBK-217 prediction using 
these key parameters. . . . A central feature of the physics-of-failure 
approach is that reliability modeling used for the detailed design 
of electronic equipment is based on root-cause failure processes or 
mechanisms. When reliability modeling is based on failure mecha-
nisms, an understanding of the root-causes of failure in electronic 
hardware is feasible. This is because failure-mechanism models 
explicitly address the design parameters which have been found 
to influence hardware reliability strongly, including material prop-
erties, defects, and electrical, chemical, thermal, and mechanical 
stresses. The goal is to keep the modeling, in a particular applica-
tion, as simple as feasible without losing the cause-effect relation-
ships that advance useful corrective action. Research into physical 
failure mechanisms is subjected to scholarly peer review and pub-
lished in the open literature. The failure mechanisms are validated 
through experimentation and replication by multiple researchers. 
Industry is now recognizing that an understanding of potential 
failure mechanisms leads to eliminating them cost-effectively, and is 
consequently demanding an approach to reliability modeling and 
assessment that uses knowledge of failure mechanisms to encour-
age robust designs and manufacturing practices (Cushing et al., 
1993). 
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The natural focus on the part limit necessarily bounds how much 
attention can be given to an exhaustive consideration at the subsystems 
and system level—even for a physics-of-failure approach. Therefore, some 
judgment has to be exercised as to where to conduct detailed analyses. But 
if some part/component/system is determined to be “high priority,” then the 
best available tools for addressing it should be pursued. MIL-HDBK-217 
falls short in that regard. 

Physics of failure has often been shown to perform better, but it does 
require the a priori understanding of the failure mechanisms—or the devel-
opment of such. Also, MIL-HDBK-217 does not provide adequate design 
guidance and information regarding microelectronic failure mechanisms, 
and for the most part it does not include the failure rate for software, inte-
gration, manufacturing defects, etc.

Because of the limitations of MIL-HDBK-217, we want to emphasize 
the importance of the modern design-for-reliability techniques, particularly 
physics-of-failure-based methods, to support system design and reliability 
estimation. We wish to exclude any version of MIL-HDBK-217 from fur-
ther use. Further, we realize that there is nothing particular in this regard 
with electronic components, and therefore, we are recommending that 
such techniques be used to help design for and assess the reliability of sub
systems early in system development for all components in all subsystems. 
In particular, physics of failure should be utilized to identify potential 
wear-out failure modes and mitigations for enhancing long-term reliability 
performance. 

RECOMMENDATION 8  Military system developers should use 
modern design-for reliability (DFR) techniques, particularly physics-of- 
failure (PoF)-based methods, to support system design and reliability 
estimation. MIL-HDBK-217 and its progeny have grave deficiencies; 
rather, DoD should emphasize DFR and PoF implementations when 
reviewing proposals and reliability program documentation. 

We understand that the conversion from MIL-HDBK-217 to a new 
approach based on physics-of-failure modeling cannot be done overnight 
and that guidances, training, and specific tools need to be developed to 
support the change. However, this conversion can be started immediately, 
because the approach is fully developed in many commercial applications.

OVERSIGHT OF SOFTWARE DEVELOPMENT

If a system is software intensive or if one or more major subsystems are 
software intensive, then the contractor should be required to provide infor-
mation on the reasons justifying the selection of the software architecture 
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and the management plan used in code development (e.g., use of AGILE 
development) to produce an initial code for testing that is reasonably free 
of defects. Given the current lack of expertise in software engineering in 
the defense acquisition community, the architecture, management plan, 
and other specifications need to be reviewed by an outside expert panel 
appointed by DoD that includes users, testers, software engineers, and 
members from outside of the service acquiring the system. This expert panel 
should also review the software system design and estimates of its reliability 
and the uncertainty of those estimates. The panel should report to JROC, 
which should use this information in awarding acquisition contracts. 

Software reliability growth through the test-analyze-and-fix approach 
can be assessed using various metrics, including build success rate, code 
dependency metrics, code complexity metrics, assessments of code churn 
and code stability, and code velocity. To assist DoD in monitoring progress 
toward developing reliable software, a database should be developed by the 
contractor to provide a constant record of an agreed-upon subset of such 
metrics. In addition, the contractor should maintain a sharable record of 
all the categories of failure and how the code was fixed in response to each 
discovered failure.

RECOMMENDATION 9  For the acquisition of systems and sub
systems that are software intensive, the Under Secretary of Defense 
for Acquisition, Technology, and Logistics should ensure that all pro-
posals specify a management plan for software development and also 
mandate that, starting early in development and continuing throughout 
development, the contractor provide the U.S. Department of Defense 
with full access to the software architecture, the software metrics being 
tracked, and an archived log of the management of system develop-
ment, including all failure reports, time of their incidence, and time of 
their resolution.

RELIABILITY GROWTH MODELING

Reliability growth models are statistical models that link time on test, 
and possibly other inputs, to increases in reliability as a system proceeds 
through development. Because reliability growth models often fail to repre-
sent the environment employed during testing, because time on test is often 
not fully predictive for growth in the reliability of a system in development, 
and because extrapolation places severe demands on such models, they 
should be validated prior to use for predicting either the time at which the 
required reliability will be attained or for predicting the reliability attained 
at some point in the future. An exception to this is the use of reliability 
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growth models early in system development, when they can help determine 
the scope, size, and design of the developmental testing programs.6 

RECOMMENDATION 10  The validity of the assumptions underly-
ing the application of reliability growth models should be carefully 
assessed. In cases where such validity remains in question: (1) impor-
tant decisions should consider the sensitivity of results to alternative 
model formulations and (2) reliability growth models should not be 
used to forecast substantially into the future. An exception to this is 
early in system development, when reliability growth models, incorpo-
rating relevant historical data, can be invoked to help scope the size 
and design of the developmental testing programs. 

When using reliability growth models to scope developmental testing 
programs, there are no directly relevant data to validate modeling assump-
tions. Historical reliability growth patterns experienced for similar classes 
of systems can be reviewed, however. These should permit the viability 
of the proposed reliability growth trajectory for the subject system to 
be assessed. They should also support the allocation of adequate budget 
reserves that may become necessary if the originally envisioned reliability 
growth plan turns out to be optimistic. 

RELIABILITY GROWTH TESTING

One can certainly argue that one reason that many defense systems 
fail to achieve their reliability requirements is because there are too many 
defects that have not been discovered when the system enters operational 
testing. Given the limitations in discovering reliability defects in both 
developmental and operational tests, most of the effort to find reliabil-
ity problems prior to fielding needs to be assumed by the contractor. 
Although a great deal can be done at the design stage, using design-for-
reliability techniques, some additional reliability growth will need to 
take place through testing and fixing the reliability problems that are dis
covered, and the majority of the reliability growth through testing has to 
take place through contractor testing. Consequently, DoD has an interest 
in monitoring the testing that is budgeted for in acquisition proposals 
and in monitoring the resulting progress toward the system’s reliability 
requirements. 

Because the contractor has control of the only direct test information 

6 Elements of Recommendations 7, 9, and 10, which concern plans for design-for-reliability 
and reliability testing for both hardware and software systems and subsystems, are sometimes 
referred to as a “reliability case”: for details, see Jones et al. (2004).
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on the reliability of both subsystems and the full system through early 
development, granting DoD access to such information can help DoD 
monitor progress on system development and the extent to which a system 
is or is not likely to satisfy its reliability requirements. In addition, such 
access can enable DoD to select test designs for developmental and opera-
tional testing to verify that design faults have been removed and so that 
relatively untested components and subsystems are more thoroughly tested. 

Thus, it is critical that DoD be provided with information both on 
reliability test design at the proposal stage to examine whether such plans 
are sufficient to support the necessary degree of reliability growth, and 
on reliability test results during development to enable the monitoring of 
progress toward attainment of requirements. The information on reliabil-
ity test design should include the experimental designs and the scenario 
descriptions of such tests, along with the resulting test data, for both the 
full system and all subsystem assemblies, as well as the code for and results 
of any modeling and simulation software that were used to assess reliabil-
ity. The information should cover all types of hardware testing, including 
testing under operationally relevant conditions, and any use of accelerated 
or highly accelerated testing.7 The contractor should also provide DoD 
with information on all types of software testing, including the results of 
code reviews, automated testing, fault seeding, security testing, and unit 
test coverage. 

In order to ensure that this information is provided to DoD, acquisition 
contracts will need to be written so that this access is mandated and propos-
als will need to state that contractors agree to share this information. This 
information sharing should occur at least at all design reviews throughout 
system development. This sharing of information should enable DoD to 
assess system reliability at the time of the delivery of system prototypes, 
which can help DoD make better decisions about whether to accept delivery 
of prototypes. 

RECOMMENDATION 11  The Under Secretary of Defense for Acqui-
sition, Technology, and Logistics should mandate that all proposals 
obligate the contractor to specify an initial reliability growth plan and 
the outline of a testing program to support it, while recognizing that 
both of these constructs are preliminary and will be modified through 
development. The required plan will include, at a minimum, information 
on whether each test is a test of components, of subsystems, or of the full 
system; the scheduled dates; the test design; the test scenario conditions; 
and the number of replications in each scenario. If a test is an accelerated 

7 For further details on the information that should be provided to DoD, see National Re-
search Council (2004). 
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test, then the acceleration factors need to be described. The contractor’s 
budget and master schedules should be required to contain line items for 
the cost and time of the specified testing program. 

RECOMMENDATION 12  The Under Secretary of Defense for 
Acquisition, Technology, and Logistics should mandate that contrac-
tors archive and deliver to the U.S. Department of Defense, including 
to the relevant operational test agencies, all data from reliability testing 
and other analyses relevant to reliability (e.g., modeling and simulation) 
that are conducted. This should be comprehensive and include data 
from all relevant assessments, including the frequency under which 
components fail quality tests at any point in the production process, 
the frequency of defects from screenings, the frequency of defects from 
functional testing, and failures in which a root-cause analysis was 
unsuccessful (e.g., the frequency of instances of failure to duplicate, no 
fault found, retest OK). It should also include all failure reports, times 
of failure occurrence, and times of failure resolution. The budget for 
acquisition contracts should include a line item to provide DoD with 
full access to such data and other analyses. 

MODELING IN CONJUNCTION WITH ACCELERATED TESTING

Similar to the panel’s concerns above about the use of reliability growth 
models for extrapolation, models used in conjunction with accelerated test-
ing linking extreme use to normal use also use extrapolation and therefore 
need to be validated for this use. The designs of such tests are potentially 
complicated and would therefore also benefit from a formal review. Such 
validation and formal review are particularly important when accelerated 
testing inference is of more than peripheral importance, for example, if 
applied at the major subsystem or system level, and there is inadequate 
corroboration provided by limited system testing and the results are central 
to decision making on system promotion.

RECOMMENDATION 13  The Office of the Secretary of Defense 
for Acquisition, Technology, and Logistics, or, when appropriate, the 
relevant service program executive office, should enlist independent 
external, expert panels to review (1) proposed designs of developmental 
test plans critically reliant on accelerated life testing or accelerated deg-
radation testing and (2) the results and interpretations of such testing. 
Such reviews should be undertaken when accelerated testing inference 
is of more than peripheral importance—for example, if applied at the 
major subsystem or system level, there is inadequate corroboration 
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provided by limited system testing, and the results are central to deci-
sion making on system promotion.

Software systems present particular challenges for defense acquisition. 
Complicated software subsystems and systems are unlikely to be com-
prehensively tested in government developmental or operational testing 
because of the current lack of software engineers at DoD. Therefore, such 
systems should not be accepted for delivery from a contractor until the con-
tractor has provided sufficient information for an assessment of their readi-
ness for use. To provide for some independent testing, the contractor should 
provide DoD with fully documented software that conducts automated 
software testing for all of its software-intensive subsystems and for the full 
system when the full system is a software system. This documentation will 
enable DoD to test the software for many times the order of magnitude of 
replications that would otherwise be possible in either developmental or 
operational testing.

RECOMMENDATION 14  For all software systems and subsystems, 
the Under Secretary of Defense for Acquisition, Technology, and Logis-
tics should mandate that the contractor provide the U.S. Department of 
Defense (DoD) with access to automated software testing capabilities to 
enable DoD to conduct its own automated testing of software systems 
and subsystems. 

DESIGN CHANGES

Changes in design during the development of a system can have signifi-
cant effects on the system’s reliability. Consequently, developers should be 
required to include descriptions of the impact of substantial system design 
changes and how such changes required the modification of plans for 
design-for-reliability activities and plans for reliability testing. Any changes 
in fund allocation for such activities should be communicated to DoD. This 
information will help to support more efficient DoD oversight of plans for 
design for reliability and reliability testing.

RECOMMENDATION 15  The Under Secretary of Defense for Acqui-
sition, Technology, and Logistics should mandate the assessment of the 
impact of any major changes to system design on the existing plans 
for design-for-reliability activities and plans for reliability testing. Any 
related proposed changes in fund allocation for such activities should 
also be provided to the U.S. Department of Defense.
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INFORMATION ON OPERATIONAL ENVIRONMENTS

Inadequate communication between the prime contractor and sub
contractors can be a source of difficulties in developing a reliable defense 
system. In particular, subcontractors need to be aware of the stresses and 
strains, loads, and other sources of degradation that the components they 
supply will face. Therefore, acquisition contracts need to include the contrac-
tor’s plan to ensure the reliability of components and subsystems, especially 
those that are produced by subcontractors and those that are commercial 
off-the-shelf systems. For off-the-shelf systems, the risks associated with 
using a system in an operational environment that differs from its intended 
environment should be assessed. To do so, the government has to commu-
nicate the operational environment to the contractor, and the contractor, in 
turn, has to communicate that information to any subcontractors. 

RECOMMENDATION 16  The Under Secretary of Defense for Acqui-
sition, Technology, and Logistics should mandate that contractors specify 
to their subcontractors the range of anticipated environmental load con-
ditions that components need to withstand. 

RECOMMENDATION 17  The Under Secretary of Defense for Acqui-
sition, Technology, and Logistics should ensure that there is a line item 
in all acquisition budgets for oversight of subcontractors’ compliance 
with reliability requirements and that such oversight plans are included 
in all proposals.

ACQUISITION CONTRACTS

The above recommendations would require contractors to lay out their 
intended design for reliability and reliability testing activities in acquisition 
proposals. The level of effort should be a factor in awarding acquisition 
contracts. In addition, to ensure that the general level of effort for reli-
ability is sufficient, contractors should provide to DoD their budgets for 
these activities, and those budgets should be protected, even in the face of 
unanticipated problems. 

RECOMMENDATION 18  The Under Secretary of Defense for Acqui-
sition, Technology, and Logistics should mandate that proposals for 
acquisition contracts include appropriate funding for design-for-reliability 
activities and for contractor testing in support of reliability growth. It 
should be made clear that the awarding of contracts will include consid-
eration of such fund allocations. Any changes to such allocations after 
a contract award should consider the impact on probability of mission 
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success and on life-cycle costs, and at the minimum, require approval at 
the level of the service component acquisition authority. 

DELIVERY OF PROTOTYPES FOR DEVELOPMENTAL TESTING

We argue throughout this report that both developmental and, espe-
cially, operational testing as currently practiced are limited in their ability to 
discover reliability problems in defense system prototypes. We recommend 
ways in which government testing can be made more effective in identifying 
reliability problems, for instance, by adding aspects of operational realism 
to developmental testing. Also, by targeting DoD developmental testing to 
those components that were problematic in development, developmental 
testing can be made more productive. And, for software, by acquiring 
capabilities for software testing from the contractor, DoD can play the role 
of an independent software tester. 

However, even after implementing these recommendations, it is likely 
that most reliability growth through testing will need to be achieved by 
contractor testing, rather than through DoD’s developmental or opera-
tional testing. Furthermore, even though there will likely be appreciable 
reliability growth as a result of developmental and operational testing, not 
only is it limited by the lack of operational realism in developmental testing 
and the short time frame of operational testing, but there also will likely 
be reliability “decline” due to the developmental test/operational test gap 
(see Chapter 8.) Although the magnitudes of these increases and decreases 
cannot be determined a priori, one can increase overall reliability of all 
systems by requiring that prototypes achieve their reliability requirements 
on delivery to DoD. 

RECOMMENDATION 19  The Under Secretary of Defense for Acqui-
sition, Technology, and Logistics should mandate that prior to delivery 
of prototypes to the U.S. Department of Defense for developmental 
testing, the contractor must provide test data supporting a statistically 
valid estimate of system reliability that is consistent with the operational 
reliability requirement. The necessity for this should be included in all 
requests for proposals. 

This recommendation should not preclude the early delivery of subsystems 
that are considered final to DoD, while development work continues on 
other parts of the system, when doing so is considered beneficial by both 
the contractor and by DoD.

The estimation of system reliability called for in this recommendation 
would likely need to combine information from full-system testing done 
late in development with component- and subsystem-level testing done 
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earlier, and it could also use estimates from previous versions of the system 
at either the full-system, subsystem, or component levels. In this way, the 
contractor will be able to justify delivery of prototypes. Such assessments 
will, at times, be later demonstrated by DoD to be high or low, but this 
approach will support a learning process about how to better merge such 
information in the future.

DEVELOPMENTAL TESTING 

 The monitoring of system reliability prior to operational testing is 
important, because it is likely that relying on operational tests to expose 
reliability problems will result in too many defense systems exhibiting defi-
cient system reliability when fielded (see Chapter 7). Yet accounting for the 
differences in conditions between developmental and operational testing 
remains a challenge. One possible approach to meet this challenge is, to 
the extent possible, make greater use of test conditions in nonaccelerated 
developmental testing that reflect operational conditions. Then, DoD must 
somehow estimate what the system reliability will likely be under opera-
tional conditions based on results from developmental testing. 

Schedule pressures, availability of test facilities, and testing constraints 
necessarily limit the capability of contractors to consistently be able to 
carry out testing under circumstances that mimic operational use. It thus 
remains important for DoD to provide its own assessment of a system’s 
operationally relevant levels prior to making the decision to proceed to 
operational testing. This assessment is best accomplished through the use 
of a full-system test in environments that are as representative of actual 
use as possible.

RECOMMENDATION 20  Near the end of developmental testing, 
the Under Secretary of Defense for Acquisition, Technology, and Logis-
tics should mandate the use of a full-system, operationally relevant 
developmental test during which the reliability performance of the sys-
tem will equal or exceed the required levels. If such performance is not 
achieved, then justification should be required to support promotion of 
the system to operational testing.

OPERATIONAL TESTING 

Operational testing provides an assessment of system reliability in as 
close to operational circumstances as possible. As such, operational testing 
provides the best indication as to whether a system will meet its reliability 
requirement when fielded. Failure to meet the reliability requirement during 
operational test is a serious deficiency for a system and should generally 



Copyright © National Academy of Sciences. All rights reserved.

Reliability Growth:  Enhancing Defense System Reliability

158	 RELIABILITY GROWTH

be the cause for delaying promotion of the system to full-rate production 
until modifications to the system design can be made to improve system 
reliability to meet the requirement. 

RECOMMENDATION 21  The U.S. Department of Defense should 
not pass a system that has deficient reliability to the field without a 
formal review of the resulting impacts the deficient reliability will have 
on the probability of mission success and system life-cycle costs. 

Reliability deficiencies can continue to arise after deployment, partly 
because however realistic an operational test strives to be, it will always 
differ from field deployment. Field operations can stress systems in unfore-
seen ways and reveal failure modes that were not likely to have been 
unearthed in either developmental or operational testing. In addition, feed-
back and system retrofits from field use can further improve reliability of 
a given system and can also improve the reliability of subsequent related 
systems if lessons are learned and communicated. Therefore, the support 
and enhancement of such feedback loops should be a DoD priority. One 
way to do so is through continuous monitoring of reliability performance 
in fielded systems. 

RECOMMENDATION 22  The Under Secretary of Defense for Acqui-
sition, Technology, and Logistics should emplace acquisition policies and 
programs that direct the services to provide for the collection and analy-
sis of postdeployment reliability data for all fielded systems, and to make 
that data available to support contractor closed-loop failure mitigation 
processes. The collection and analysis of such data should be required 
to include defined, specific feedback about reliability problems surfaced 
in the field in relation to manufacturing quality controls and indicate 
measures taken to respond to such reliability problems. In addition, the 
contractor should be required to implement a comprehensive failure 
reporting, analysis and corrective action system that encompasses all fail-
ures (regardless whether failed items are restored/repaired/replaced by a 
different party, e.g., subcontractor or original equipment manufacturer). 

Problems can arise when a contractor changes its subcontractors or 
suppliers. If this is done without proper oversight, then it can result in sub-
stantial reductions in reliability. Therefore, contractors should be required 
to document the reason for such changes and estimate the likelihood of mis-
sion success and modified life-cycle costs due to such changes in the fielded 
system. The document detailing the implications of such changes should 
be reviewed by an external panel of reliability and system experts. If the 
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review finds that there is the potential for a substantial decrease in system 
reliability, then USD (AT&L) should not approve the change.

RECOMMENDATION 23  After a system is in production, changes 
in component suppliers or any substantial changes in manufacturing 
and assembly, storage, shipping and handling, operation, mainte-
nance, and repair should not be undertaken without appropriate 
review and approval. Reviews should be conducted by external expert 
panels and should focus on impact on system reliability. Approval 
authority should reside with the program executive office or the 
program manager, as determined by the U.S. Department of Defense. 
Approval for any proposed change should be contingent upon certifi-
cation that the change will not have a substantial negative impact on 
system reliability or a formal waiver explicitly documenting justifica-
tion for such a change. 

This report is focused on activities that are undertaken prior to the end 
of operational testing. However, approaches to manufacturing and assem-
bly, storage, shipping and handling, operation, maintenance, and repair also 
affect system reliability. In particular, it is crucial that supply-chain partici-
pants have the capability to produce the parts and materials of sufficient 
quality to support meeting a system’s final reliability objectives. Because 
of changes in technology trends, the evolution of complex supply-chain 
interactions, a cost-effective and efficient parts selection and management 
process is needed to perform this assessment. 

INTERMEDIATE RELIABILITY GOALS

Setting target values for tracking system reliability during develop-
ment is important for discriminating between systems that are likely to 
achieve their reliability requirements and those that will struggle to do so. 
Through early identification of systems that are having problems achieving 
the required reliability, increased emphasis and resources can be placed on 
design for reliability or reliability testing, which will often provide a rem-
edy. Given the difficulty of modifying systems later in development, it is 
critical that such problems are identified as early in the process as possible. 

Target reliability values at specified times could be set both prior to or 
after delivery of prototypes from the contractor to DoD. Prior to delivery 
of prototypes for developmental testing, intermediate target values could 
be set by first determining the initial reliability level, based only on design- 
for-reliability activities, prior to most subsystem- or system-level testing. 
Then the contractor, possibly jointly with DoD, would decide what model 
of reliability as a function of time should be used to link this initial level of 
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reliability with the reliability requirement to support delivery of prototypes 
to DoD (see Chapter 4). Such a function could then be used to set interme-
diate reliability targets. 

As noted throughout the report, the number of test replications car-
ried out by a contractor is likely to be very small for any specific design 
configuration. Therefore, such estimates are likely to have large variances. 
This limitation needs to be kept in mind in setting up decision rules that aim 
to identify systems that are unlikely to improve sufficiently to make their 
reliability requirement absent additional effort (see Chapter 7). 

After prototype delivery, the specified initial reliability level could be the 
reliability assessed by the contractor on delivery or during early full-system 
developmental testing; the final level would be the specified requirement, 
and its date would be the scheduled time for initiation of operational test-
ing. Again, the contractor and DoD would have to decide what function 
should be used to link the initial level of reliability with the final value 
and the associated dates used to fit target values. Having decided on that, 
intermediate reliability targets can be easily determined. As noted above, the 
variances of such reliability estimates would need to be considered in any 
decision rules pertaining to whether a system is or is not ready to enter into 
operational testing.

In each of these applications, one is merely fitting a curve of hypothesized 
reliabilities over time that will associate the initial reliability to the reliability 
goal over the specified time frame. One can imagine curves in which most 
of the change happens early in the time frame, other curves with relatively 
consistent changes over time, and myriad other shapes. Whatever curve is 
selected, it is this curve that will be used to provide intermediate reliability 
targets to compare with the current estimates of reliability, with the goal 
of using discrepancies from the curve to identify systems that are unlikely 
to meet their reliability requirement in the time allotted. Experience with 
similar systems should provide information about the adequacy of the length, 
number, and type of test events to achieve the target reliability. Clearly, the 
comparisons to be made between the estimated system reliability, its estimated 
standard error, and the target values are most likely to occur at the time of 
major developmental (and related) test events or during major system reviews. 

With respect to the second setting of target values, the appropriate 
time to designate target values for reliability is after delivery of prototypes 
because reliability levels cannot be expected to appreciably improve as 
a result of design flaws discovered during operational testing. As noted 
throughout the report, operational testing is generally focused on identify-
ing deficiencies in effectiveness, not in suitability, and fixing flaws discov-
ered at this stage is both expensive and risky (see Chapter 8). Unfortunately, 
late-stage full-system developmental testing, as currently carried out, may 
also be somewhat limited in its potential to uncover flaws in reliability 
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design due to its failure to represent many aspects of operational use (see 
Chapter 8; also see National Research Council, 1998). As the Defense 
Science Board emphasized (U.S. Department of Defense, 2008a), testing 
cannot overcome a poor initial design. Therefore, it is important to insist 
that more be done to achieve reliability levels at the design stage, and 
therefore, the goals for initial reliability levels prior to entry into develop-
mental testing should be set higher than are presently the case. Starting out 
on a growth trajectory by having an initial design that provides too low 
an initial reliability is a major reason that many systems fail to attain their 
requirement. Unfortunately, one cannot, a priori, provide a fixed rule for 
an initial system reliability level in order to have a reasonable chance of 
achieving the reliability requirement prior to delivery of prototypes or prior 
to operational testing. At the very least, one would expect that such rules 
would be specific to the type of system.

More generally, several key questions remain unanswered concerning 
which design-for-reliability techniques and reliability growth tests are most 
effective for which types of defense systems, the order in which they are 
most usefully applied, and the total level of effort that is needed for either 
design for reliability or for reliability growth.

To help clarify these and other important issues, DoD should collect 
and archive, for all recent acquisition category I systems (see Chapter 1), 
the estimated reliability for at least five stages of development: 

1.	 the level achieved by design alone, prior to any contractor testing, 
2.	 the level at delivery of prototypes to DoD, 
3.	 the level at the first system-level government testing, 
4.	 the level achieved prior to entry into operational testing, and 
5.	 the level assessed at the end of operational testing. 

Analyses of the data would provide information as to the degree of 
improvement toward reliability requirements that are feasible for different 
types of systems at each stage of the development process. Such an analysis 
could be useful input toward the development of rules as to what levels of 
reliability should be evidence of promotion to subsequent stages of develop-
ment.(Such an analysis would require some type of taxonomy of defense 
systems in which the patterns of the progression to requirements were fairly 
comparable for all the members in a cell.) 

Analysis of these data may also determine the factors that play a role 
in achieving reliability requirements. For example, it would be of great 
importance to determine which design-for-reliability techniques or what 
budgets for design for reliability were predictive of higher or lower rates of 
initial full system developmental test reliability levels. Similarly, it would 
also be important to determine what testing efforts, including budgets for 
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reliability testing, and what kinds of tests used, were successful in promot-
ing reliability growth. One could also consider the achieved reliabilities of 
related systems as predictors. 

There are likely to be considerable additional benefits if DoD sets up a 
database with these and other variables viewed as having a potential impact 
on reliability growth and reliability attainment from recent past and cur-
rent acquisition programs. For example, this database could also be useful 
in the preparation of cost-benefit analyses and business case analyses to 
support the conduct of specific reliability design tasks and tests. Such kinds 
of databases are commonplace for the best performing commercial system 
development companies, because they support the investigation of the fac-
tors that are and are not related to the acquisition of reliable systems. While 
it is more difficult for defense systems, any information on the reliability of 
fielded systems could also be added to such a database.

RECOMMENDATION 24  The Under Secretary of Defense for Acqui-
sition, Technology, and Logistics should create a database that includes 
three elements obtained from the program manager prior to government 
testing and from the operational test agencies when formal develop-
mental and operational tests are conducted: (1) outputs, defined as the 
reliability levels attained at various stages of development; (2) inputs, 
defined as the variables that describe the system and the testing condi-
tions; and (3) the system development processes used, that is, the reli-
ability design and reliability testing specifics. The collection of these 
data should be carried out separately for major subsystems, especially 
software subsystems. 

Analyses of these data should be used to help discriminate in the future 
between development programs that are and are not likely to attain reli-
ability requirements. Such a database could also profitably include informa-
tion on the reliability performance of fielded systems to provide a better 
“true” value for reliability attainment. DoD should seek to find techniques 
by which researchers can use extracts from this database while protecting 
against disclosure of proprietary and classified information. Finally, DoD 
should seek to identify leading examples of good practice of the develop-
ment of reliable systems of various distinct types and collect them in a 
casebook for use by program managers.

Once it is better understood how near the initial reliability needs to be 
to the required level to have a good chance of attaining the required level 
prior to entry into operational testing, acquisition contracts could indicate 
the reliability levels that need to be attained by the contractor before a 
system is promoted to various stages of development. (Certainly, when 
considering whether demonstrated reliability is consistent with targets from 
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a reliability growth curve, the impact of any impending corrective actions 
should be factored into such assessments.)

OVERSIGHT AND RESEARCH

We believe that collectively, the above recommendations will address 
what may have been a not uncommon practice of contractors’ submitting 
proposals that simply promised to produce a highly reliable defense system 
without providing details regarding the measures that would be taken to 
ensure this. Proposals were not obligated to specify which, if any, design-
for-reliability methodologies would be used to achieve as high an initial reli-
ability as possible prior to formal testing, and proposals were not obligated 
to specify the number, size, and types of testing events that would be carried 
out to “grow” reliability from its initial level to the system’s required level. 
Contractors were also not required to provide the associated budgets or 
impacts on schedule of delivery of prototypes. 

Partly as a result of the absence of these details, there was no guarantee 
that reliability-related activities would take place. In fact, proposals that did 
allocate a substantial budget and development time and detail in support of 
specific design-for-reliability procedures and comprehensive testing have been 
implicitly penalized because their costs of development were higher and their 
delivery schedules were longer in comparison with proposals that made less 
specific assertions as to how their reliability requirements would be met. Our 
recommendations above will level the playing field by removing any incentive 
to reduce expenditures on reliability growth or reliability testing to lower a 
proposal’s cost and so increase the chances of winning the contract.

Systems should have objective reliability thresholds that will serve as 
“go/no–go” gates that are strictly enforced, preventing promotion to the 
next stage of development or to the field unless those thresholds have been 
attained. At each of the decision points for development of a system, if 
the assessed level of reliability is considerably different from the reliability 
growth curve, then the system should not be promoted to the next level 
unless there is a compelling reason to do so. 

A number of the above recommendations either explicitly (by mention-
ing an expert external panel) or implicitly utilize expertise in reliability and 
associated methods and models. In our opinion, DoD currently does not 
have sufficient expertise in reliability to provide satisfactory oversight of the 
many ACAT I acquisition programs. Therefore, we recommend that DoD 
initiate steps to acquire additional expertise.

RECOMMENDATION 25  To help provide technical oversight regard-
ing the reliability of defense systems in development, specifically, to help 
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develop reliability requirements, to review acquisition proposals and con-
tracts regarding system reliability, and to monitor acquisition programs 
through development, involving the use of design-for-reliability methods 
and reliability testing, the U.S. Department of Defense should acquire, 
through in-house hiring, through consulting or contractual agreements, 
or by providing additional training to existing personnel, greater access 
to expertise in these five areas: (1) reliability engineering, (2) software 
reliability engineering, (3) reliability modeling, (4) accelerated testing, 
and (5) the reliability of electronic components. 

Lastly, our statement of task asked the panel to explore ways in which 
reliability growth processes and various models could be used to improve 
the development and performance of defense systems. In its work to pro-
duce this report, the panel did identify a number of research areas that DoD 
might consider supporting in the future: reliability design support, compre-
hensive reliability assessment, and assessing aspects of reliability that are 
difficult to observe in development and operational testing. 

With regard to reliability design support, research on the relationship 
between physical failure mechanisms and new technologies seems war-
ranted. We note three difficult issues in this area:

•	 assessment of system reliability that is complicated by interdepen-
dence of component functionality and tolerances; the nonlinear 
nature of fault development and expression; and the variation of 
loading conditions, maintenance activities, and operational states; 

•	 the relationship between reliability assessment during system devel-
opment in comparison to full-rate manufacturing; and

•	 assessment of the impact of high-frequency signals across connec-
tions in a system. 

There is much that could be gained from research on assessment meth-
odologies. We suggest, in particular: 

•	 reliability assessment of advanced commercial electronics that 
addresses the next generation high-density semi-conductors and 
nano-scale electronic structures; copper wirebonds; environmentally 
friendly molding compounds; advanced environmentally friendly 
consumer materials; and power modules for vehicle-aerospace appli-
cations and batteries; and 

•	 modeling the inherent uncertainty due to variation in supply and 
manufacturing chains in an approach similar to reliability block 
diagrams for the purpose of reliability prediction; and creation of 
traditional reliability metrics from physics-of-failure models. 
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There are also intriguing near- and long-term reliability issues that 
would be difficult to observe in development and operational testing. We 
note, particularly:

•	 the identification, characterization, and modeling of the effects of 
defects that can lead to early failures (infant mortality);

•	 reliability qualification for very long life cycles containing simulta-
neous impacts of multiple, combined types of stresses;

•	 built-in self-diagnosis of sensor degradation as systems are being 
increasingly instrumented with sensing functions and degradation 
of the sensors can lead to erroneous operation in that degradation 
goes undetected; and

•	 long-term (e.g., space flight, storage) failure models and test methods.
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The Committee on National Statistics has carried out a number of 
studies sponsored by the Under Secretary of Defense for Acquisi-
tion, Technology, and Logistics and the Director of Operational Test 

and Evaluation of the U.S. Department of Defense that are relevant to this 
study. The previous studies covered the application of statistical, system 
engineering, and software engineering techniques to improve the develop-
ment of defense systems. Many of the conclusions and recommendations 
of these studies are relevant to the development of reliable defense systems, 
the topic of this study.

The rest of this appendix reproduces those conclusions and recom-
mendations, a large number of which have not been fully implemented. 
Their inclusion here serves both to highlight that some of the issues in this 
report have a long history and to emphasize the connections among the 
many parts of the system of defense development, acquisition, and testing.

The reports are listed in chronological order; the conclusions and rec-
ommendations are produced in full. All the reports were published by and 
are available from the National Academies Press. 

Statistics, Testing, and Defense Acquisition:  
New Approaches and Methodological Improvements (1998)

This study was a general overview of the application of statistical meth-
ods to many components of defense acquisition. 

Appendix A

Recommendations of Previous  
Relevant Reports of the  

Committee on National Statistics
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RECOMMENDATION 7.1  The Department of Defense and the mili-
tary services should give increased attention to their reliability, avail-
ability, and maintainability data collection and analysis procedures 
because deficiencies continue to be responsible for many of the current 
field problems and concerns about military readiness. (p. 105) 

RECOMMENDATION 7.2  The Test and Evaluation Master Plan 
and associated documents should include more explicit discussion of 
how reliability, availability, and maintainability issues will be addressed, 
particularly the extent to which operational testing, modeling, simula-
tion, and expert judgment will be used. The military services should 
make greater use of statistically designed tests to assess reliability, 
availability, and maintainability and related measures of operational 
suitability. (p. 106) 

RECOMMENDATION 7.3  As part of an increased emphasis on 
assessing the reliability, availability, and maintainability of prospective 
defense systems, reasonable criteria should be developed for each system. 
Such criteria should permit a balancing of a variety of considerations 
and be explicitly linked to estimates of system cost and performance. 
A discussion of the implications for performance, and cost of failing, 
if the system’s demonstrated reliability, availability, and maintainability 
characteristics fall below numerical goals should be included. (p. 107)

RECOMMENDATION 7.4  Operational test agencies should pro-
mote more critical attention to the specification of statistical models of 
equipment reliability, availability, and maintainability and to support-
ing the underlying assumptions. Evidence from plots, diagnostics, and 
formal statistical tests—developed from the best currently available 
methods and software—should be used to justify the choice of statis-
tical models used in both the design and the analysis of operational 
suitability tests. (p. 113)

RECOMMENDATION 7.6  Service test agencies should carefully 
document, in advance of operational testing, the failure definitions and 
criteria to be used in scoring reliability, availability, and maintainability 
data. The objectivity of the scoring procedures that were actually imple-
mented should be assessed and included in the reporting of results. The 
sensitivity of final reliability, availability, and maintainability estimates 
to plausible alternative interpretations of test data, as well as subse-
quent assumptions concerning operating tempo and logistics support, 
should be discussed in the reporting. (p. 116)
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RECOMMENDATION 7.7  Methods of combining reliability, avail-
ability, and maintainability data from disparate sources should be care-
fully studied and selectively adopted in the testing processes associated 
with the Department of Defense acquisition programs. In particular, 
authorization should be given to operational testers to combine reli-
ability, availability, and maintainability data from developmental and 
operational testing as appropriate, with the proviso that analyses in 
which this is done be carefully justified and defended in detail. (p. 119)

RECOMMENDATION 7.8  All service-approved reliability, avail-
ability, and maintainability data, including vendor-generated data, from 
technical, developmental, and operational tests, should be properly 
archived and used in the final preproduction assessment of a prospec-
tive system. After procurement, field performance data and associated 
records should be retained for the system’s life, and used to provide 
continuing assessment of its reliability, availability, and maintainability 
characteristics. (p. 120)

RECOMMENDATION 7.9  Any use of model-based reliability pre-
dictions in the assessment of operational suitability should be validated 
a posteriori with test and field experience. Persistent failure to achieve 
validation should contraindicate the use of reliability growth models 
for such purposes. (p. 122)

RECOMMENDATION 7.10  Given the potential benefits of acceler-
ated reliability testing methods, we support their further examination 
and use. To avoid misapplication, any model that is used as an explicit 
or implicit component of an accelerated reliability test must be subject 
to the same standards of validation, verification, and certification as 
models that are used for evaluation of system effectiveness. (p. 124)

RECOMMENDATION 7.11  The Department of Defense should 
move aggressively to adapt for all test agencies the Organization for 
International Standardization (ISO) standards relating to reliability, 
availability, and maintainability. Great attention should be given to 
having all test agencies ISO-certified in their respective areas of responsi-
bility for assuring the suitability of prospective military systems. (p. 125)

RECOMMENDATION 7.12  Military reliability, availability, and 
maintainability testing should be informed and guided by a new battery 
of military handbooks containing a modern treatment of all pertinent 
topics in the fields of reliability and life testing, including, but not lim-
ited to, the design and analysis of standard and accelerated tests, the 
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handling of censored data, stress testing, and the modeling of and test-
ing for reliability growth. The modeling perspective of these handbooks 
should be broad and include practical advice on model selection and 
model validation. The treatment should include discussion of a broad 
array of parametric models and should also describe nonparametric 
approaches. (p. 126)

Innovations in Software Engineering for Defense Systems (2003)

This study covered statistically oriented software engineering methods 
that were useful for the development of defense systems. 

RECOMMENDATION 1  Given the current lack of implementation 
of state-of-the-art methods in software engineering in the service test 
agencies, initial steps should be taken to develop access to—either in-
house or in a closely affiliated relationship—state-of-the-art software 
engineering expertise in the operational or developmental service test 
service agencies. (p. 2)

RECOMMENDATION 2  Each service’s operational or developmen-
tal test agency should routinely collect and archive data on software 
performance, including test performance data and data on field perfor-
mance. The data should include fault types, fault times and frequencies, 
turnaround rate, use scenarios, and root cause analysis. Also, software 
acquisition contracts should include requirements to collect such data. 
(p. 3) 

RECOMMENDATION 3  Each service’s operational or developmen-
tal test agency should evaluate the advantages of the use of state-of-the-
art procedures to check the specification of requirements for a relatively 
complex defense software-intensive system. (p. 3) 

RECOMMENDATION 6  DoD needs to examine the advantages and 
disadvantages of the use of methods for obligating software developers 
under contract to DoD to use state-of-the-art methods for requirements 
analysis and software testing, in particular, and software engineering 
and development more generally. (p. 4)
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Testing of Defense Systems in an Evolutionary 
Acquisition Environment (2006)

This study considered the methods that would be applicable to defense 
systems development that is implemented in stages. 

1.	 . . . revise DoD testing procedures to explicitly require that devel-
opmental tests have an operational perspective . . . ,

2.	 require (DoD) contractors to share all relevant data on system per-
formance and the results of modeling and simulation . . .

Industrial Methods for the Effective Development 
and Testing of Defense Systems (2012)

This study examined the potential of the use of system and software 
engineering methods for defense system development. 

The performance of a defense system early in development is often not 
rigorously assessed, and in some cases the results of assessments are ig-
nored; this is especially so for suitability assessments. This lack of rigorous 
assessment occurs in the generation of system requirements; in the timing 
of the delivery of prototype components, subsystems, and systems from the 
developer to the government for developmental testing; and in the delivery 
of production-representative system prototypes for operational testing. As 
a result, throughout early development, systems are allowed to advance 
to later stages of development when substantial design problems remain.
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WORKSHOP ON RELIABILITY GROWTH

Panel on the Theory and Application of  
Reliability Growth Modeling to Defense Systems

Committee on National Statistics
National Academy of Sciences

September 22-23, 2011

Holiday Inn Washington Central
Mayor’s Room

1501 Rhode Island Avenue NW
Washington, DC 20005

AGENDA

Thursday, September 22

8:45 am 	 Key Issues in Reliability Growth
	 Frank Kendall, Acquisitions, Technology, and Logistics, DoD; 

and Michael Gilmore, Office of the Director, Operational 
Testing and Evaluation, DoD

Appendix B

Workshop Agenda
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9:30 am 	 Implementation Strategy upon Approval of DoD Reliability 
Policy DTM 11-003 

	 Andy Monje, Mission Assurance, Office of the Deputy 
Assistant Secretary of Defense for Systems Engineering, 
DoD

10:00 am 	 Review of Reliability Management, Design and Growth 
Standards Available to DoD and Industry—Reliability 
Information Analysis Center

	 David Nicholls, Reliability Information Analysis Center

10:25 am 	 Further Views on GEIA-STD 0009
	 Paul Shedlock, Raytheon 

10:50 am 	 Break

11:00 am 	 A View from Defense Contractors
	 Tom Wissink, Lockheed Martin, and Lou Gullo, Raytheon 

12:10 pm 	 Lunch 

1:10 pm 	 View from Nondefense Contractors
	 Guangbin Yang, Ford; Shirish Kher, Alcatel-Lucent; and 

Martha Gardner, General Electric

2:20 pm 	 ATEC [U.S. Army Test and Evaluation Command] Reliability 
Growth Case Studies and Lessons Learned

	 Mike Cushing, Army Evaluation Center 

3:15 pm 	 Defense Experiences
	 Albert (Bud) Boulter, Air Force Operational Test and 

Evaluation Center; James Woodford, Chief Systems 
Engineer, Research, Development, and Acquisitions, U.S. 
Navy; and Karen Bain, U.S. Navy Air Systems Command 

4:30 pm 	 Break

4:45 pm 	 Some Software Complications in Reliability Assessment 
	 William McCarthy, Operational Test and Evaluation Force, 

U.S. Navy, and Patrick Sul, Office of the Director, 
Operational Test and Evaluation, DoD
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5:15 pm 	 Software Testing
	 Nachi Nagappan, Microsoft

5:40 pm 	 Floor Discussion

6:00 pm 	 Adjourn

Friday, September 23

8:45 am 	 Testing to Assess Reliability and Other Design Issues for 
Hardware Systems 

	 E.A. Elsayed, Department of Industrial and Systems 
Engineering, Rutgers University

9:25 am 	 The DT/OT Gap
	 Paul Ellner, Army Test and Evaluation Command

10:00 am 	 Break

10:10 am 	 Reconsidering the Foundations of Reliability Theory
	 Nozer Singpurwalla, Department of Statistics, George 

Washington University 

10:40 am 	 Reliability Growth and Beyond
	 Don Gaver, Operations Research Department, Naval 

Postgraduate School 
 
11:10 am 	 A New Look at Fix Effectiveness Factors
	 Steve Brown, Commercial Engineering, Lennox International 

11:40 am 	 Various Technical Issues: Open Discussion
	 Moderator: Ananda Sen, Department of Biostatistics, 

University of Michigan

12:00 pm 	 Working Lunch (with continuing discussion) 

1:00 pm 	 Adjourn



Copyright © National Academy of Sciences. All rights reserved.

Reliability Growth:  Enhancing Defense System Reliability



Copyright © National Academy of Sciences. All rights reserved.

Reliability Growth:  Enhancing Defense System Reliability

185

Since the early 2000s, the U.S. Department of Defense (DoD) has car-
ried out several examinations of the defense acquisition process and 
has begun to develop some new approaches. These developments were 

in response to what was widely viewed as deterioration in the process over 
the preceding two or so decades.

During the 1990s, some observers characterized the view of defense 
acquisition as one of believing that if less oversight were exercised over the 
development of weapons systems by contractors, the result would be higher 
quality (and more timely delivery of) defense systems. Whether or not this 
view was widely held, the 1990s were also the time that a large fraction 
of the reliability engineering expertise in both the Office of the Secretary of 
Defense (OSD) and the services was lost (see Adolph et al., 2008), and some 
of the formal documents providing details on the oversight of system suit-
ability were either cancelled or not updated. For instance, DoD’s Guide for 
Achieving Reliability, Availability, and Maintainability (known as the RAM 
Primer) failed to include many newer methods, the Military Handbook: 
Reliability Prediction of Electronic Equipment (MIL-HDBK-217) became 
increasingly outdated, and in 1998 DoD cancelled Reliability Program for 
Systems and Equipment Development and Production (MIL-STD-785B) 
(although industry has continued to follow its suggested procedures).1 

1 A criticism of this standard was that it took too reactive an approach to achieving system 
reliability goals. In particular, this standard presumed that approximately 30 percent of 
system reliability would come from design choices, while the remaining 70 percent would 
be achieved through reliability growth during testing.

Appendix C

Recent DoD Efforts to Enhance 
System Reliability in Development 
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During the early to mid-2000s, it became increasingly clear that some-
thing, possibly this strategy of relaxed oversight, was not working, at 
least insofar as the reliability of fielded defense systems. Summaries of the 
evaluations of defense systems in development in the annual reports of 
the Director of Operational Testing and Evaluation (DOT&E) between 
2006 and 2011 reported that a large percentage of defense systems—often 
as high as 50 percent—failed to achieve their required reliability during 
operational test. Because of the 10- to 15-year development time for defense 
systems, relatively recent data still reflect the procedures in place during 
the 1990s. 

The rest of this appendix highlights sections from reports over the past 
8 years that have addressed this issue. 

DOT&E 2007 ANNUAL REPORT

In the 2007 DOT&E Annual Report, Director Charles McQueary pro-
vided a useful outline of what, in general, needed to be changed to improve 
the reliability of defense systems, and in particular why attention to reli-
ability early in development was important (U.S. Department of Defense, 
2007a, p. i):

Contributors to reliability problems include: poor definition of reliability 
requirements, a lack of understanding by the developer on how the user 
will operate and maintain the system when fielded, lack of reliability 
incentives in contracting, and poor tracking of reliability growth during 
system development. 

He also wrote that addressing such concerns was demonstrably cost-
beneficial and that best practices should be identified (pp. i-ii):

[O]ur analysis revealed reliability returns-on-investment between a low 
of 2 to 1 and a high of 128 to 1. The average expected return is 15 to 
1, implying a $15 savings in life cycle costs for each dollar invested in 
reliability. . . . Since the programs we examined were mature, I believe 
that earlier reliability investment (ideally, early in the design process), 
could yield even larger returns with benefits to both warfighters and 
taxpayers. . . . I also believe an effort to define best practices for reli-
ability programs is vital and that these should play a larger role in both 
the guidance for, and the evaluation of, program proposals. Once agreed 
upon and codified, reliability program standards could logically appear 
in both Requests for Proposals (RFPs) and, as appropriate, in contracts. 
Industry’s role is key in this area. 
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2008 REPORT OF THE DEFENSE SCIENCE BOARD

In May 2008, the DoD’s Defense Science Board’s Task Force on 
Developmental Test and Evaluation issued its report (U.S. Department of 
Defense, 2008a), which included the following assertions about defense 
system development (p. 6):

The single most important step necessary to correct high suitability failure 
rates is to ensure programs are formulated to execute a viable systems 
engineering strategy from the beginning, including a robust reliability, 
availability, and maintainability (RAM) program, as an integral part of 
design and development. No amount of testing will compensate for defi-
ciencies in RAM program formulation.

The report found that the use of reliability growth in development had 
been discontinued by DoD more than 15 years previously. It made several 
recommendations to the department regarding the defense acquisition pro-
cess (p. 6): 

[DoD should] identify and define RAM requirements within the Joint 
Capabilities Integration Development System (JCIDS), and incorporate 
them in the Request for Proposal (RFP) as a mandatory contractual 
requirement . . . during source selection, evaluate the bidder’s approaches 
to satisfying RAM requirements. Ensure flow-down of RAM require-
ments to subcontractors, and require development of leading indicators 
to ensure RAM requirements are met.

In addition, the task force recommended that DoD require (p. 6)

[the inclusion of] a robust reliability growth program, a mandatory 
contractual requirement and document progress as part of every major 
program review . . . [and] ensure that a credible reliability assessment is 
conducted during the various stages of the technical review process and 
that reliability criteria are achievable in an operational environment.

This report also argued that there was a need for a standard of best 
practices that defense contractors could use to prepare proposals and con-
tracts for the development of new systems. One result of this suggestion was 
the formation of a committee that included representatives from industry, 
DoD, academia, and the services, under the auspices of the Government 
Electronics and Information Technology Association (GEIA). The result-
ing standard, ANSI/GEIA-STD-0009, “Reliability Program Standard for 
Systems Design, Development, and Manufacturing,”2 was certified by the 

2 This standard replaced MIL-STD-785, Reliability Program for Systems and Equipment. 
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American National Standards Institute in 2008 and designated as a DoD 
standard to make it easy for program managers to incorporate best reli-
ability practices in requests for proposals (RFPs) and in contracts.

ARMY ACQUISITION EXECUTIVE MEMORANDUM

About the same time, the Army modified its acquisition policy, described 
in an Army acquisition executive memorandum on reliability (U.S. Depart-
ment of Defense, 2007b). The memo stated (p. 1): “Emerging data shows 
that a significant number of U.S. Army systems are failing to demonstrate 
established reliability requirements during operational testing and many of 
these are falling well short of their established requirement.” 

To address this problem, the Army instituted a system development 
and demonstration reliability test threshold process. The process man-
dated that an initial reliability threshold be established early enough to be 
incorporated into the system development and demonstration contract. It 
also said that the threshold should be attained by the end of the first full-
up, integrated, system-level developmental test event. The default value 
for the threshold was 70 percent of the reliability requirement specified in 
the capabilities development document. Furthermore, the Test and Evalua-
tion Master Plan (TEMP)3 was to include test and evaluation planning for 
evaluation of the threshold and growth of reliability throughout system 
development.4 Also about this time, the Joint Chiefs of Staff published an 
updated instruction about system requirements (CJCSI 3170.01F)5 that 
declared materiel availability, a component of suitability that is a function 
of reliability, a “key performance parameter.” 

RELIABILITY IMPROVEMENT WORKING GROUP

Also in 2008, DOT&E established a Reliability Improvement Work-
ing Group, with three goals: ensuring that each DoD acquisition pro-
gram incorporates a viable systems engineering strategy, including a RAM 
growth program; promoting the reconstitution of cadres of experienced 
test and evaluation and RAM personnel across government organizations; 
and implementing mandated integrated developmental and operational test-
ing, including the sharing of and access to all appropriate contractor and 

3 The TEMP is the high-level “basic planning document for all life cycle Test and Evaluation 
(T&E) that are related to a particular system acquisition and is used by all decision bodies in 
planning, reviewing, and approving T&E activity” (U.S. Department of the Army, Pamphlet 
73-2, 1996, p. 1). 

4 Many of these initiatives are described in the succession of DOT&E Annual Reports.
5 Available: http://www.dtic.mil/cjcs_directives/cdata/unlimit/3170_01.pdf [August 2014]. 



Copyright © National Academy of Sciences. All rights reserved.

Reliability Growth:  Enhancing Defense System Reliability

APPENDIX C	 189

government data and the use of operationally representative environments 
in early testing. 

The subsequent report of this working group (U.S. Department of 
Defense, 2008b) argued for six requirements: (1) a mandatory reliability 
policy, (2) program guidance for early reliability planning, (3) language 
for RFPs and contracts, (4) a scorecard to evaluate bidders’ proposals, (5) 
standard evaluation criteria for credible assessments of program progress, 
and (6) the hiring of a cadre of experts in each service. The report also 
endorsed use of specific contractual language that was based on that in 
ANSI/GEIA-STD-0009 (see above). 

With respect to RFPs, the working group report contained the follow-
ing advice for mandating reliability activities in acquisition contracts (U.S. 
Department of Defense, 2008b, p. II-6):

The contractor shall develop a reliability model for the system. At mini-
mum, the system reliability model shall be used to (1) generate and update 
the reliability allocations from the system level down to lower indenture 
levels, (2) aggregate system-level reliability based on reliability estimates 
from lower indenture levels, (3) identify single points of failure, and 
(4) identify reliability-critical items and areas where additional design or 
testing activities are required in order to achieve the reliability require-
ments. The system reliability model shall be updated whenever new fail-
ure modes are identified, failure definitions are updated, operational and 
environmental load estimates are revised, or design and manufacturing 
changes occur throughout the life cycle. Detailed component stress and 
damage models shall be incorporated as appropriate.

The report continued with detailed requirements for contractors (pp. II-6, 7): 

The contractor shall implement a sound systems-engineering process to 
translate customer/user needs and requirements into suitable systems/
products while balancing performance, risk, cost, and schedule. . . . The 
contractor shall estimate and periodically update the operational and 
environmental loads (e.g., mechanical shock, vibration, and temperature 
cycling) that the system is expected to encounter in actual usage through-
out the life cycle. These loads shall be estimated for the entire life cycle 
which will typically include operation, storage, shipping, handling, and 
maintenance. The estimates shall be verified to be operationally realistic 
with measurements using the production-representative system in time to 
be used for Reliability Verification. . . . The contractor shall estimate the 
lifecycle loads that subordinate assemblies, subassemblies, components, 
commercial-off-the-shelf, non-developmental items, and government-
furnished equipment will experience as a result of the product-level opera
tional and environmental loads estimated above. These estimates and 
updates shall be provided to teams developing assemblies, subassemblies, 
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and components for this system. . . . The identification of failure modes and 
mechanisms shall start immediately after contract award. The estimates of 
lifecycle loads on assemblies, subassemblies, and components obtained 
above shall be used as inputs to engineering- and physics-based models 
in order to identify potential failure mechanisms and the resulting failure 
modes. The teams developing assemblies, subassemblies, and components 
for this system shall identify and confirm through analysis, test or acceler-
ated test the failure modes and distributions that will result when lifecycle 
loads estimated above are imposed on these assemblies, subassemblies 
and components. . . . All failures that occur in either test or in field shall 
be analyzed until the root cause failure mechanism has been identified. 
Identification of the failure mechanism provides the insight essential to the 
identification of corrective actions, including reliability improvements. Pre-
dicted failure modes/mechanisms shall be compared with those from test 
and the field. . . . The contractor shall have an integrated team, including 
suppliers of assemblies, subassemblies, components, commercial-off-the-
shelf, non-developmental items, and government-furnished equipment, as 
applicable, analyze all failure modes arising from modeling, analysis, test, 
or the field throughout the life cycle in order to formulate corrective actions. 
. . . The contractor shall deploy a mechanism (e.g., a Failure Reporting, 
Analysis, and Corrective Action System or a Data Collection, Analysis, and 
Corrective Action System) for monitoring and communicating throughout 
the organization (1) description of test and field failures, (2) analyses of 
failure mode and root-cause failure mechanism, (3) the status of design 
and/or process corrective actions and risk-mitigation decisions, (4) the 
effectiveness of corrective actions, and (5) lessons learned. . . . The model 
developed in System Reliability Model shall be used, in conjunction with 
expert judgment, in order to assess if the design (including commercial-off-
the-shelf, non-developmental items, and government-furnished equipment) 
is capable of meeting reliability requirements in the user environment. 
If the assessment is that the customer’s requirements are infeasible, the 
contractor shall communicate this to the customer. The contractor shall 
allocate the reliability requirements down to lower indenture levels and 
flow them and needed inputs down to its subcontractors/suppliers. The 
contractor shall assess the reliability of the system periodically throughout 
the life cycle using the System Reliability Model, the lifecycle operational 
and environmental load estimates generated herein, and the failure defini-
tion and scoring criteria. . . . The contractor shall understand the failure 
definition and scoring criteria and shall develop the system to meet reli-
ability requirements when these failure definitions are used and the system 
is operated and maintained by the user. . . . The contractor shall conduct 
technical interchanges with the customer/user in order to compare the 
status and outcomes of Reliability Activities, especially the identification, 
analysis, classification, and mitigation of failure modes.
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REQUIREMENTS FOR TEMPS

Also beginning in 2008, DOT&E initiated the requirement that TEMPs 
contain a process for the collection and reporting of reliability data and 
that they present specific plans for reliability growth during system devel-
opment. The 2011 DOT&E Annual Report (U.S. Department of Defense, 
2011a) reported on the effect of this requirement, noting that in a survey 
of 151 programs with DOT&E-approved TEMPs in development carried 
out in 2010 and focusing on those programs with TEMPs approved since 
2008, 90 percent planned to collect and report reliability data. (There have 
been more recent reviews carried out by DOT&E with similar results; 
see, in particular U.S. Department of Defense, 2013.) In addition, these 
TEMPs were more likely to: (1) have an approved system engineering plan, 
(2) incorporate reliability as an element of test strategy, (3) document their 
reliability growth strategy in the TEMP, (4) include reliability growth curves 
in the TEMP, (5) establish reliability-based milestone or operational testing 
entrance criteria, and (6) collect and report reliability data. Unfortunately, 
possibly because of the long development time for defense systems, or pos-
sibly because of a disconnect between reporting and practice, there has as 
yet been no significant improvement in the percentage of such systems that 
meet their reliability thresholds. Also, there is no evidence that programs 
are using reliability metrics to ensure that the growth in reliability will 
result in the system’s meeting their required levels. As a result, systems 
continue to enter operational testing without demonstrating their required 
reliability. 

LIFE-CYCLE COSTS AND RAM REQUIREMENTS

The Defense Science Board (U.S. Department of Defense, 2008a) study 
on developmental test and evaluation also helped to initiate four activi-
ties: (1) establishment of the Systems Engineering Forum, (2) institution of 
reliability growth training, (3) establishment of a reliability senior steering 
group, and (4) establishment of the position of Deputy Assistant Secretary 
of Defense (System Engineering).

The Defense Science Board’s study also led to a memorandum from 
the Under Secretary of Defense for Acquisition, Technology, and Logistics 
(USD AT&L) “Implementing a Life Cycle Management Framework” (U.S. 
Department of Defense, 2008c). This memorandum directed the service 
secretaries to establish policies in four areas to carry out the following.

First, all major defense acquisition programs were to establish target 
goals for the metrics of materiel reliability and ownership costs. This was 
to be done through effective collaboration between the requirements and 
acquisition communities that balanced funding and schedule while ensuring 
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system suitability in the anticipated operating environment. Also, resources 
were to be aligned to achieve readiness levels. Second, reliability perfor-
mance was to be tracked throughout the program life cycle. Third, the 
services were to ensure that development contracts and acquisition plans 
evaluated RAM during system design. Fourth, the Services were to evalu-
ate the appropriate use of contract incentives to achieve RAM objectives.

The 2008 DOT&E Annual Report (U.S. Department of Defense, 
2008d, p. iii) stressed the new approach: 

. . . a fundamental precept of the new T&E [test and evaluation] policies is 
that expertise must be brought to bear at the beginning of the system life 
cycle to provide earlier learning. Operational perspective and operational 
stresses can help find failure modes early in development when correction 
is easiest. A key to accomplish this is to make progress toward Integrated 
T&E, where the operational perspective is incorporated into all activity as 
early as possible. This is now policy, but one of the challenges remaining 
is to convert that policy into meaningful practical application. 

In December 2008, the USD AT&L issued an “Instruction” on defense 
system acquisition (U.S. Department of Defense, 2008e). It modified DODI 
5000.026 by requiring that program managers should formulate a “viable 
RAM strategy that includes a reliability growth program as an integral 
part of design and development” (p. 19). It stated that RAM was to be 
integrated within the Systems Engineering processes, as documented in the 
program’s Systems Engineering Plan (SEP) and Life-Cycle Sustainment Plan 
(LCSP), and progress was to be assessed during technical reviews, test and 
evaluation, and program support reviews. It stated that (p. vi)

For this policy guidance to be effective, the Services must incorporate 
formal requirements for early RAM planning into their regulations, and 
assure development programs for individual systems include reliability 
growth and reliability testing; ultimately, the systems have to prove them-
selves in operational testing. Incorporation of RAM planning into Service 
regulation has been uneven.

In 2009, the Weapons System Acquisition Reform Act (WSARA, P.L. 
111-23) required that acquisition programs develop a reliability growth 
program.7 It prescribed that the duties of the directors of systems engi-
neering were to develop policies and guidance for “the use of systems 

6 See discussion in Chapter 9. Instruction 5000.02, Operation of the Defense Acquisi-
tion System, is available at http://www.dtic.mil/whs/directives/corres/pdf/500002_interim.pdf 
[December 2013].

7 P.L. 111-23 is available at http://www.acq.osd.mil/se/docs/PUBLIC-LAW-111-23-22MAY2009.
pdf [January 2014].
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engineering approaches to enhance reliability, availability, and maintain-
ability on major defense acquisition programs, [and] the inclusion of pro-
visions relating to systems engineering and reliability growth in requests 
for proposals” (section 102). 

WSARA (U.S. Department of Defense, 2009a) also stated that adequate 
resources needed to be provided and should (section 102):

. . . include a robust program for improving reliability, availability, main-
tainability, and sustainability as an integral part of design and develop-
ment, . . . [and] identify systems engineering requirements, including 
reliability, availability, maintainability, and lifecycle management and sus-
tainability requirements, during the Joint Capabilities Integration Develop-
ment System (JCIDS) process, and incorporate such systems engineering 
requirements into contract requirements for each major defense acquisition 
program.

Shortly after WSARA was adopted, a RAM cost (RAM-C) manual was 
produced (U.S. Department of Defense, 2009b) to guide the development 
of realistic reliability, availability, and maintainability requirements for the 
established suitability/sustainability key performance parameters and key 
system attributes. The RAM-C manual contains

•	 RAM planning and evaluation tools, first to assess the adequacy 
of the RAM program proposed and then to monitor the progress 
in achieving program objectives. In addition, DoD has sponsored 
the development of tools to estimate the investment in reliability 
that is needed and the return on investment possible in terms of the 
reduction of total life-cycle costs. These tools include algorithms to 
estimate how much to spend on reliability. 

•	 Workforce and expertise initiatives to bring back personnel with 
the expertise that was lost during the years that the importance of 
government oversight of RAM was discounted.

In 2010, DOT&E published sample RFP and contract language to help 
assure reliability growth was incorporated in system design and develop-
ment contracts. DOT&E also sponsored the development of the reliability 
investment model (see Forbes et al., 2008) and began drafting the Reli-
ability Program Handbook, HB-0009, meant to assist with the implemen-
tation of ANSI/GEIA-STD-0009. The TechAmerica Engineering Bulletin 
Reliability Program Handbook, TA-HB-0009 was released and published 
in May 2013.

On June 30, 2010, DOT&E issued a memorandum, “State of Reli-
ability,” which strongly argued that sustainment costs are often much more 
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than 50 percent of total system costs and that unreliable systems have much 
higher sustainment costs because of the need for spare systems, increased 
maintenance, increased number of repair parts, more repair facilities, and 
more staff (U.S. Department of Defense, 2010). Also, poor reliability hin-
ders warfighter effectiveness (pp. 1-2): 

For example, the Early-Infantry Brigade Combat Team (E-IBCT) unmanned 
aerial system (UAS) demonstrated a mean time between system aborts of 
1.5 hours, which was less than 1/10th the requirement. It would require 
129 spare UAS to provide sufficient number to support the brigade’s opera-
tions, which is clearly infeasible. When such a failing is discovered in post-
design testing—as is typical with current policy—the program must shift to 
a new schedule and budget to enable redesign and new development. For 
example, it cost $700M to bring the F-22 reliability up to acceptable levels. 

However, this memo also points out that increases in system reliability 
can also come at a cost. A reliable system can weigh more, and be more 
expensive, and sometimes the added reliability does not increase battlefield 
effectiveness and is therefore wasteful. 

The memo also discussed the role of contractors (p. 2): 

[Industry] will not bid to deliver reliable products unless they are assured 
that the government expects and requires all bidders to take the actions 
and make the investments up-front needed to develop reliable systems. To 
obtain reliable products, we must assure vendors’ bids to produce reliable 
products outcompete the cheaper bids that do not. 

The memo also stressed that reliability constraints must be “pushed 
as far to the left as possible,” meaning that the earlier that design-related 
reliability problems are discovered, the less expensive it is to correct such 
problems, and the less impact there is on the completion of the system. 
Finally, the memo stated that all DoD acquisition contracts will require, 
at a minimum, the system engineering practices of ANSI/GEIA STD-0009 
(Information Technology Association of America, 2008).

TWO MAJOR INITIATIVES TO PROMOTE RELIABILITY GROWTH:  
ANSI/GEIA-STD-0009 AND DTM 11-003

ANSI/GEIA-STD-0009: A Standard to Address Reliability Deficiencies

ANSI/GEIA-STD-0009 (Information Technology Association of Amer-
ica, 2008) is a recent document that can be agreed to be used as a standard 
for DoD purposes. It begins with a statement that the user’s needs are rep-
resented by four reliability objectives (p. 1):
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1.	 The developer shall solicit, investigate, analyze, understand, and 
agree to the user’s requirements and product needs.

2.	 The developer shall use well-defined reliability- and systems-
engineering processes to develop, design, and verify that the 
system/product meets the user’s documented reliability require-
ments and needs.

3.	 The multifunctional team shall verify during production that the 
developer has met the user’s reliability requirements and needs 
prior to fielding.

4.	 The multifunctional team shall monitor and assess the reliability of 
the system/product in the field.

ANSI/GEIA-STD-0009 provides detailed advice on what information should 
be mandated for inclusion in several documents provided by the contrac-
tor, including a reliability program plan (RPP), in order to satisfy the above 
four objectives. To satisfy Objective 1 to understand customer/user require-
ments and constraints, the RPP shall (Information Technology Association 
of America, 2008, p. 15): 

•	 Define all resources (e.g., personnel, funding, tools, and facilities) 
required to fully implement the reliability program.

•	 Include a coordinated schedule for conducting all reliability activi-
ties throughout the system/product life cycle.

•	 Include detailed descriptions of all reliability activities, functions, 
documentation, processes, and strategies required to ensure system/
product reliability maturation and management throughout the 
system/product life cycle.

•	 Document the procedures for verifying that planned activities are 
implemented and for both reviewing and comparing their status 
and outcomes.

•	 Manage potential reliability risks due, for example, to new tech-
nologies or testing approaches.

•	 Ensure that reliability allocations, monitoring provisions, and 
inputs that impact reliability (e.g., user and environmental loads) 
flow down to subcontractors and suppliers.

•	 Include contingency-planning criteria and decision making for 
altering plans and intensifying reliability improvement efforts.

•	 Include, at minimum, the normative activities identified throughout 
this standard.

•	 Include, when applicable, additional customer-specified normative 
activities.
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Furthermore, the standard says that the RPP “shall address the imple-
mentation of all the normative activities identified in Objectives 1-4.” 
This standard requires that the RFP call for the inclusion in acquisition 
proposals of a description of system or product reliability model and 
requirements, which means the description of the methods and tools used, 
the extent to which detailed stress and damages models will be employed, 
how and when models and requirements will be updated in response to 
design evolution and the discovery of failure modes, and how the model 
and requirements will be used to prioritize design elements. This standard 
also requires that proposals include a description of the engineering process, 
which includes how reliability improvements will be incorporated in the 
design, how it will be ensured that design rules that impact reliability will 
be adhered to, how reliability-critical items will be identified, managed, and 
controlled, and how the reliability impact of design changes will be moni-
tored and evaluated. In addition, the standard calls for proposals to include 
the assessment of life-cycle loads, the impact of those loads on subsystems 
and components, the identification of failure modes and mechanisms, the 
description of a closed-loop failure-mode mitigation process, how and 
when reliability assessments will be performed, plan design, production, 
and field reliability verification, failure definitions and scoring, technical 
reviews, and outputs and documentation. 

With reference to the last point, we note that life-cycle loads may be 
difficult to predict. For example, a truck that is designed to be reliable in 
cross-country maneuvers may be less reliable on sustained highway travel. 
In general, a system’s actual life cycle may include new missions for the 
system to carry out. For some systems, it might be appropriate to conclude 
from testing that it is reliable for some scenarios and not others. Such a 
statement would be similar to statements that the system is effective in cer-
tain operational situations but not others. It may be that system reliability 
for all possible missions is too expensive; perhaps there should be different 
reliability requirements for different missions. 

This standard provides greater detail on the satisfaction of Objective 
2: design and redesign for reliability. The goal is to ensure the use of well-
defined reliability engineering processes to develop, design, manufacture, 
and sustain the system/product so that it meets the user’s reliability require-
ments and needs. This includes the initial conceptual reliability model of the 
system, quantitative reliability requirements for the system, initial reliability 
assessment, user and environmental life-cycle loads, failure definitions and 
scoring criteria, the reliability program plan, and the reliability require-
ments verification strategy. Furthermore, this also includes updates to the 
RPP, refinements to the reliability model, including reliability allocations to 
subsystems and components, refined user and environmental loads, initial 
estimates of loads for subsystems and components, engineering analysis and 
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test data identifying the system failure modes that will result from life-cycle 
loads, data verifying the mitigation of these failure modes, updates of the 
reliability requirements verification strategy, and updates to the reliability 
assessment. 

The standard also says that the developer should develop a model that 
relates component-level reliabilities to system-level reliabilities. In addition, 
the identification of failure modes and mechanisms shall start as soon as the 
development begins. Failures that occur in either test or the field are to 
be analyzed until the root-cause failure mechanism has been identified. In 
addition, the developer must make use of a closed-loop failure mitigation 
process. The developer (p. 26)

 . . . shall employ a mechanism for monitoring and communicating through-
out the organization (1) descriptions of test and field failures, (2) analyses 
of failure mode and root-cause failure mechanism, and (3) the status of 
design and/or process corrective actions and risk-mitigation decisions. This 
mechanism shall be accessible by the customer. . . . [The developer] shall 
assess the reliability of the system/product periodically throughout the life 
cycle. Reliability estimates from analysis, modeling and simulation, and 
test shall be tracked as a function of time and compared against customer 
reliability requirements. The implementation of corrective actions shall be 
verified and their effectiveness tracked. Formal reliability growth meth-
odology shall be used where applicable . . . in order to plan, track, and 
project reliability improvement. . . . [The developer] shall plan and conduct 
activities to ensure that the design reliability requirements are met. . . . 
For complex systems/products, this strategy shall include reliability values 
to be achieved at various points during development. The verification shall 
be based on analysis, modeling and simulation, testing, or a mixture. . . . 
Testing shall be operationally realistic.

For Objective 4, to monitor and assess user reliability, the ANSI/GEIA-
STD-0009 directs that RFPs mandate that proposals includes methods for 
which field performance can be used as feedback loops for system reliability 
improvement. 

DTM 11-003: Improving Reliability Analysis, 
Planning, Tracking, and Reporting

As mentioned above, the deficiency in the reliability of fielded systems 
may at least be partially due to proposals that gave insufficient attention 
to plans for achieving reliability requirements, both initially and through 
testing. This issue is also addressed in DTM 11-003 (U.S. Department of 
Defense, 2011b, pp. 1-2), which “amplifies procedures in Reference (b) 
[DoD Instruction 5000.02] and is designed to improve reliability analysis, 
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planning, tracking, and reporting.” It “institutionalizes reliability planning 
methods and reporting requirements timed to key acquisition activities to 
monitor reliability growth.” 

DTM 11-003 stipulates that six procedures take place (pp. 3-4):

1.	 [Program managers] (PMs) must] formulate a comprehensive reli-
ability and maintainability (R&M) program using an appropriate 
reliability growth strategy to improve R&M performance until 
R&M requirements are satisfied. The program will consist of engi-
neering activities including: R&M allocations, block diagrams and 
predictions; failure definitions and scoring criteria; failure mode, 
effects and criticality analysis; maintainability and built-in test 
demonstrations; reliability growth testing at the system and sub-
system level; and a failure reporting and corrective action system 
maintained through design, development, production, and sus-
tainment. The R&M program is an integral part of the systems 
engineering process.

2.	 The lead DoD Component and the PM, or equivalent, shall prepare 
a preliminary Reliability, Availability, Maintainability, and Cost 
Rationale Report in accordance with Reference (c) [DOD Reli-
ability, Availability, Maintainability, and Cost Rationale Report 
Manual, 2009] in support of the Milestone (MS) A decision. This 
report provides a quantitative basis for reliability requirements and 
improves cost estimates and program planning.

3.	 The Technology Development Strategy preceding MS A and the 
Acquisition Strategy preceding MS B and C shall specify how 
the sustainment characteristics of the materiel solution resulting 
from the analysis of alternatives and the Capability Development 
Document sustainment key performance parameter thresholds have 
been translated into R&D design requirements and contract speci-
fications. The strategies shall also include the tasks and processes 
to be stated in the request for proposal that the contractor will be 
required to employ to demonstrate the achievement of reliability 
design requirements. The Test and Evaluation Strategy and the 
Test and Evaluation Master Plan (TEMP) shall specify how reli-
ability will be tested and evaluated during the associated acquisi-
tion phase.

4.	 Reliability Growth Curves (RGC) shall reflect the reliability growth 
strategy and be employed to plan, illustrate and report reliability 
growth. A RGC shall be included in the SEP [systems engineering 
plan] at MS A [Milestone A], and updated in the TEMP [test and 
engineering master plan] beginning at MS B. RGC will be stated in 
a series of intermediate goals and tracked through fully integrated, 
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system-level test and evaluation events until the reliability thresh-
old is achieved. If a single curve is not adequate to describe overall 
system reliability, curves will be provided for critical subsystems 
with rationale for their selection. 

5.	 PMs and operational test agencies shall assess the reliability growth 
required for the system to achieve its reliability threshold during 
initial operational test and evaluation and report the results of that 
assessment to the Milestone Decision Authority at MS C.

6.	 Reliability growth shall be monitored and reported throughout the 
acquisition process. PMs shall report the status of reliability objec-
tives and/or thresholds as part of the formal design review process, 
during Program Support Reviews, and during systems engineering 
technical reviews. RGC shall be employed to report reliability 
growth status at Defense Acquisition Executive System reviews. 

CRITIQUE

The 2011 DOT&E Annual Report (U.S. Department of Defense, 
2011a, p. iv) points out that some changes in system reliability are becom-
ing evident:

Sixty-five percent of FY10 TEMPs documented a reliability strategy 
(35 percent of those included a [reliability] growth curve), while only 
20 percent of FY09 TEMPs had a documented reliability strategy. Further, 
three TEMPS were disapproved, citing the need for additional reliability 
documentation, and four other TEMPS were approved with a caveat that 
the next revision must include more information on the program’s reli-
ability growth strategy. 

Both ANSI/GEIA-STD-0009 and DTM 11-003 serve an important 
purpose to help produce defense systems that (1) have more reasonable 
reliability requirements and (2) are more likely to meet these requirements 
in design and development. However, given their intended purpose, these 
are relatively general documents that do not provide specifics as to how 
some of the demands are to be met. For instance, ANSI/GEIA-STD-0009 
(Information Technology Association of America, 2008, p. 2) “does not 
specify the details concerning how to engineer a system / product for high 
reliability. Nor does it mandate the methods or tools a developer would use 
to implement the process requirements.” 

The tailoring to be done will be dependent upon a “customer’s fund-
ing profile, developer’s internal policies and procedures and negotiations 
between the customer and developer” (p. 2). Proposals are to include a 
reliability program plan, a conceptual reliability model, an initial reliability 
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flow-down of requirements, an initial system reliability assessment, can-
didate reliability trade studies, and a reliability requirements verification 
strategy. But there is no indication of how these activities should be carried 
out. How should one produce the initial reliability assessment for a system 
that only exists in diagrams? What does an effective design for reliability 
plan include? How should someone track reliability over time in develop-
ment when few developmental and operationally relevant test events have 
taken place? How can one determine whether a test plan is adequate to take 
a system with a given initial reliability and improve that system’s reliability 
through test-analyze-and-fix to the required level? How does one know 
when a prototype for a system is ready for operational testing? 

Although the TechAmerica Engineering Bulletin Reliability Program 
Handbook, TA-HB-0009,8 has been produced with the goal at least in part 
to answer these questions, a primary goal of this report is to assist in the 
provision of additional specificity as to how some of these steps should be 
carried out. 
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Appendix D

Critique of MIL-HDBK-217
Anto Peter, Diganta Das, and Michael Pecht1

This paper begins with a brief history of reliability prediction of 
electronics and MIL-HDBK-217. It then reviews some of the spe-
cific details of MIL-HDBK-217 and its progeny and summarizes 

the major pitfalls of MIL-HDBK-217 and similar approaches. The effect 
of these shortcomings on the predictions obtained from MIL-HDBK-217 
and similar methodologies are then demonstrated through a review of case 
studies. Lastly, this paper briefly reviews RIAC 217 Plus and identifies the 
shortcomings of this methodology.

HISTORY 

Attempts to test and quantify the reliability of electronic components 
began in the 1940s during World War II. During this period, electronic 
tubes were the most failure-prone components used in electronic systems 
(McLinn, 1990; Denson, 1998). These failures led to various studies and 
the creation of ad hoc groups to identify ways in which the reliability of 
electronic systems could be improved. One of these groups concluded that 
in order to improve performance, the reliability of the components needed 
to be verified by testing before full-scale production. The specification of 
reliability requirements, in turn, led to a need for a method to estimate 
reliability before the equipment was built and tested. This step was the 
inception of reliability prediction for electronics. By the 1960s, spurred on 

1 The authors are at the Center for Advanced Life Cycle Engineering at the University of 
Maryland.
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by Cold War events and the space race, reliability prediction and environ-
mental testing became a full-blown professional discipline (Caruso, 1996).

The first dossier on reliability prediction was released by Radio Corpo-
ration of America (RCA); it was called TR-1100, Reliability Stress Analysis 
for Electronic Equipment. RCA was one of the major manufacturers of elec-
tronic tubes (Saleh and Marais, 2006). The report presented mathematical 
models for estimating component failure rates and served as the predecessor 
of what would become the standard and a mandatory requirement for reli-
ability prediction in the decades to come, MIL-HDBK-217. 

The methodology first used in MIL-HDBK-217 was a point estimate 
of the failure rate, which was estimated by fitting a line through field fail-
ure data. Soon after its introduction, all reliability predictions were based 
on this handbook, and all other sources of failure rates, such as those 
from independent experiments, gradually disappeared (Denson, 1998). 
The failure to use these other sources was partly due to the fact that 
MIL-HDBK-217 was often a contractually cited document, leaving contrac-
tors with little flexibility to use other sources. 

Around the same time, a different approach to reliability estimation 
that focused on the physical processes by which components were failing 
was initiated. This approach would later be termed “physics of failure.” 
The first symposium on this topic was sponsored by the Rome Air Develop-
ment Center (RADC) and the IIT Research Institute (IITRI) in 1962.

These two—regression analysis of failure data and reliability prediction 
through physics of failure—seemed to be diverging, with “the system engi-
neers devoted to the tasks of specifying, allocating, predicting, and dem-
onstrating reliability, while the physics-of-failure engineers and scientists 
were devoting their efforts to identifying and modeling the physical causes 
of failure” (Denson, 1998, p. 3213). The result of the push toward the 
physics-of-failure approach was an effort to develop new models for reli-
ability prediction for MIL-HDBK-217. These new methods were dismissed 
as being too complex and unrealistic. So, even though the RADC took 
over responsibility for preparing MIL-HDBK-217B, the physics-of-failure 
models were not incorporated into the revision. 

As shown in Table D-1, over the course of the 1980s, MIL-HDBK-217 
was updated several times, often to include newer components and more 
complicated, denser microcircuits. The failure rates, which were originally 
estimated for electronic tubes, now had to be updated to account for the 
complexity of devices. As a result, the MIL-HDBK-217 prediction meth-
odology evolved to assume that times to failures were exponentially dis-
tributed and used mathematical curve fitting to arrive at a generic constant 
failure rate for each component type. 

Other reliability models using the gate and transistor counts of micro-
circuits as a measure of their complexity were developed in the late 1980s 
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TABLE D-1  MIL-HDBK-217 Revisions and Highlights

MIL-HDBK 
Revision

Year and Organization 
in Charge Highlights

217A Dec 1965, 
Navy

Single point constant failure rate of 0.4 failures/
million hours for all monolithic ICs

217B July 1973, 
Air Force Rome Labs

RCA/Boeing models simplified by Air Force to 
follow exponential distribution

217C April 1979, 
Air Force Rome Labs

Inadequate fix for memory due to instances such 
as when the 4K RAM model was extrapolated to 
64K, predicted MTBF = 13 sec

217D Jan 1982, 
Air Force Rome Labs

No technical change in format

217E Oct 1987, 
Air Force Rome Labs

No technical change in format

217F Dec 1995, 
Air Force Rome Labs

CALCE, University of Maryland—Change in 
direction of MIL-HDBK-217 and reliability 
prediction recommended

(Denson and Brusius, 1989). These models were developed in support of 
a new MIL-HDBK-217 update. However, the gate and transistor counts 
eventually attained such large values that they could no longer be effectively 
used as a measure of complexity. This led to the development of updated 
reliability models that needed input parameters, such as defect density 
and yield of the die. But these process-related parameters were company 
specific and business sensitive, and hence harder to obtain. As a result, 
these models could not be incorporated into MIL-HDBK-217. For similar 
reasons, physics-of-failure-based models were also never incorporated into 
MIL-HDBK-217.

It was around the same time, in the 1980s, that other industries, 
notably, the automotive and telecommunication industries, began adapt-
ing MIL-HDBK-217 to form their own prediction methodologies and 
standards. The only major differences in these adaptations were that the 
methodologies were customized for specialized equipment under specific 
conditions. However, they were still based on the assumptions of the expo-
nential distribution of failures and curve fitting to obtain a generic rela-
tionship. This approach was not surprising, because Bell Labs and Bell 
Communications Research (Bellcore) were the lead developers for the tele
communication reliability prediction method. Bell Labs was also one of 
the labs that the Navy had originally funded to investigate the reliability of 
electronic tubes in the 1950s; that investigation culminated in the drafting 



Copyright © National Academy of Sciences. All rights reserved.

Reliability Growth:  Enhancing Defense System Reliability

206	 RELIABILITY GROWTH

of MIL-HDBK-217. Hence, with the automotive and telecommunication 
industries adopting methodologies similar to MIL-HDBK-217, the hand-
book’s practices proliferated in the commercial sector. While this was hap-
pening, there were also several researchers who had experimental data to 
show that the handbook-based methodologies were fundamentally flawed 
in their assumptions. However, these were often either explained away as 
being anomalies or labeled as invalid.

By the 1990s, the handbooks were struggling to keep up with new 
components and technological advancements. In 1994, there was another 
major development in the initiation of the U.S. Military Specification and 
Standards Reform (MSSR). The MSSR identified MIL-HDBK-217 as the 
only standard that “required priority action as it was identified as a barrier 
to commercial processes as well as major cost drivers in defense acquisi-
tions” (Denson, 1998, p. 3214). Despite this, no final model was developed 
to supplement or replace MIL-HDBK-217 in the 1990s. Instead, a final revi-
sion was made to the handbook in the form of MIL-HDBK-217F in 1995. 

At this stage, the handbook-based methodologies were already out-
dated in their selection of components and the nature of failures considered. 
In the 1990s, the electronic systems were vastly more complicated and 
sophisticated than they had been in the 1960s, when the handbook was 
developed. Failure rates were no longer determined by components, but 
rather by system-level factors such as manufacturing, design, and software 
interfaces. Based on the new understanding of the critical failure mecha-
nisms in systems and the physics underlying failures, MIL-HDBK-217 was 
found to be completely incapable of being applied to systems to predict 
system reliability.

Moving forward into the 2000s and up through 2013, methodologies 
based on MIL-HDBK-217 were still being used in the industry to predict 
reliability and provide such metrics as mean time to failure and mean time 
between failures (MTTF and MTBF). These metrics are still used as esti-
mates of reliability, even though both the methodologies and the database 
of failure rates used to evaluate the metrics are outdated. 

The typical feature size when MIL-HDBK-217 was last updated was 
of the order of 500 nm, while commercially available electronic packages 
today have feature sizes of 22 nm (e.g., Intel Core i7 processor). Fur-
thermore, many components, both active and passive, such as niobium 
capacitors and insulated gate bipolar transistors (IGBTs), which are now 
common, had not been invented at the time of the last MIL-HDBK-217 revi-
sion. Needless to say, the components and their use conditions, the failure 
modes and mechanisms, and the failure rates for today’s systems are vastly 
different from the components for which MIL-HDBK-217 was developed. 
Hence, the continued application of these handbook methodologies by the 
industry is misguided and misleading to customers and designers alike. The 
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solution is not to develop an updated handbook like the RIAC 217 Plus, 
but rather to concede that reliability cannot be predicted by deterministic 
models. The use of methodologies based on MIL-HDBK-217 has proven to 
be detrimental to the reliability engineering community as a whole.

MIL-HDBK-217 AND ITS PROGENY

In this section, we review the different standards and reliability prediction 
methodologies, comparing them to the latest draft of IEEE 1413.1, Guide for 
Developing and Assessing Reliability Predictions Based on IEEE Standard 
1413 (Standards Committee of the IEEE Reliability, 2010). Most handbook-
based prediction methodologies can be traced back to MIL-HDBK-217 and 
are treated as its progeny. As mentioned above, MIL-HDBK-217 was based 
on curve fitting a mathematical model to historical field failure data to deter-
mine the constant failure rate of parts. Its progeny also use similar prediction 
methods, which are based purely on fitting a curve through field or test failure 
data. These methodologies, much like MIL-HDBK-217, use some form of 
a constant failure rate model: they do not consider actual failure modes or 
mechanisms. Hence, these methodologies are only applicable in cases where 
systems or components exhibit relatively constant failure rates. Table D-2 
lists some of the standards and prediction methodologies that are considered 
to be the progeny of MIL-HDBK-217.

TABLE D-2  MIL-HDBK-217-Related Reliability Prediction 
Methodologies and Applications

Procedural Method Applications Status

MIL-HDBK-217 Military Active

Telcordia SR-332 Telecom Active

CNET Ground Military Canceled

RDF-93 and 2000 Civil Equipment Active

SAE Reliability Prediction Automotive Canceled

British Telecom HRD-5 Telecom Canceled

Siemens SN29500 Siemens Products Canceled

NTT Procedure Commercial and Military Canceled

PRISM Aeronautic and Military Active

RIAC 217Plus Aeronautic and Military Active

FIDES Aeronautic and Military Active
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In most cases, the failure rate relationship that is used by these 
handbook techniques (adapted from MIL-HDBK-217) takes the form of 
λp = f(λG,πi) where λp is the calculated constant part failure rate; λG is a 
constant part failure rate (also known as base failure rate), which is pro-
vided by the handbook; and πi is a set of adjustment factors for the assumed 
constant failure rates. All of these handbook methods either provide a con-
stant failure rate or a method to calculate it. The handbook methods that 
calculate constant failure rates use one or more multiplicative adjustment 
factors (which may include factors for part quality, temperature, design, or 
environment) to modify a given constant base failure rate. 

The constant failure rates in the handbooks are obtained by perform-
ing a linear regression analysis on the field data. The aim of the regres-
sion analysis is to quantify the expected theoretical relationship between 
the constant part failure rate and the independent variables. The first 
step in the analysis is to examine the correlation matrix for all variables, 
showing the correlation between the dependent variable (the constant 
failure rate) and each independent variable. The independent variables 
used in the regression analysis typically include such factors as the device 
type, package type, screening level, ambient temperature, and application 
stresses. The second step is to apply stepwise multiple linear regressions 
to the data, which express the constant failure rate as a function of the 
relevant independent variables and their respective coefficients. This is 
the step that involves the evaluation of the above π factors. The constant 
failure rate is then calculated using the regression formula and the input 
parameters.

The regression analysis does not ignore data entries that lack essential 
information, because the scarcity of data necessitates that all available data 
be used. To accommodate such data entries in the regression analysis, a 
separate “missing” category may be constructed for each potential factor 
when the required information is not available. A regression factor can 
be calculated for each “missing” category, considering it a unique opera-
tional condition. If the coefficient for the unknown category is significantly 
smaller than the next lower category or larger than the next higher category, 
then that factor in question cannot be quantified by the available data, and 
additional data are required before the factor can be fully evaluated (Stan-
dards Committee of the IEEE Reliability, 2010).

A constant failure rate model for non-operating conditions can be 
extrapolated by eliminating all operation-related stresses from the hand-
book prediction models, such as temperature rise or electrical stress ratio. 
Following the problems related to the use of missing data, using hand-
books such as MIL-HDBK-217 to calculate constant non-operating fail-
ure rates is an extrapolation of the empirical relationship of the source 
field data beyond the range in which it was gathered. In other words, the 
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MIL-HDBK-217-based constant failure rates are not applicable to failures 
related to storage and handling.

Table D-3 lists the typical constant failure rate calculations that are 
used by various handbook methodologies. Most of these methods have a 
form that is very similar to MIL-HDBK-217, despite the modifications that 
have been made for environmental and application-specific loading condi-
tions. Some of these methodologies are described briefly in the following 
sections.

MIL-HDBK-217F

MIL-HDBK-217 provides two constant failure rate prediction methods: 
parts count and parts stress. The MIL-HDBK-217F parts stress method 
provides constant failure rate models based on curve-fitting the empirical 
data obtained from field operation and testing. The models have a constant 
base failure rate modified by environmental, temperature, electrical stress, 
quality, and other factors. Both methods are based on λp = f(λG,πi), but the 
parts stress method assumes there are no modifiers to the general constant 
failure rate. The MIL-HDBK-217 methodology only provides results for 
parts, not for equipment or systems.

TABLE D-3  Constant Failure Rate Calculations of Handbook 
Methodologies

Method Failure Rate for Microelectronic Devices

MIL-HDBK-217 (parts count) l = lGPQPL

MIL-HDBK-217 (parts stress) l = PQ(C1PTPV + C2PE)PL

SAE PREL lp = lbPQPSPTPE

Telcordia SR-332 l = lGPQPSPT

British Telecom HRD-5 l = lbPTPQPE

PRISM lp = lIA(PP + PD + PM + PS) + lSW + lW

CNET (simplified) l = PQ lA

CNET (stress model) lp = (C1PtPTPV + C2PBPEPs)PLPQ

Siemens SN29500 l = lbPUPT

NOTES: PL is a learning factor, PT is the temperature factor, PE is the environment factor, PQ 
is the quality factor, C1 is the die complexity, and C2 is the package complexity. For additional 
details, see U.S. Department of Defense (1991). 
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TELCORDIA SR-332

Telcordia SR-332 is a reliability prediction methodology developed 
by Bell Communications Research (or Bellcore) primarily for telecom-
munications companies (Telcordia Technologies, 2001). The most recent 
revision of the methodology is Issue 3, dated January 2011. The stated 
purpose of Telcordia SR-332 is “to document the recommended methods 
for predicting device and unit hardware reliability (and also) for predicting 
serial system hardware reliability” (Telcordia Technologies, 2001, p. 1-1). 
The methodology is based on empirical statistical modeling of commercial 
telecommunication systems whose physical design, manufacture, installa-
tion, and reliability assurance practices meet the appropriate Telcordia (or 
equivalent) generic and system-specific requirements. In general, Telcordia 
SR-332 adapts the equations in MIL-HDBK-217 to represent the conditions 
that telecommunication equipment experience in the field. Results are pro-
vided as a constant failure rate, and the handbook provides the upper 90 
percent confidence-level point estimate for the constant failure rate. 

The main concepts in MIL-HDBK-217 and Telcordia SR-332 are simi-
lar, but Telcordia SR-332 also has the ability to incorporate burn-in, field, 
and laboratory test data for a Bayesian analytical approach that incorpo-
rates both prior information and observed data to generate an updated 
posterior distribution. For example, Telcordia SR-332 contains a table of 
the “first-year multiplier” (Telcordia Technologies, 2001, p. 2-2), which 
is the predicted ratio of the number of failures of a part in its first year of 
operation in the field to the number of failures of the part in another year 
of (steady state) operation. This table in the SR-332 contains the first-year 
multiplier for each value of the part device burn-in time in the factory. The 
part’s total burn-in time is the sum of the burn-in time at the part, unit, 
and system levels. 

PRISM

PRISM is a reliability assessment method developed by the Reliability 
Analysis Center (RAC) (Reliability Assessment Center, 2001). The method 
is available only as software, and the most recent version of the software is 
Version 1.5, released in May 2003. PRISM combines the empirical data of 
users with a built-in database using Bayesian techniques. In this technique, 
new data are combined using a weighted average method, but there is 
no new regression analysis. PRISM includes some nonpart factors such as 
interface, software, and mechanical problems. 

PRISM calculates assembly- and system-level constant failure rates in 
accordance with similarity analysis, which is an assessment method that 
compares the actual life-cycle characteristics of a system with predefined 
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process grading criteria, from which an estimated constant failure rate is 
obtained. The component models used in PRISM are called RACRates™ 
models and are based on historical field data acquired from a variety of 
sources over time and under various undefined levels of statistical control 
and verification.

Unlike the other handbook constant failure rate models, the RACRates™ 
models do not have a separate factor for part quality level. Quality level is 
implicitly accounted for by a method known as process grading. Process 
grades address factors such as design, manufacturing, part procurement, 
and system management, which are intended to capture the extent to which 
measures have been taken to minimize the occurrence of system failures. 

The RACRates™ models consider separately the following five contri-
butions to the total component constant failure rate: (1) operating condi-
tions, (2) non-operating conditions, (3) temperature cycling, (4) solder 
joint reliability, and (5) electrical overstress (EOS). Solder joint failures are 
also combined with other failures in the model, without consideration of 
the board material or solder material. These five factors are not indepen-
dent: for example, solder joint failures depend on the temperature cycling 
parameters. A constant failure rate is calculated for solder joint reliability, 
although solder joint failures are primarily wear-out failure mechanisms 
due to cyclic fatigue. 

PRISM calculates non-operating constant failure rates with several 
assumptions. The daily or seasonal temperature cycling high and low values 
that are assumed to occur during storage or dormancy represent the largest 
contribution to the non-operating constant failure rate value. The contri-
bution of solder joints to the non-operating constant failure rate value is 
represented by reducing the internal part temperature rise to zero for each 
part in the system. Lastly, the contribution of the probability of electri-
cal overstress (EOS) or electrostatic discharge (ESD) is represented by the 
assumption that the EOS constant failure rate is independent of the duty 
cycle. This assumption accounts for parts in storage affected by this EOS 
or ESD due to handling and transportation. 

FIDES GUIDE

The FIDES methodology was developed under the supervision of 
Délégation Générale pour l’Armement, specifically for the French Ministry 
of Defense. The methodology was formed by French industrialists from the 
fields of aeronautics and defense. It was compiled by the following orga-
nizations: AIRBUS France, Eurocopter, GIAT Industries, MBDA France, 
Thales Airborne Systems, Thales Avionics, Thales Research & Technology, 
and Thales Underwater Systems. The FIDES Guide aims “to enable a real-
istic assessment of the reliability of electronic equipment, including systems 
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operating in severe environments (defense systems, aeronautics, industrial 
electronics, and transport). The FIDES Guide also aims to provide a con-
crete tool to develop and control reliability” (FIDES Group, 2009). 

The FIDES Guide contains two parts: a reliability prediction model 
and a reliability process control and audit guide. The FIDES Guide pro-
vides models for electrical, electronic, and electromechanical components. 
These prediction models take into account the electrical, mechanical, and 
thermal overstresses. These models also account for “failures linked to . . . 
development, production, field operation and maintenance” (FIDES Group, 
2009). The reliability process control guide addresses the procedures and 
organizations throughout the life cycle, but does not go into the use of the 
components themselves. The audit guide is a generic procedure that audits a 
company using three questions as a basis to “measure its capability to build 
reliable systems, quantify the process factors used in the calculation models, 
and identify actions for improvement” (FIDES Group, 2009).

NON-OPERATING CONSTANT FAILURE RATE PREDICTIONS

MIL-HDBK-217 does not have specific methods or data related to the 
non-operational failure of electronic parts and systems, although several 
different methods to estimate them were proposed in the 1970s and 1980s. 
The first methods used multiplicative factors based on the operating con-
stant failure rates obtained using other handbook methods. The reported 
values of such multiplicative factors are 0.03 or 0.1. The first value of 0.03 
was obtained from an unpublished study of satellite clock failure data from 
23 failures. The value of 0.1 is based on a RADC study from 1980. RAC 
followed up the efforts with the RADC-TR-85-91 method. This method 
was described as being equivalent to MIL-HDBK-217 for non-operating 
conditions, and it contained the same number of environmental factors 
and the same type of quality factors as the then-current MIL-HDBK-217. 
Some other non-operating constant failure rate tables from the 1970s and 
1980s include the MIRADCOM Report LC-78-1, RADC-TR-73-248, 
and NONOP-1. 

IEEE 1413 AND COMPARISON OF RELIABILITY 
PREDICTION METHODOLOGIES

The IEEE Standard 1413, IEEE Standard Methodology for Reliability 
Prediction and Assessment for Electronic Systems and Equipment (IEEE 
Standards Association, 2010), provides a framework for reliability pre-
diction procedures for electronic equipment at all levels. It focuses on 
hardware reliability prediction methodologies, and specifically excludes 
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software reliability, availability and maintainability, human reliability, and 
proprietary reliability prediction data and methodologies. IEEE 1413.1, 
Guide for Selecting and Using Reliability Predictions Based on IEEE1413 
(IEEE Standards Association, 2010) aids in the selection and use of reli-
ability prediction methodologies that satisfy IEEE 1413. Table D-4 shows 
a comparison of some of the handbook-based reliability prediction meth-
odologies based on the criteria in IEEE 1413 and 1413.1. 

Though only five of the many failure prediction methodologies have 
been analyzed, they are representative of the other constant failure-rate-
based techniques. There have been several publications that assess other 
similar aspects of prediction methodologies. Examples include O’Connor 
(1985a, 1985b, 1988, 1990), O’Connor and Harris (1986), Bhagat 
(1989), Leonard (1987, 1988), Wong (1990, 1993, 1989), Bowles (1992), 
Leonard and Pecht (1993), Nash (1993), Hallberg (1994), and Lall et al. 
(1997).

These methodologies do not identify the root causes, failure modes, and 
failure mechanisms. Therefore, these techniques offer limited insight into 
the real reliability issues and could potentially misguide efforts to design 
for reliability, as is demonstrated in Cushing et al. (1996), Hallberg (1987, 
1991), Pease (1991), Watson (1992), Pecht and Nash (1994), and Knowles 
(1993). The following sections will review some of the major shortcomings 
of handbook-based methodologies, and also present case studies highlight-
ing the inconsistencies and inaccuracies of these approaches.

SHORTCOMINGS OF MIL-HDBK-217 AND ITS PROGENY

MIL-HDBK-217 has several shortcomings, and it has been critiqued 
extensively since the early 1960s. Some of the initial arguments and results 
contradicting the handbook methodologies were refuted as being fraudulent 
or sourced from manipulated data (see McLinn, 1990). However, by the 
early 1990s, it was agreed that MIL-HDBK-217 was severely limited in its 
capabilities, as far as reliability prediction was concerned (Pecht and Nash, 
1994). One of the main drawbacks of MIL-HDBK-217 was that the predic-
tions were based purely on “simple heuristics,” as opposed to engineering 
design principles and physics of failure. The handbook could not even 
account for different loading conditions (Jais et al., 2013). Furthermore, 
because the handbook was focused mainly on component-level analyses, 
it could only address a fraction of overall system failure rates. In addition 
to these issues, if MIL-HDBK-217 was only used for arriving at a rough 
estimate of reliability of a component, then it would need to be constantly 
updated with the newer technologies, but this was never the case. 
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Incorrect Assumption of Constant Failure Rates

MIL-HDBK-217 assumes that the failure rates of all electronic com-
ponents are constant, regardless of the nature of actual stresses that the 
component or system experiences. This assumption was first made based 
on statistical consideration of failure data independent of the cause or 
nature of failures. Since then, significant developments have been made 
in the understanding of the physics of failure, failure modes, and failure 
mechanisms. 

It is now understood that failure rates, and, more specifically, the 
hazard rates (or instantaneous failure rates), vary with time. Studies have 
shown that the hazard rates for electronic components, such as transistors, 
that are subjected to high temperatures and high electric fields, under com-
mon failure mechanisms, show an increasing hazard rate with time (Li et 
al., 2008; Patil et al., 2009). At the same time, in components and systems 
with manufacturing defects, failures may manifest themselves early on, and 
as these parts fail, they get screened. Therefore, a decreasing failure rate 
may be observed initially in the life of a product. Hence, it is safe to say 
that in the life cycle of an electronic component or system, the failure rate 
is constantly varying. 

McLinn (1990) and Bowles (2002) describe the history, math, and flawed 
reasoning behind constant failure rate assumptions. Epstein and Sobel (1954) 
provide a historical review of some of the first applications of the exponential 
distribution to model mortality in actuarial studies for the insurance industry 
in the early 1950s. Since exponential distributions are associated with con-
stant failure rates, which help simplify calculations, they were adopted by the 
reliability engineering community. Through subsequent widespread usage, 
“the constant failure rate model, right or wrong, became the ‘reliability 
paradigm’” (McLinn, 1990, p. 237). McLinn notes how once this paradigm 
was adopted, its practitioners, based on their common beliefs, “became com-
mitted more to the propagation of the paradigm, than the accuracy of the 
paradigm itself” (p. 239).

By the end of the 1950s, and in the early 1960s, more test data were 
obtained from experiments. The data seemed to indicate that electronic 
systems at that time had decreasing failure rates (Milligan, 1961; Pettinato 
and McLaughlin, 1961). However, the natural tendency of the proponents 
of the constant failure rate model was to explain away these results as 
anomalies as opposed to providing a “fuller explanation” (McLinn, 1990, 
p. 240). Concepts such as inverse burn-in or endless burn-in (Bezat and 
Montague, 1979; McLinn, 1989) and mysterious unexplained causes were 
used to dismiss anomalies.

Proponents of the constant failure rate model believed that the hazard 
rates or instantaneous failure rates of electronic systems would follow a 
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bathtub curve—with an initial region (called infant mortality) of decreasing 
failure rate when failures due to manufacturing defects would be weeded 
out. This stage would then be followed by a region of a constant failure 
rate, and toward the end of the life cycle the failure rate would increase 
due to wear-out mechanisms. This theory would help reconcile both the 
decreasing failure rate and the constant failure rate model. When Peck 
(1971) published data from semiconductor testing, he observed a decreas-
ing failure rate trend that lasted for many thousands of hours of operation. 
This was said to have been caused by “freaks.” It was later explained as 
being an extended infant mortality rate. 

Bellcore and SAE created two standards using a prediction methodol-
ogy based on constant failure rate, but they subsequently adjusted their 
techniques to account for this phenomenon (of decreasing failure rates 
lasting several thousand hours) by increasing the infant mortality region to 
10,000 hours and 100,000 hours, respectively. However, the bathtub curve 
theory was further challenged by Wong (1981) with his work describing 
the demise of the bathtub curve. Claims were made by constant failure rate 
proponents suggesting that data challenging the bathtub curve and constant 
failure rate models were fraudulently manipulated (Ryerson, 1982). These 
allegations were merely asserted with no supporting analysis or explana-
tion. In order to reconcile some of the results from contemporary publica-
tions, the roller coaster curve—which was essentially a modified bathtub 
curve—was introduced by Wong and Lindstrom (1989). McLinn (1990, 
p. 239) noted that the arguments and modifications made by the constant 
failure rate proponents “were not always based on science or logic . . . but 
may be unconsciously based on a desire to adhere to the old and familiar 
models.” Figure D-1 depicts the bathtub curve and the roller coaster curve.

There has been much debate about the suitability of the constant failure 
rate assumption for modeling component reliability. This methodology has 
been controversial in terms of assessing reliability during design: see, for 
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FIGURE D-1  The bathtub curve (left) and the roller coaster curve (right). See text 
for discussion.
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example, Blanks (1980), Bar-Cohen (1988), Coleman (1992), and Cushing 
et al. (1993). The mathematical perspective has been discussed in detail 
in Bowles (2002). Thus, a complete understanding of how the constant 
failure rates are evaluated, along with the implicit assumptions, is vital to 
interpreting both reliability predictions and future design. It is important 
to remember that the constant failure rate models used in some of the 
handbooks are calculated by performing a linear regression analysis on the 
field failure data or generic test data. These data and the constant failure 
rates are not representative of the actual failure rates that a system might 
experience in the field (unless the environmental and loading conditions are 
static and the same for all devices). Because a device might see several dif-
ferent types of stresses and environmental conditions, it could be degrading 
in multiple ways. Hence, the lifetime of an electronic compound or device 
can be approximated to be a combination of several different failure mecha-
nisms and modes, each having its own distribution, as shown in Figure D-2. 

Furthermore, this degradation is nondeterministic, so the product will 
have differing failure rates throughout its life. It would be impossible to 
capture this behavior in a constant failure rate model. Therefore, all meth-
odologies based on the assumption of a constant failure rate are fundamen-
tally flawed and cannot be used to predict reliability in the field.
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rates. See text for discussion.
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Lack of Consideration of Root Causes of Failures, 
Failure Modes, and Failure Mechanisms

After the assumption of constant failure rates, the lack of any con-
sideration of root causes of failures and failure modes and mechanisms is 
another major drawback of MIL-HDBK-217 and other similar approaches. 
Without knowledge or understanding of the site, root cause, or mecha-
nism of failures, the load and environment history, the materials, and the 
geometries, the calculated failure rate is meaningless in the context of 
reliability prediction. As noted above, not only does this undermine reli-
ability assessment in general, it also obstructs product design and process 
improvement. 

Cushing et al. (1993) note that there are two major consequences of 
using MIL-HDBK-217. First, this prediction methodology “does not give the 
designer or manufacturer any insight into, or control over, the actual causes 
of failure since the cause-and-effect relationships impacting reliability are 
not captured. Yet, the failure rate obtained is often used as a reverse engi-
neering tool to meet reliability goals.” At the same time, “MIL-HDBK-217 
does not address the design & usage parameters that greatly influence reli-
ability, which results in an inability to tailor a MIL-HDBK-217 prediction 
using these key parameters” (Cushing et al., 1993, p. 542).

In countries such as Japan (see Kelly et al., 1995), Singapore, and 
Taiwan, where the focus is on product improvement, physics of failure is 
the only approach used for reliability assessment. In stark contrast, in the 
United States and Europe, focus on “quantification of reliability and device 
failure rate prediction has been more common” (Cushing et al., 1993, p. 
542). This approach has turned reliability assessment into a numbers game, 
with greater importance being given to the MTBF value and the failure rate 
than to the cause of failure. The reason most often cited for this rejection 
of physics-of-failure-based approaches in favor of simplistic mathematical 
regression analysis was the complicated and sophisticated nature of physics-
of-failure models. In hindsight, this rejection of physics-based models, with-
out completely evaluating the merits of the approach and without having 
any foresight, was poor engineering practice.

Though MIL-HDBK-217 provides inadequate design guidance, it has 
often been used in the design of boards, circuit cards, and other assem-
blies. Research sponsored by the U.S. Army (Pecht et al., 1992) and the 
National Institute of Standards and Technology (NIST) (Kopanski et al., 
1991) explored an example of design misguidance resulting from device 
failure rate prediction methodologies concerning the relationship between 
thermal stresses and microelectronic failure mechanisms. In this case, MIL-
HDBK-217 would clearly not be able to distinguish between the two sepa-
rate failure mechanisms. Results from another independent study by Boeing 
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(Leonard, 1991) corroborated these findings. The MIL-HDBK-217-based 
methodologies also cannot be used for comparison and evaluation of com-
peting designs. They cannot provide accurate comparisons or even a speci-
fication of accuracy. 

Physics of failure, in contrast “is an approach to design, reliability 
assessment, testing, screening and evaluating stress margins by employ-
ing knowledge of root-cause failure processes to prevent product failures 
through robust design and manufacturing practices” (Lall and Pecht, 1993, 
p. 1170). The physics-of-failure approach to reliability involves many steps, 
including: (1) identifying potential failure mechanisms, failure modes, and 
failure sites; (2) identifying appropriate failure models and their input 
parameters; (3) determining the variability of each design parameter when 
possible; (4) computing the effective reliability function; and (5) accepting 
the design, if the estimated time-dependent reliability function meets or 
exceeds the required value over the required time period. 

Table D-5 compares several aspects of MIL-HDBK-217 with those of 
the physics-of-failure approach.

Several physics-of-failure-based models have been developed for differ-
ent types of materials, at different levels of electronic packaging (chip, com-
ponent, board), and under different loading conditions (vibration, chemical, 
electrical). Though it would be impossible to list or review all of them, many 
models have been discussed in the physics-of-failure tutorial series in IEEE 
Transactions on Reliability. Examples include Dasgupta and Pecht (1991), 
Dasgupta and Hu (1992a), Dasgupta and Hu (1992b), Dasgupta (1993), 
Dasgupta and Haslach (1993), Engel (1993), Li and Dasgupta (1993), Al-
Sheikhly and Christou (1994), Li and Dasgupta (1994), Rudra and Jennings 
(1994), Young and Christou (1994), and Diaz et al. (1995).

The physics-of-failure models do have some limitations as well. The 
results obtained from these models will have a certain degree of uncertainty 
and errors associated with them, which can be partly mitigated by calibrat-
ing them with accelerated testing. The physics-of-failure methods may also 
be limited in their ability to combine the results of the same model for 
multiple stress conditions or their ability to aggregate the failure prediction 
results from individual failure modes to a complex system with multiple 
competing and common cause failure modes. However, there are recog-
nized methods to address these issues, with continuing research promising 
improvements; for details, see Asher and Feingold (1984), Montgomery and 
Runger (1994), Shetty et al. (2002), Mishra et al. (2004), and Ramakrish-
nan and Pecht (2003).

Despite the shortcomings of the physics-of failure-approach, it is more 
rigorous and complete, and, hence, it is scientifically superior to the con-
stant failure rate models. The constant failure rate reliability predictions 
have little relevance to the actual reliability of an electronic system in the 



Copyright © National Academy of Sciences. All rights reserved.

Reliability Growth:  Enhancing Defense System Reliability

APPENDIX D	 221

TABLE D-5  A Comparison Between the MIL-HDBK-217 and Physics-of-
Failure Approaches

Issue MIL-HDBK-217 Physics-of-Failure Approach

Model 
Development

Models cannot provide accurate 
design or manufacturing 
guidance since they were 
developed from assumed 
constant failure-rate data, not 
root-cause, time-to-failure data. 
A proponent stated: “Therefore, 
because of the fragmented 
nature of the data and the fact 
that it is often necessary to 
interpolate or extrapolate from 
available data when developing 
new models, no statistical 
confidence intervals should 
be associated with the overall 
model results” (Morris, 1990).

Models based on science/engineering 
first principles. Models can support 
deterministic or probabilistic 
applications.

Device Design 
Modeling

The MIL-HDBK-217 
assumption of perfect designs 
is not substantiated due to lack 
of root-cause analysis of field 
failures. MIL-HDBK-217 models 
do not identify wearout issues.

Models for root-cause failure 
mechanisms allow explicit 
consideration of the impact that 
design, manufacturing, and operation 
have on reliability.

Device Defect 
Modeling

Models cannot be used to 
(1) consider explicitly the impact 
of manufacturing variation on 
reliability, or (2) determine what 
constitutes a defect or how to 
screen/inspect defects.

Failure mechanism models can be 
used to (1) relate manufacturing 
variation to reliability, and 
(2) determine what constitutes a 
defect and how to screen/inspect.

Device 
Screening

MIL-HDBK-217 promotes and 
encourages screening without 
recognition of potential failure 
mechanisms.

Provides a scientific basis for 
determining the effectiveness of 
particular screens or inspections.

Device 
Coverage

Does not cover new devices 
for approximately the first 5–8 
years. Some devices, such as 
connectors, were not updated 
for more than 20 years. 
Developing and maintaining 
current design reliability models 
for devices is an impossible task.

Generally applicable—applies to 
both existing and new devices—since 
failure mechanisms are modeled, not 
devices. Thirty years of reliability 
physics research has produced 
and continues to produce peer-
reviewed models for the key failure 
mechanisms applicable to electronic 
equipment. Automated computer 
tools exist for printed wiring boards 
and microelectronic devices.

continued
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Issue MIL-HDBK-217 Physics-of-Failure Approach

Use of 
Arrhenius 
Model

Indicates to designers that 
steady-state temperature is the 
primary stress that designers can 
reduce to improve reliability. 
MIL-HDBK-217 models will 
not accept explicit temperature 
change inputs. MIL-HDBK-217 
lumps different acceleration 
models from various failure 
mechanisms together, which is 
unsound.

The Arrhenius model is used to 
model the relationships between 
steady-state temperature and mean 
time-to-failure for each failure 
mechanism, as applicable. In 
addition, stresses due to temperature
change, temperature rate of change, 
and spatial temperature gradients are 
considered, as applicable.

Operating 
Temperature

Explicitly considers only steady-
state temperature. The effect 
of steady-state temperature 
is inaccurate because it is not 
based on root-cause, time-to-
failure data.

The appropriate temperature 
dependence of each failure 
mechanism is explicitly considered. 
Reliability is frequently more 
sensitive to temperature cycling, 
provided that adequate margins are 
given against temperature extremes 
(see Pecht et al., 1992).

Operational 
Temperature 
Cycling

Does not support explicit 
consideration of the impact 
of temperature cycling 
on reliability. No way of 
superposing the effects of 
temperature cycling and 
vibration.

Explicitly considers all stresses, 
including steady-state temperature, 
temperature change, temperature rate 
of change, and spatial temperature 
gradients, as applicable to each root-
cause failure mechanism.

Input Data 
Required

Does not model critical failure 
contributors, such as materials 
architectures, and realistic 
operating stresses. Minimal data 
in, minimal data out.

Information on materials, 
architectures, and operating 
stresses—the things that contribute 
to failures. This information is 
accessible from the design and 
manufacturing processes of leading 
electronics companies.

Output Data Output is typically a (constant) 
failure rate ‘l’. A proponent 
stated: “MIL-HDBK-217 is 
not intended to predict field 
reliability and, in general, does 
not do a very good job in an 
absolute sense” (Morris, 1990).

Provides insight to designers on the 
impact of materials, architectures, 
loading, and associated variation. 
Predicts the time-to-failure (as a 
distribution) and failure sites for 
key failure mechanisms in a device 
or assembly. These failure times and 
sites can be ranked. This approach 
supports either deterministic or 
probabilistic treatment.

TABLE D-5  Continued
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Issue MIL-HDBK-217 Physics-of-Failure Approach

DoD/Industry 
Acceptance

Mandated by government; 
30-year record of discontent. 
Not part of the U.S. Air Force 
Avionics Integrity Program 
(AVIP). No longer supported by 
senior U.S. Army leaders.

Represents the best practices of 
industry.

Coordination Models have never been 
submitted to appropriate 
engineering societies and 
technical journals for formal 
peer review.

Models for root-cause failure 
mechanisms undergo continuous 
peer review by leading experts. New 
software and documentation are 
coordinated with the various DoD 
branches and other entities.

Relative Cost 
of Analysis

Cost is high compared with 
value added. Can misguide 
efforts to design reliable 
electronic equipment.

Intent is to focus on root-cause 
failure mechanisms and sites, 
which is central to good design and 
manufacturing. Acquisition flexible, 
so costs are flexible. The approach 
can result in reduced life-cycle 
costs due to higher initial and final 
reliabilities, reduced probability of 
failing tests, reductions in hidden 
factory, and reduced support costs.

SOURCE: Cushing et al. (1993). Reprinted with permission.

TABLE D-5  Continued

field. The weaknesses of the physics-of-failure approach can mostly be 
attributed to the lack of knowledge of the exact usage environment and 
loading conditions that a device might experience and the stochastic nature 
of the degradation process. However, with the availability of various sen-
sors for data collection and data transmission, this gap in knowledge is 
being overcome. The weaknesses of the physics-of-failure approach can 
also be overcome by augmenting it with prognostic and health management 
approaches, such as the one shown in Figure D-3 (see Pecht and Gu, 2009). 

The process based on prognostics and health management does not 
predict reliability, but it does provide a reliability assessment based on in-
situ monitoring of certain environmental or performance parameters. This 
process combines the strengths of the physics-of-failure approach with live 
monitoring of the environment and operational loading conditions.
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Inadequacy for System-Level Considerations

The MIL-HDBK-217 methodology is predominantly focused on 
component-level reliability prediction, not system-level reliability. This focus 
may not have been unreasonable in the 1960s and 1970s, when components 
had higher failure rates and electronic systems were less complex than they 
are today. However, as Denson (1988) notes, an increase in system complex-
ity and component quality has resulted in a shift of system-failure causes 
away from components toward system-level factors, including the manufac-
turing, design, system requirements, and interface. Aspects such as human 
factors or operator errors, faulty maintenance or installation, equipment-to-
equipment interaction, and software reliability also have a significant impact 
on the reliability of a system, and hence these factors should be accounted 
for in the reliability prediction (Halverson and Ozdes, 1992; Jensen, 1995). 

Historically, none of these factors have been addressed by 
MIL-HDBK-217 (Denson, 1998). As a result, only a fraction of a total 
system failure rate is accounted for using handbook-based techniques: see 
the results from surveys conducted by Denson (1998) and Pecht and Nash 
(1994), shown in Table D-6. In order to estimate system-level reliability, 
MIL-HDBK-217 suggests that the individual reliabilities of components 
either be added or multiplied with other correction factors, all with the 
overarching assumption of constant failure rates.

Pecht and Ramappan (1992) reviewed component and device (elec-
tronic system) field failure return data collected between 1970 and 1990. 

FIGURE D-3  Physics-of-failure-based prognostics and health management approach. 
For details, see Pecht and Gu (2009, p. 315). 
SOURCE: Adapted from Gu and Pecht (2007). Reprinted with permission.
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TABLE D-6  Causes of Failure in Electronic Systems, in Percentage of 
Total Failures)

Category of Failure Denson (1998) Pecht and Nash (1994)

Parts 22 16

Design Related   9 21

Manufacturing Related 15 18

Externally Induced 12 -

Other (software, management, etc.) 22 17

Their analysis revealed that even in 1971, part failures only accounted for 
about 50 percent of the total failures in certain avionics systems. A similar 
analysis conducted in 1990 on avionics systems that had been deployed 
for 2–8 years revealed that the fraction of total failures caused by part 
failures was almost negligible (Pecht and Nash, 1994). Similar results were 
found by organizations such as Boeing and Westinghouse (between 1970 
and 1990) including Bloomer (1989), Westinghouse Electric Corp. (1989), 
Taylor (1990), and Aerospace Industries Association (1991), and, more 
recently, by the U.S. Army Materiel Systems Analysis Activity (AMSAA) 
(Jais et al., 2013). 

Lack of Consideration of Appropriate 
Environmental and Loading Conditions

The common stresses and conditions that cause failures in electronics 
include temperature cycling, mechanical bending, and vibration. MIL-
HDBK-217 does not account for these different environmental and loading 
conditions. In other words, the handbook-based prediction methodology 
does not distinguish between the various kinds of stresses that a device or 
component might be subjected to in its field operating conditions. It also 
does not distinguish between different kinds of failures in the computation 
of failure rates. The handbook-based approaches assume that the device 
will continue to fail at the same rate (constant failure rate) under each of 
those operating conditions. Consequentially, the failure rate provided by the 
handbook-based prediction methodology is not useful in serving as indica-
tor of the actual reliability of a device.

While the first edition of the MIL-HDBK-217 only featured a single-
point constant failure rate, the second edition, MIL-HDBK-217B, featured 
a failure rate calculation that later became the standard for reliability pre-
diction methodologies in the United States. In 1969, around the time that 
revision B of the handbook was being drafted, Codier (1969) wrote 
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This traditional ritual is a flimsy house of cards which has almost no 
connection whatever with the 1969 realities of hardware development. 
The reason is, of course, that the failure rates are faulty. Frantic efforts 
are being made to bolster the theory by stress factors and environmental 
factors, but we cannot keep up. We are simply defining new constants 
whose values we cannot evaluate. The circulated draft of MIL-HDBK-
217B proposes as many as five formal constants to use in determining the 
theoretical failure rate of a single part. In addition, is the following state-
ment ‘The many factors which constitute the base for any prediction can 
be listed briefly. . . . All these factors play an important part in the accuracy 
of forecast.’ There follows a list of twenty-three factors. 

Codier (1969) goes on to quote MIL-HDBK-217B: “In other words 
the forecast accuracy is based more on a prediction of program control 
effectiveness than it is on the inherent reliability of the design and its com-
ponents.” This can be illustrated by considering one of the equations from 
the handbook—in this particular example, we use the equation for the 
failure rate of bipolar junction transistors (BJTs):

	 lp = lbpTpRpSpQpE failures/106 hours, 	 (1)

where lb is the base failure rate, pT is the temperature factor, pR is the power 
rating factor, pS is the voltage stress factor, pQ is the quality factor, and pE 
is the environment factor. Hence, it is assumed that environmental condi-
tions can be accounted for by using multiplicative factors that scale the 
base failure rate linearly. The rationale behind this calculation is unclear; 
however, these types of calculations are available for almost all component 
types—both passive and active. Hence, the reason for Codier’s skepticism 
is apparent—as there seems to be no scientific explanation as to why or 
how the factors are chosen, and why they have the values that they do. 
Furthermore, these factors do not specifically address the different failure 
modes and mechanisms that the device or component would be subject to 
under different loading or environment conditions.

The environment factor, pE, in (1) does not directly account for specific 
stress conditions such as vibration, humidity, or bend. It represents generic 
conditions, such as ground benign, ground fixed, and ground mobile. These 
conditions refer to how controlled the environments generally are under 
different categories of military platforms. If we consider solder-level failures 
(in packages such as Ball Grid Arrays and others), there is little reported 
about failures of solders under high temperature “ageing” or “soak,” even 
though these conditions could cause solders to be susceptible to failure 
under additional loads. However, solders are prone to failure in many ways, 
including in terms of thermal fatigue (temperature cycling) (see Ganesan 



Copyright © National Academy of Sciences. All rights reserved.

Reliability Growth:  Enhancing Defense System Reliability

APPENDIX D	 227

and Pecht, 2006; Abtew and Selvaduray, 2000; Clech, 2004; Huang and 
Lee, 2008), vibrational loading (Zhou et al., 2010), mechanical bending 
(Pang and Che, 2007), and drop testing (Varghese and Dasgupta, 2007). 

In addition, different solders exhibit different reliabilities and lifetimes. 
The time to failure also depends on the loading rates (thermal shock or 
thermal cycling; mechanical bend; and vibration or drop). None of these 
parameters is accounted for in the MIL-HDBK-217-based methodologies, 
as it does not factor in environmental and loading conditions. Not only 
would it be futile to try to document all the different types of solders and 
loading conditions, but also because of how quickly technology is advanc-
ing in these areas, it would be impossible to prepare an exhaustive list of 
combinations of loading conditions and solder types together with other 
parameters such as package type, board finish, etc. Hence, this is another 
area in which no solution to “repair” the approaches of the existing hand-
book is available.

Absence of Newer Technologies and Components

Since its introduction, MIL-HDBK-217 has had difficulty keeping up 
with the rapid advances being made in the electronics industry. The hand-
book underwent six revisions over the course of more than 30 years, with 
the last revision being MIL-HDBK-217F in 1995. Moore (1965) predicted 
that the complexity of circuits would increase in such a way that the num-
ber of transistors on integrated circuits would double nearly every 2 years. 
This means that the number of transistors on the generations of integrated 
circuits between 1965 and 1995 had increased by a factor of nearly 215 

(see Figure D-4). 
The various handbook revisions were barely able to capture a small 

number of those generations of integrated circuits. Even with all its 
updates, the latest handbook revision, MIL-HDBK-217F, only features 
reliability prediction models for ceramic and plastic packages based on 
data from dual inline packages and pin grid arrays, which have rarely 
been used in new designs since 2003. Since the 1990s, the packaging and 
input/output (I/O) density of integrated circuits have advanced rapidly. 
Consequently, MIL-HDBK-217F, which does not differentiate between 
different package types or I/O densities, would not be applicable to any of 
the newer package types, including many of the new area array packages 
and surface mount packages. Hence, packages such as ball grid arrays 
(BGAs), quad-flat no-lead packages (QFN), package on package (PoP), 
and stacked die packages are not covered by MIL-HDBK-217F. Addition-
ally, it would be a nearly impossible task to characterize the failure rates 
of all the different types of current generation packages, simply because 
of the sheer number of different packages. 
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FIGURE D-4  Evolution of integrated circuits (Moore’s Law). 
SOURCE: Transistor Count and Moore’s Law-2011 by Wgsimon (own work). 
Licensed under Creative Commons Attribution-Share Alike 3.0 via Wikimedia 
Commons. Available: http://commons.wikimedia.org/wiki/File:Transistor_Count_
and_Moore%27s_Law_-_2011.svg#mediaviewer/File:Transistor_Count_and_
Moore%27s_Law_-_2011.svg.

Moreover, even if it were possible to characterize the different package 
types and I/O densities, the life cycles (from design or conception to discon-
tinuation) of modern electronic devices and components are much shorter 
than those of older components and systems. Some of the older package 
types, from the 1980s and 1990s, are still in use in legacy systems. Such 
components and systems had been made available for significantly longer 
than contemporary commercial electronic products, such as computers and 
cell phones, which typically have a life cycle of 2-5 years. These shorter life 
cycles pose a challenge to failure rate evaluations because of the short time 
frame available for the collection of failure data and the development of 
failure rate models. Hence, it would neither be pragmatic nor economical 
to invest in the development of such failure rate models.

The problem is not restricted only to active components: the discrete 
and passive component database of MIL-HDBK-217 is also outdated. 
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Discrete components, such as insulated gate bipolar transistors (IGBTs), 
surface mount tantalum capacitors, power sources such as Li-ion and 
NiMH batteries, supercapacitors, and niobium capacitors, all of which 
are used widely in the industry, are not, and probably will never be, cov-
ered by MIL-HDBK-217. Consequently, manufacturers and engineers are 
forced to identify the closest match in the handbook and then base their 
calculations on the guidelines prescribed for those older parts. This could 
potentially penalize a newer, more reliable component for the unreliability 
of its predecessors. 

Historically, there have been precedents for such penalizations. For 
example, when the reliability, availability, and maintainability (RAM) model 
in MIL-HDBK-217B was extrapolated to include 64K RAM, the resulting 
mean time between failures calculated was a mere 13 seconds (Pecht and 
Nash, 1994). As a result of such incidents, a variety of notice changes to MIL-
HDBK-217B appeared, and on April 9, 1979, MIL-HDBK-217C was pub-
lished to “band aid” the problems. As a consequence of the rapidly advancing 
and ever-changing technology base, in the brief span of less than 3 years, 
MIL-HDBK-217C was updated to MIL-HDBK-217D in 1982, which in turn 
was updated to MIL-HDBK-217E in 1986. Hence, all the MIL-HDBK-217 
revisions have had trouble keeping pace with the cutting edge of electron-
ics packaging technology, and MIL-HDBK-217F is no exception. It would 
be easier to concede that the MIL-HDBK-217 methodology and approach 
are fundamentally and irreparably flawed than to update or replace it with 
something similar.

COMPARISONS OF HANDBOOK PREDICTIONS WITH FIELD DATA

Several case studies and experiments conducted have invalidated the 
predictions obtained from the handbook methodologies. These studies 
revealed that there were wild discrepancies between the predicted and 
actual MTBFs, often to several orders of magnitude. MTBFs and failures in 
time (FITs) are corollaries of the constant failure rate metric. For constant 
failure rates, the MTBF is simply the inverse of the constant failure rate, 
while an FIT rate is the number of failures in one billion (109) hours of 
device operation.

Some of the earliest studies that discovered the inconsistencies between 
test or field data and MIL-HDBK-217 predictions were published in the 
early 1960s (see Milligan, 1961; Pettinato and McLaughlin, 1961). The data 
from these tests indicated that the electronic systems of that time showed 
decreasing failure rates. However, as noted above, these findings were dis-
missed as anomalies. By the 1970s, there were more studies published—one 
of them identifying fluctuations in the field MTBF values when compared 
with the MIL-HDBK-217A-based predictions (Murata, 1975). In 1979, 
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another study provided well-documented results that provided an indisput-
able challenge to constant failure rate models (Bezat and Montague, 1979). 

Around this time, MIL-HDBK-217 was revised several times in an effort 
to keep up with the constantly evolving technology and to temporarily fix 
some of the models. However, despite the updates, there were more studies 
revealing disparities between test data and predicted MTBF values. One 
such study, conducted on Electric Countermeasures (ECM) radar systems, 
was carried out by Lynch and Phaller (1984). They pointed out that not 
only were the assumptions made in the calculation for reliability prediction 
at the part level flawed, but they also had a significant role in contribut-
ing to the disparity between predicted and observed MTBF values at the 
system level. Since then, several similar studies have been published, with 
the Annual Reliability and Maintainability Symposium including one such 
paper roughly every year (e.g., MacDiarmid, 1985; Webster, 1986; Branch, 
1989; Leonard and Pecht, 1991; Miller and Moore, 1991; Rooney, 1994).

In the 1990s, even the proponents of the handbook-based techniques 
conceded that “MIL-HDBK-217 is not intended to predict field reliability 
and, in general, does not do a very good job of it in an absolute sense” 
(Morris, 1990). Companies such as General Motors stated that “GM con-
curs and will comply with the findings and policy revisions of Feb. 15, 1996 
by the Assistant Secretary of the U.S. Army for Research, Development 
and Acquisition. . . . Therefore: MIL-HDBK 217, or a similar component 
reliability assessment method such as SAE PREL, shall not be used” (GM 
North America Operation, 1996). U.S. Army regulation 70-1 stated in a 
similar vein that “MIL–HDBK–217 or any of its derivatives are not to 
appear in a solicitation as it has been shown to be unreliable, and its use 
can lead to erroneous and misleading reliability predictions” (U.S. Depart-
ment of the Army, 2011, pp. 15-16). 

The following section reviews the results from some of the numerous 
case studies on both military and nonmilitary systems that have discredited 
the handbook-based techniques. The differences between the predictions of 
several similar handbook methodologies are also reviewed.

STUDIES ON COMMERCIAL ELECTRONIC PARTS AND ASSEMBLIES

There have been studies conducted on several different types of com-
mercial electronic parts and assemblies, such as computer parts and mem-
ory (see Hergatt, 1991; Bowles, 1992; Wood and Elerath, 1994), industrial 
and automotive (Casanelli et a.l, 2005), avionics (Leonard and Pecht, 1989; 
Leonard and Pecht, 1991; Charpanel et al., 1998), and telecommunication 
equipment (Nilsson and Hallberg, 1997). Each of these studies reveals that 
there is a wide gap dividing the predicted MTBF values from the actual 
field or test MTBFs. 
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Table D-7 shows results from some publications on the disparity 
between the MTBFs for different devices. It can be seen that the ratios of 
measured MTBFs to predicted MTBFs varies from 0.54 to 12.20 for these 
systems.

Studies on computer systems, such as those by Wood and Elerath 
(1994) and Charpenel et al. (1998), seem to indicate that measured MTBFs 
are considerably lower than the predicted MTBF values. The results from 
their studies can be seen in Figure D-5. Similar results can also be seen in 

TABLE D-7  Ratio of Measured MTBFs to Handbook-Based Predicted 
MTBFs for Various Electronic Devices

Product Method

Measured 
MTBF 
(hours)

Predicted 
MTBF 
(hours) Ratio

Audio Selector 
(Leonard and Pecht, 1991)

6,706 12,400 0.54

Bleed Air Control 
(Leonard and Pecht, 1991)

28,261 44,000 0.64

Storage (Hard) Disk 
(Wood and Elerath, 1994)

Bellcore*
(*now Telcordia)

2.00

Processor Board
(Wood and Elerath, 1994)

Bellcore* 2.50

Controller Board
(Wood and Elerath, 1994)

Bellcore* 2.50

Power Supply
(Wood and Elerath, 1994)

Bellcore* 3.50

PW2000 Engine Control 
(Leonard, 1991)

42,000 10,889 3.90

JT9D Engine Control 
(Leonard, 1991)

32,000 8,000 4.00

Memory Board
(Wood and Elerath, 1994)

Bellcore* 5.00

Spoiler Control
(Leonard and Pecht, 1991)

62,979 8,800 7.16

PC Server
(Hergatt, 1991)

MIL-HDBK-217 15,600 2,070 7.50

Office Workstation
(Hergatt, 1991)

MIL-HDBK-217 92,000 7,800 11.80

Avionics CPU Board MIL-HDBK-217 243,902 20,450 11.90

Yaw Damper 55,993 4,600 12.20
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FIGURE D-5  Predicted MTBFs compared with field or measured MTBFs in Wood 
and Elerath (1994), top, and in Charpenel et al. (1998), bottom. 
SOURCE: Top: Wood and Elerath (1994, p. 154). Reprinted with permission. 
Bottom: Charpenel et al. (1998). Reprinted with permission.
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Hergatt (1991) regarding commercial computers, where the actual MTBFs 
of office workstations and PC servers were found to be three orders of 
magnitude greater than the predicted values. However, the results described 
in Table D-7 seem to indicate that handbook-based reliability prediction 
techniques can either arbitrarily underpredict or overpredict the true MTBF 
of a system in field conditions. Hence, handbook-based predictions are not 
always conservative. Even if the predictions were conservative, it would be 
impossible to determine the true margin between the predicted values and 
the actual values.

STUDIES ON MILITARY ELECTRONIC PARTS AND ASSEMBLIES

The errors in reliability prediction while using handbook-based method-
ologies are not restricted only to commercial electronics. A study conducted 
by the AMSAA (Jais et al., 2013) surveyed various agencies throughout the 
U.S. Department of Defense (DoD) by requesting reliability information 
on a variety of systems. The systems represented a variety of platforms, 
including communications devices, network command and control, ground 
systems, missile launchers, air command and control, aviation warning, and 
aviation training systems. The information requested included system-level 
predictions and demonstrated results (MTBFs from testing and fielding). 

 The results were filtered to only include estimates from predictions that 
were based purely on the methodologies prescribed in the MIL-HDBK-217 
and its progeny. The ratio of predicted to demonstrated values ranged from 
1.2:1 to 218:1: see Figure D-6. Jais et al. (2013, p. 4) stated that the “origi-
nal contractor predictions for DoD systems [MTBFs] greatly exceed the 
demonstrated results.” Statistical analysis of the data using Spearman’s rank 
order correlation coefficient showed that MIL-HDBK-217-based predic-
tions could not support comparisons between systems. The data and analy-
sis demonstrated that the handbook predictions are not only inaccurate, but 
also could be harmful from an economic perspective if they were used as 
guidelines for sustainment, maintainability, and sparing calculations. The 
authors then considered why MIL-HDBK-217 is still being used for the 
DoD acquisition. They conclude that “. . . despite its shortcomings, system 
developers are familiar with MIL-HDBK-217 and its progeny. It allows 
them a ‘one size fits all’ tool that does not require additional analysis or 
engineering expertise. The lack of direction in contractual language leaves 
also government agencies open to its use” Jais et al. (2013, p. 5.)

Cushing et al. (1993) published data showing the discrepancies between 
the MIL-HDBK-217-based predictions of MTBFs for the Single Channel 
Ground Air Radio Set (SINCGARS) and the observed MTBFs during 
the 1987 nondevelopmental item candidate test. The data are shown in 
Table D-8. The errors in predictions were found to vary between –70 per-
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FIGURE D-6  Comparison of predicted and demonstrated MTBF values for U.S. 
defense systems.
SOURCE: Jais et al. (2013, p. 4). Reprinted with permission.

TABLE D-8  Results of the 1987 SINCGARS Nondevelopmental Item 
Candidate Test

Vendor Predicted MTBF (hours) Observed MTBF (hours) Error (%)

A 811 98 728

B 1269 74 1615

C 1845 2174 –15

D 2000 624 221

E 2000 51 3822

F 2304 6903 –67

G 2450 472 419

H 2840 1160 145

I 3080 3612 –15

SOURCE: Cushing et al. (1993, p. 543). Reprinted with permission.
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cent (underprediction) and 3,800 percent (overprediction). These data also 
highlight the issue with the ability of the handbook-based predictions to 
evaluate competing proposals. Hence, the column with the sorted predicted 
MTBF values does not provide an accurate ranking of the reliability of the 
vendors’ systems, as vendor F’s system was technically found to be more 
reliable than those of vendors G, H, and I and vendor E’s system performed 
more poorly than those of vendors A, B, C, and D. These results again dem-
onstrate how the handbook predictions can be misleading and inaccurate. 

VARIATIONS IN PREDICTIONS BY DIFFERENT METHODOLOGIES

There are also variations in the predictions of MTBFs of systems 
obtained by different 217-type methodologies. Oh et al. (2013) found 
that when predicting the reliability of cooling fans and their control sys-
tems using MIL-HDBK-217 and Telcordia SR-332, very different results 
were obtained. While the MTBF predictions based on MIL-HDBK-217 
showed an error of 469–663 percent, the SR-332 prediction had an error 
of between 70 and 300 percent. Spencer (1986) compared the FIT rates of 
NMOS SRAM modules evaluated using MIL-HDBK-217, Bellcore (Tel-
cordia), British Telecom HRD, and CNET based methodologies. He found 
that the failure rate increased with an increase in complexity for all the 
prediction methodologies.

Jones and Hayes (1999) performed a more comprehensive study com-
paring predictions from various handbook methodologies with actual field 
data on commercial electronic circuit boards. They found not only a dif-
ference between the predictions and MTBFs evaluated using the field data, 
but also significant differences between the various predictions themselves. 
Figure D-7 provides some details. 

RIAC 217PLUS AND MIL-HDBK-217G

The Handbook of 217Plus Reliability Prediction Models, commonly 
referred to as 217Plus, was developed by the Reliability Information Analy-
sis Center (RIAC), an independent private enterprise. 217Plus was written 
to document the models and equations used in PRISM, a software tool 
used for system reliability assessment, described above. 217Plus was also 
published as an alternative to MIL-HDBK-217F. 217Plus prediction model 
doubles the number of part-type failure rate models from PRISM, and it 
also contains six new constant failure rate models not available in PRISM. 
The Handbook of 217Plus was released on May 26, 2006.

217Plus contains reliability prediction models for both the component 
and system levels. The component models are determined first to estimate 
the failure rate of each component and then summed to estimate the sys-
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tem failure rate. This estimate of system reliability is further modified by 
the application of “system-level” factors (called process grade factors) 
that account for noncomponent impacts of overall system reliability. “The 
goal of a model is to estimate the ‘rate of occurrence of failure’ and accel-
erants of a component’s primary failure mechanisms within an acceptable 
degree of accuracy” (Reliability Information Analysis Center, 2006, p. 2). 
The models account for environmental factors and operational profile 
factors so that various tradeoff analyses can be performed. A 217Plus 
prediction can be performed using both a predecessor system and a new 
system. A predecessor is a product with similar technology and design and 
manufacturing processes. If the item under analysis is an evolution of a 
predecessor item, then the field experience of the predecessor item can be 
leveraged and modified to account for the differences between the new item 
and the predecessor item. The 217Plus methodology also accommodates the 
incorporation of test/field reliability experience into the analytical predic-
tion of new systems.

Even if RIAC 217Plus overcomes some of the major shortcomings of 
MIL-HDBK-217, it is still built on the foundations of the handbook. As it 
stands now, it is unclear how 217Plus accounts for all possible equipment 
failure modes by focusing on component models and process grade fac-

FIGURE D-7  Comparison of various handbook methodologies.
SOURCE: Adapted from Jones and Hayes (1999, p. 9). Reprinted with permission.
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tors. Although additive models help curb the “blow up” of MTTF values 
calculated at the high and low extremes, it still remains to be proven how 
this would provide more accurate estimates of failure rates and lifetimes. 
The implementation of such modifications as the additive models still does 
not account for common mode failures, which account for a significant 
portion of system-level failures. It is also unclear if 217Plus can account 
for the dependencies between the various components and their operations 
under different environmental conditions at the system level. Combining 
the failure rates estimated theoretically (by considering the system to be a 
superset of components) with results from Bayesian analysis and estima-
tion of the failure rates using field and test data would account for some 
of these common mode failures. However, the validity and applicability of 
these failure rates depends on the assumptions made, specifically regard-
ing the likelihood functions involved in the Bayesian analysis. The final 
calculations and estimates of lifetimes and failure rates also depend on 
how the results from the Bayesian analysis are merged with other analyti-
cal predictions. It is still not be possible to condense the results from the 
Bayesian analysis to give a point estimate of either the lifetimes or failure 
rates, because this point estimate would suffer from the same shortcomings 
that the constant failure rate estimates have, in that it would not be able to 
account for variations in field conditions.

Although the 217Plus methodology was developed by RIAC, the inclu-
sion of “217” term in the title of the RIAC handbook seems to imply that 
it is officially endorsed by DoD as a successor to MIL-HDBK-217F. But 
217Plus is far from being a successor to MIL-HDBK-217F. The 217Plus 
would have been capable of serving as an interim alternative to MIL-HDBK-
217F as it is being phased out, if 217Plus were able to address system-level 
reliability and reliability growth. Its predictions would also need to take 
into consideration the physics of failure both at the component and system 
levels. However, because 217Plus is not capable of addressing system-level 
reliability or physics-of-failure issues adequately, it cannot really serve 
either as the successor or an interim alternative to MIL-HDBK-217F. The 
remedy to the damage caused by adopting MIL-HDBK-217 is not to substi-
tute it with a “lesser evil,” but rather to do away with all such techniques.

The Naval Surface Warfare Center (NSWC) Crane Division announced 
its intent to form and chair a working group to revise MIL-HDBK-217F 
to Revision G by updating the list of components and technologies. But, 
as Jais et al., (2013, p. 5) have stated, “Simply updating MIL-HDBK-217 
based upon current technology does not alleviate the underlying funda-
mental technical limitations addressed in the earlier sections. Predictions 
should provide design information on failure modes and mechanisms that 
can be used to mitigate the risk of failure by implementing design changes.” 
The NSWC Crane Division recognizes that MIL-HDBK-217 is known and 
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accepted worldwide and is used by commercial companies, the defense 
industry, and government organizations. Instead of educating users about 
the shortcomings of MIL-HDBK-217 techniques and assumptions, it pre-
scribes standardization of the use of the 217 reliability prediction tool. The 
NSWC also stated that the end users of the 217 methodology prefer the 
relative simplicity of the prediction method. This approach demonstrates 
how the usage of the MIL-HDBK-217 methodologies has desensitized the 
reliability engineering community and the electronics industry as a whole. 
A new paradigm shift is needed, and the emphasis should not be on the 
relative simplicity of a reliability prediction methodology, but rather on 
the scientific merit and accuracy of the techniques.

SUMMARY AND CONCLUSIONS

MIL-HDBK-217 is a reliability prediction methodology for electronic 
components and devices that is known to be fundamentally flawed in many 
ways. The problems with the use of MIL-HDBK-217 can broadly be classi-
fied into two categories. The first category of problems arise from the fact 
that the MIL-HDBK-217 concept was developed, formalized, and institu-
tionalized before the knowledge of electronics and degradation had become 
mature. Thus, the first version of the handbook featured a simplistic single 
point constant failure obtained by fitting a straight line through field failure 
data of vacuum tubes. Subsequent revisions of the handbook were influ-
enced by the exponential distributions and the associated constant failure 
rates that were being used in actuarial studies. This constant failure rate 
then became the premise of MIL-HDBK-217. Because the methodology was 
built around this premise, the reliability prediction techniques excluded any 
consideration of the root causes of failures and the physics underlying the 
failure mechanisms and focused instead only on the linear regression analy-
sis of the failure data. As a result, the handbook did not have guidelines or 
calculations to account for different types of environmental and operational 
loading conditions, and the predicted failure rates were assumed to be the 
same constant value in all conditions

The second category of problems arise from the fact that for a tech-
nique such as the MIL-HDBK-217 methodology, it becomes increasingly 
difficult to keep up to date with the fast pace of the development of elec-
tronics and changes in the supply-chain balance. With constant advances 
in packaging and interconnected technology and materials, both active 
and passive electronic components are evolving rapidly. Components such 
as insulated gate bipolar transistors and niobium capacitors, which are 
now used extensively in electronic systems, were not included in the last 
MIL-HDBK-217 revision. Furthermore, the life cycle of components in the 
2010s is vastly shorter than the life cycle of components in the 1960s. With 
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the average life cycle of commercial electronic systems, such as smartphones 
and laptops, being about 2 years, it becomes very difficult to acquire field 
failure data and build failure models for every type of component used in 
electronic systems.

The progeny of MIL-HDBK-217 were all developed and promoted on 
the assumption that the only problem with the original methodology was 
that it was not up to date or that it did not meet the needs of a specific 
market sector. The progeny include such methodologies as SAE Reliability 
Prediction, Bellcore/Telcordia, PRISM, and RIAC 217Plus. While each of 
these methodologies might have application-specific test conditions or data 
for newer components that were excluded from MIL-HDBK-217, they all 
still use the constant failure rate assumption in some capacity. Hence, each 
of these “new” approaches continued to ignore the fundamental scientific 
principles that govern degradation and failure mechanics of electronic 
devices. These progeny, like their predecessor, failed to acknowledge that 
the degradation and failure of a component cannot be condensed into a 
single unique “constant failure rate” metric.

The inability of the MIL-HDBK-217 methodology and its progeny to 
predict failure rates has been demonstrated by numerous studies. In each of 
these studies the failure rate predictions end up either grossly overpredicting 
or underpredicting the actual failure rates. Therefore, we conclude that the 
MIL-HDBK-217 approach provides the user with values that are inaccurate 
and misleading. However, because adhering to MIL-HDBK-217 for failure 
rate calculations has often been a contractual requirement, and because 
this methodology was also adapted and used by the telecommunication and 
automobile industries, the practice of using the predictions based on these 
techniques trickled down the supply chain, thus pervading the electronics 
industry. This practice culminated in the proliferation of MIL-HDBK-217. 
As a consequence, the use of constant failure rate models is widespread even 
today, despite the fact that the handbook has not been updated in nearly 
20 years. A NSWC CRANE survey in 2008 (Gullo, 2008) reported that 80 
percent of its respondents still used MIL-HDBK-217.

The adoption and adaptation of constant failure rate models to evalu-
ate the reliability of electronic systems was probably never a good idea. This 
practice has fundamentally affected how reliability prediction is perceived, 
both with regard to commercial and military electronics. The continued 
use of MIL-HDBK-217 or one of its adaptations can be destructive because 
it promotes poor engineering practices while also harming the growth 
of reliability of electronic products. Furthermore, MIL-HDBK-217 can-
not be improved or fixed because the underlying assumptions governing 
the methodology are fallacious. It must be accepted that a reliability pre-
diction methodology that is based on predicting the use conditions is not 
feasible. Moving forward, the solution is to do away with MIL-HDBK-217 
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by canceling and no longer recognizing it. DoD should strive for a policy 
whereby every major subsystem and critical component used in a defense 
system have physics-of-failure models for component reliability that have 
been validated by the manufacturer.

REFERENCES

Abtew, M., and Selvaduray, G. (2000). Lead-free solders in microelectronics. Materials Science 
and Engineering Reports, 27(5-6), 95-141.

Aerospace Industries Association. (1991). Ultra Reliable Electronic Systems—Failure Data 
Analysis by Committee of AIA Member Companies. Arlington, VA: Author. 

Al-Sheikhly, M., and Christou, A. (1994). How radiation affects polymeric materials. IEEE 
Transactions on Reliability, 43, 551-556.

Asher, H., and Feingold, F.H. (1984). Repairable Systems Reliability: Modeling, Inference, 
Misconceptions and Their Causes, Lecture Notes in Statistics, Volume 7. New York: 
Marcel Dekker.

Bar-Cohen, A. (1988). Reliability physics vs. reliability prediction. IEEE Transactions on 
Reliability, 37, 452.

Bezat, A.G., and Montague, L.L. (1979). The effects of endless burn-in on reliability growth 
projections. Prepared for the Annual Reliability and Maintainability Symposium, Janu-
ary 23-25, Washington, DC. In Proceedings of the 1979 Reliability and Maintainability 
Symposium (pp. 392-397). New York: IEEE.

Bhagat, W.W. (1989). R&M through avionics/electronics integrity program. Prepared for 
the Annual Reliability and Maintainability Symposium, January 24-26, Atlanta GA. 
In Proceedings of the 1989 Reliability and Maintainability Symposium (pp. 216-220). 
New York: IEEE. Available: http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=49604 
[December 2014].

Blanks, H.S. (1980). The temperature dependence of component failure rate. Microelectronics 
and Reliability, 20, 297-307.

Bloomer, C. (1989). Failure mechanisms in through hole packages. Electronic Materials 
Handbook, 1, 976.

Bowles, J.B. (1992). A survey of reliability-prediction procedures for microelectronic devices. 
IEEE Transactions on Reliability, 41(1), 2-12.

Bowles, J.B. (2002). Commentary—caution: Constant failure-rate models may be hazardous 
to your design. IEEE Transactions on Reliability, 51(3), 375-377.

Caruso, H. (1996). An overview of environmental reliability testing. Prepared for the Annual 
Reliability and Maintainability Symposium, January 22-25. In Proceedings of the 1996 
Reliability and Maintainability Symposium (pp. 102-109). New York: IEEE. Available: 
http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=500649 [December 2014].

Cassanelli, G., Mura, G., Cesaretti, F., Vanzi, M., and Fantini, F. (2005). Reliability predictions 
in electronic industry applications. Microelectronics Reliability, 45, 1321-1326.

Charpenel, P., Cavernes, P., Casanovas, V., Borowski, J., and Chopin, J.M. (1998). Com-
parison between field reliability and new prediction methodology on avionics embedded 
electronics. Microelectronics Reliability, 38, 1171-1175.

Clech, J. (2004). Lead-free and mixed assembly solder joint reliability trends. Proceedings of 
the 2004 IPC/SMEMA Council APEX Conference, Anaheim, CA. Available: http://www.
jpclech.com/Clech_APEX2004_Paper.pdf [October 2014].

Codier, E.O. (1969). Reliability prediction—Help or hoax? Proceedings of the 1969 Annual 
Symposium on Reliability. IEEE Catalog No 69C8-R, pp. 383-390. New York: IEEE.



Copyright © National Academy of Sciences. All rights reserved.

Reliability Growth:  Enhancing Defense System Reliability

APPENDIX D	 241

Coleman, L.A. (1992). Army to abandon MIL-HDBK-217. Military and Aerospace Electronics, 
3, 1-6. 

Cushing, M.J., Mortin, D.E., Stadterman, T.J., and Malhotra, A. (1993). Comparison of 
electronics reliability assessment approaches. IEEE Transactions on Reliability, 42(4), 
542-546.

Cushing, M.J., Krolewski, J.G., Stadterman, J.T., and Hum, B.T. (1996). U.S. Army reliability 
standardization improvement policy and its impact. IEEE Transactions on Components, 
19(2), 277-278.

Dasgupta, A. (1993). Failure-mechanism models for cyclic fatigue. IEEE Transactions on 
Reliability, 42, 548-555.

Dasgupta, A., and Haslach, H.W.J. (1993). Mechanical design failure models for buckling. 
IEEE Transactions on Reliability, 42, 9-16.

Dasgupta, A., and Hu, J.M. (1992a). Failure-mechanism models for excessive elastic deforma-
tion. IEEE Transactions on Reliability, 41, 149-154.

Dasgupta, A., and Hu, J.M. (1992b). Failure-mechanism models for plastic deformations. 
IEEE Transactions on Reliability, 41, 168-174.

Dasgupta, A., and Pecht, M. (1991). Material failure-mechanisms and damage models. IEEE 
Transactions on Reliability, 40, 531-536. 

Denson, W. (1998). The history of reliability prediction. IEEE Transactions on Reliability, 
47(3), SP3211-SP3218.

Denson, W., and Brusius, P. (1989). VHSIC and VHSIC-like reliability prediction modeling. 
RADC-TR-89-177, Final Technical Report. Rome, NY: IIT Research Institute. 

Diaz, C., Kang, S.M., and Duvvury, C. (1995). Tutorial: Electrical overstress and electrostatic 
discharge. IEEE Transactions on Reliability, 44, 2-5.

Engel, P. (1993). Failure models for mechanical wear modes and mechanisms. IEEE Transactions 
on Reliability, 42, 262-267.

Epstein, B., and Sobel, M. (1954). Some theorems relevant to life testing from an exponential 
distribution. The Annals of Mathematical Statistics, 25, 373-381.

FIDES Group. (2009). FIDES Guide 2009. Paris, France: Union Technique De L’Electricite.
Ganesan, S., and Pecht, M. (2006). Lead-Free Electronics. Hoboken, NJ: John Wiley & Sons.
GM North America Operation. (1996). Technical Specification Number: 10288874. Detroit, 

MI: General Motors Company.
Gu, J., and Pecht, M. (2007). New methods to predict reliability of electronics. Proceedings 

of the Seventh International Conference on Reliability and Maintainability (pp. 440-451. 
Beijing: China Astronautic Publishing House. 

Gullo, L. (2008). The revitalization of MIL-HDBK-217. IEEE Transactions on Reliability, 
58(2), 210-261. Available: http://rs.ieee.org/images/files/Publications/2008/2008-10.pdf 
[January 2015].

Hallberg, Ö. (1994). Hardware reliability assurance and field experience in a telecom environ-
ment. Quality and Reliability Engineering International, 10(3), 195-200.

Hallberg, Ö., and Löfberg, J. (1999). A Time Dependent Field Return Model for Telecommu-
nication Hardware, in Advances in Electronic Packaging 1999: Proceedings of the Pacific 
Rim/ASME International Intersociety Electronic and Photonic Packaging Conference 
(InterPACK ’99), New York.

Halverson, M., and Ozdes, D. (1992). What happened to the system perspective in reliability. 
Quality and Reliability Engineering International, 8(5), 391-412.

Hergatt, N.K. (1991). Improved reliability predictions for commercial computers. Proceed-
ings of the 1991 Annual Reliability and Maintainability Symposium. Available: http://
ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=154461 [December 2014].

Huang, M., and Lee, C. (2008). Board level reliability of lead-free designs of BGAs, CSPs, 
QFPs and TSOPs. Soldering and Surface Mount Technology, 20(3), 18-25.



Copyright © National Academy of Sciences. All rights reserved.

Reliability Growth:  Enhancing Defense System Reliability

242	 RELIABILITY GROWTH

IEEE Standards Association. (2010). Guide for Developing and Assessing Reliability Predic-
tions Based on IEEE Standard 1413. Piscataway, NJ: Author.

Jais, C., Werner, B., and Das, D. (2013). Reliability predictions: Continued reliance on a mis-
leading approach. Prepared for the Annual Reliability and Maintainability Symposium, 
January 28-31, Orlando, FL. In Proceedings of the 2013 Reliability and Maintainability 
Symposium (pp. 1-6). New York: IEEE. Available: http://ieeexplore.ieee.org/stamp/stamp.
jsp?tp=&arnumber=6517751 [December 2014].

Jensen, F. (1995). Reliability: The next generation. Microelectronics Reliability, 35(9-10), 
1363-1375.

Jones, J., and Hayes, J. (1999). A comparison of electronic reliability prediction models. IEEE 
Transactions on Reliability, 48(2), 127-134.

Kelly, M., Boulton, W., Kukowski, J., Meieran, E., Pecht, M., Peeples, J., and Tummala, R. 
(1995). Electronic Manufacturing and Packaging in Japan. Baltimore, MD: Japanese 
Technology Evaluation Center and International Technology Research Institute.

Knowles, I. (1993). Is it time for a new approach? IEEE Transactions on Reliability, 42, 3.
Kopanski, J.J., Blackburn, D.L., Harman, G.G., and Berning, D.W. (1991). Assessment of 

Reliability Concerns for Wide-Temperature Operation of Semiconductor Devices and 
Circuits. Gaithersburg, MD: National Institute of Standards and Technology. Available: 
http://www.nist.gov/manuscript-publication-search.cfm?pub_id=4347 [September 2014]. 

Lall, P., and Pecht, M. (1993). An integrated physics of failure approach to reliability assess-
ment. Proceedings of the 1993 ASME International Electronics Packaging Conference, 
4(1). 

Lall, P., Pecht, M., and Hakim, E. (1997). Influence of Temperature on Microelectronics and 
System Reliability. Boca Raton, FL: CRC Press.

Leonard, C.T. (1987). Passive cooling for avionics can improve airplane efficiency and reli-
ability. Proceedings of the IEEE 1989 National Aerospace and Electronics Conference. 
New York: IEEE.

Leonard, C.T. (1988). On US MIL-HDBK-217. IEEE Transactions on Reliability, 37(1988), 
450-451.

Leonard, C.T. (1991). Mechanical engineering issues and electronic equipment reliability: 
Incurred costs without compensating benefits. Journal of Electronic Packaging, 113, 1-7.

Leonard, C.T., and Pecht, M. (1989). Failure prediction methodology calculations can mislead: 
Use them wisely, not blindly. Proceedings of the IEEE 1989 National Aerospace and 
Electronics Conference, pp. 1887-1892.

Leonard, C.T., and Pecht, M. (1991). Improved techniques for cost effective electronics. Pro-
ceedings of the 1991 Annual Reliability and Maintainability Symposium. 

Li, J., and Dasgupta, A. (1993). Failure-mechanism models for creep and creep rupture. IEEE 
Transactions on Reliability, 42, 339-353.

Li, J., and Dasgupta, A. (1994). Failure-mechanism models for material aging due to inter
diffusion. IEEE Transactions on Reliability, 43, 2-10.

Li, X., Qin, J., and Bernstein, J.B. (2008). Compact modeling of MOSFET wearout mecha-
nisms for circuit-reliability simulation. IEEE Transaction on Device Materials and Reli-
ability, 8(1), 98-121.

Lynch, J.B., and Phaller, L.J. (1984). Predicted vs test MTBFs... Why the disparity? Proceedings 
of the 1984 Annual Reliability and Maintainability Symposium, pp. 117-122. 

MacDiarmid, P.R. (1985). Relating factory and field reliability and maintainability measures. 
Proceedings of the 1985 Annual Reliability and Maintainability Symposium, p. 576. 

McLinn, J.A. (1989). Is Failure Rate Constant for a Complex System? Proceedings of the 1989 
Annual Quality Congress, pp. 723-728.

McLinn, J.A. (1990). Constant failure rate—A paradigm in transition. Quality and Reliability 
Engineering International, 6, 237-241.



Copyright © National Academy of Sciences. All rights reserved.

Reliability Growth:  Enhancing Defense System Reliability

APPENDIX D	 243

Miller, P.E., and Moore, R.I. (1991). Field reliability vs. predicted reliability: An analysis of 
root causes for the difference. Proceedings of the 1991 Annual Reliability and Maintain-
ability Symposium, pp. 405-410. 

Milligan, G.V. (1961). Semiconductor failures Vs. removals. In J.E. Shwop, and H.J. Sullivan, 
Semiconductor Reliability. Elizabeth, NJ: Engineering.

Mishra, S., Ganesan, S., Pecht, M., and Xie, J. (2004). Life consumption monitoring for 
electronics prognostics. Proceedings of the 2004 IEEE Aerospace Conference, pp. 
3455-3467. 

Montgomery, D.C., and Runger, G.C. (1994). Applied Statistics and Probability for Engineers. 
New York: John Wiley & Sons.

Moore, G.E. (1965). Cramming more components onto integrated circuit. Electronics Maga-
zine, 38(8), 4-7.

Morris, S. (1990). MIL-HDBK-217 use and application. Reliability Review, 10, 10-13.
Murata, T. (1975). Reliability case history of an airborne air data computer. IEEE Transactions 

on Reliability, R-24(2), 98-102.
Nash, F.R. (1993). Estimating Device Reliability: Assessment of Credibility. Boston, MA: 

Kluwer Academic.
Nilsson, M., and Hallberg, Ö. (1997). A new reliability prediction model for telecommunica-

tion hardware. Microelectronics Reliability, 37(10-11), 1429-1432.
O’Connor, P.D.T. (1985a). Reliability: Measurement or management. Reliability Engineering, 

10(3), 129-140.
O’Connor, P.D.T. (1985b). Reliability prediction for microelectronic systems. Reliability En-

gineering, 10(3), 129-140.
O’Connor, P.D.T. (1988). Undue faith in US MIL-HDBK-217 for Reliability Prediction. IEEE 

Transactions on Reliability, 37, 468-469.
O’Connor, P.D.T. (1990). Reliability prediction: Help or hoax. Solid State Technology, 33, 

59-61.
O’Connor, P.D.T. (1991). Statistics in quality and reliability—Lessons from the past, and 

future opportunities. Reliability Engineering and System Safety, 34(1), 23-33. 
O’Connor, P.D.T., and Harris, L.N. (1986). Reliability prediction: A state-of-the-art review. 

IEE Proceedings A (Physical Science, Measurement and Instrumentation, Management 
and Education, Reviews), 133(4), 202-216.

Oh, H., Azarian, M.H., Das, D., and Pecht, M. (2013). A critique of the IPC-9591 standard: 
Performance parameters for air moving devices. IEEE Transactions on Device and 
Materials Reliability, 13(1), 146-155.

Pang, J., and Che, F.-X. (2007). Isothermal cyclic bend fatigue test method for lead-free solder 
joints. Journal of Electronic Packaging, 129(4), 496-503.

Patil, N., Celaya, J., Das, D., Goebel, K., and Pecht, M. (2009). Precursor parameter identi-
fication for insulated gate bipolar transistor (IGBT) prognostics. IEEE Transactions on 
Reliability, 58(2), 271-276.

Pease, R. (1991). What’s all this MIL-HDBK-217 stuff anyhow? Electronic Design, 1991, 
82-84.

Pecht, M., and Gu, J. (2009). Physics-of-failure-based prognostics for electronic products 
Transactions of the Institute of Measurement and Control, 31(3-4), 309-322. Available: 
http://tim.sagepub.com/content/31/3-4/309.full.pdf+html [December 2014].

Pecht M.G., and Nash, F.R. (1994). Predicting the reliability of electronic equipment. Predict-
ing the IEEE, 82(7), 992-1004.

Pecht, M.G., and Ramappan, V. (1992). Are components still the major problem: A review 
of electronic system and device field failure returns. IEEE Transactions on Components, 
Hybrids and Manufacturing Technology, 15(6), 1160-1164.



Copyright © National Academy of Sciences. All rights reserved.

Reliability Growth:  Enhancing Defense System Reliability

244	 RELIABILITY GROWTH

Pecht, M.G., Lall, P., and Hakim, E. (1992). Temperature dependence of integrated circuit 
failure mechanisms. Quality and Reliability Engineering International, 8(3), 167-176.

Peck, D.S. (1971). The analysis of data from accelerated stress tests. Proceedings of the 1971 
Annual Reliability Physics Symposia, pp. 69-78. 

Pettinato, A.D., and McLaughlin, R.L. (1961). Accelerated reliability testing. Proceedings of 
the 1961 National Symposium of Reliability and Quality, pp. 241-251. 

Ramakrishnan, A., and Pecht, M. (2003). A life consumption monitoring methodology for 
electronic systems. IEEE Transactions on Components and Packaging Technology, 26(3), 
625-634.

Reliability Assessment Center. (2001). PRISM—Version 1.3, System Reliability Assessmend 
Software. Rome, NY: Reliability Assessment Center.

Reliability Information Analysis Center. (2006). Handbook of 217Plus Reliability Models. 
Utica, New York: Reliability Information Analysis Center.

Rooney, J.P. (1994). Customer satisfaction. Proceedings of the 1994 Annual Reliability and 
Maintainability Symposium, pp. 376-381. 

Rudra, B., and Jennings, D. (1994). Tutorial: Failure-mechanism models for conductive-
filament formation. IEEE Transactions on Reliability, 43, 354-360.

Ryerson, C.M. (1982). The reliability bathtub curve is vigorously alive. Proceedings of the 
Annual Reliability and Maintainability Symposium, p. 187. 

Saleh J.H., and Marais, K. (2006). Highlights from the early (and pre-) history of reliability 
engineering. Reliability Engineering and System Safety, 91, 249-256.

Shetty, V., Das, D., Pecht, M., Hiemstra, D., and Martin, S. (2002). Remaining life assess-
ment of shuttle remote manipulator system end effector. Proceedings of 22nd Space 
Simulation Conference, Ellicott City, MD. Available: http://www.prognostics.umd.edu/
calcepapers/02_V.Shetty_remaingLifeAssesShuttleRemotemanipulatorSystem_22ndSpace
SimulationConf.pdf [October 2014].

Spencer, J. (1986). The highs and lows of reliability prediction. Proceedings of the 1986 
Annual Reliability and Maintainability Symposium, pp. 152-162. 

Taylor, D. (1990). Temperature dependence of microelectronic devices failures. Quality and 
Reliability Engineering International, 6(4), 275.

Telcordia Technologies. (2001). Special Report SR-332: Reliability Prediction Procedure for 
Electronic Equipment, Issue 1. Piscataway, NJ: Telcordia Customer Service.

U.S. Department of Defense. (1991). MIL-HDBK-217. Military Handbook: Reliability Predic-
tion of Electronic Equipment. Washington, DC: Author. Available: http://www.sre.org/
pubs/Mil-Hdbk-217F.pdf [August 2014].

U.S. Department of the Army. (2011). Army Regulation 70-1: Army Acquisition Policy. 
Washington DC: U.S. Department of the Army.

Varghese, J., and Dasgupta, A. (2007). Test methodology for durability estimation of surface 
mount interconnects under drop testing conditions. Microelectronics Reliability, 47(1), 
93-107.

Watson, G.F. (1992). MIL reliability: A new approach. IEEE Spectrum, 29, 46-49.
Webster, L.R. (1986). Field vs. predicted for commercial SatCom terminals. Proceedings of the 

1986 Annual Reliability and Maintainability Symposium, pp. 89-91. 
Westinghouse Electric Corporation. (1989). Summary Chart of 1984/1987 Failure Analysis 

Memos. Cranberry Township, PA: Westinghouse Electric Corporation. 
Wong, K.D., and Lindstrom, D.L. (1989). Off the bathtub onto the roller coaster curve. 

Proceedings of the Annual Reliability and Maintainability Symposium, January 26-28, 
Los Angeles, CA.

Wong, K.L. (1981). Unified field (failure) theory: Demise of the bathtub curve. Proceedings of 
the 1981 Annual Reliability and Maintainability Symposium, pp. 402-403. 



Copyright © National Academy of Sciences. All rights reserved.

Reliability Growth:  Enhancing Defense System Reliability

APPENDIX D	 245

Wong, K.L. (1989). The bathtub curve and flat earth society. IEEE Transactions on Reliability, 
38, 403-404.

Wong, K.L. (1990). What is wrong with the existing reliability prediction methods? Quality 
and Reliability Engineering International, 6(4), 251-257.

Wong, K.L. (1993). A change in direction for reliability engineering is long overdue. IEEE 
Transactions on Reliability, 42, 261.

Wood, A.P., and Elerath, J.G. (1994). A comparison of predicted MTBFs to field and test 
data. Proceedings of the 1994 Annual Reliability and Maintainability Symposium, pp. 
153-156. 

Young, D., and Christou, A. (1994). Failure mechanism models for electromigration. IEEE 
Transactions on Reliability, 43, 186-192.

Zhou, Y., Al-Bassyiouni, M., and Dasgupta, A. (2010). Vibration durability assessment of 
Sn3.0Ag0.5Cu and Sn37Pb solders under harmonic excitation. IEEE Transactions on 
Components and Packaging Technologies, 33(2), 319-328.



Copyright © National Academy of Sciences. All rights reserved.

Reliability Growth:  Enhancing Defense System Reliability



Copyright © National Academy of Sciences. All rights reserved.

Reliability Growth:  Enhancing Defense System Reliability

247

ARTHUR FRIES (Chair) is a research staff member and project leader at 
the Institute for Defense Analyses. He has focused on applying statistical 
methods to issues in various national defense and security sectors—test 
and evaluation within the U.S. Departments of Defense and Homeland 
Security, counter-narcotics, counter-terrorism, and risk assessment. He 
was chair of the American Statistical Association (ASA) Committee on 
National and International Security, Chair of the ASA Committee on 
Statisticians in Defense and National Security, and a founding member 
of the ASA Section on Statistics in Defense and National Security. He is a 
fellow of the ASA and recipient of the U.S. Army Wilks Award. He holds 
an M.A. in mathematics and a Ph.D. in statistics, both from the University 
of Wisconsin–Madison.

W. PETER CHERRY is chief analyst at Science Applications International 
Corporation. His work has focused on the development and application of 
operations research in the national security domain, primarily in the field 
of land combat. He contributed to the development and fielding of most 
of the major systems currently employed by the Army, ranging from the 
Patriot missile to the Apache helicopter. He was a member of the Army 
Science Board and served as chair of the Military Applications Society of 
the Operations Research Society of America. He is a co-awardee of the 
Rist Prize of the Military Operations Research Society and an awardee of 
the Steinhardt Prize of the Military Applications Society of the Institute for 
Operations Research and the Management Sciences. He is a member of the 

Appendix E

Biographical Sketches of 
Panel Members and Staff



Copyright © National Academy of Sciences. All rights reserved.

Reliability Growth:  Enhancing Defense System Reliability

248	 RELIABILITY GROWTH

National Academy of Engineering. He holds an M.S. and Ph.D. in industrial 
and operations engineering from the University of Michigan.

MICHAEL L. COHEN (Study Director) is a senior program officer for the 
Committee on National Statistics, where he directs studies involving sta-
tistical methodology, in particular on defense system testing and decennial 
census methodology. Formerly, he was a mathematical statistician at the 
Energy Information Administration, an assistant professor in the School 
of Public Affairs at the University of Maryland, and a visiting lecturer at 
Princeton University. He is a fellow of the American Statistical Association. 
He holds a B.S. in mathematics from the University of Michigan and an 
M.S. and a Ph.D. in statistics from Stanford University.

ROBERT G. EASTERLING was a senior statistical scientist at the Sandia 
National Laboratories, where he spent most of his career investigating 
the applications of statistics to various engineering issues. One of his key 
research interests has been reliability evaluation. He is a fellow of the 
American Statistical Association, a former editor of the applied statistics 
journal Technometrics, and a recipient of the American Society for Quality’s 
Brumbaugh Award. He holds a Ph.D. in statistics from Oklahoma State 
University.

ELSAYED A. ELSAYED is a distinguished professor of the Department of 
Industrial and Systems Engineering and a fellow in the Rutgers Business, 
Engineering, Science and Technology Institute, both at Rutgers University. 
He is also director of the Industry/University Cooperative Research Center 
for Quality and Reliability Engineering, under the aegis of the National 
Science Foundation. His research interests are in the areas of quality and 
reliability engineering and production planning and control. He is a fellow 
of the Institute of Industrial Engineers. He holds a Ph.D. from the Univer-
sity of Windsor (Canada).

APARNA V. HUZURBAZAR is a research scientist in the Statistical Sci-
ences Group at Los Alamos National Laboratory. At Los Alamos, she also 
serves as project lead for the Systems Major Technical Elements Enhanced 
Surveillance Campaign, which provides statistical and analytical support, 
such as system modeling, age-aware models, tracking and trending data, 
and uncertainty quantification. She has published extensively in reliability 
methodology and applications, flowgraph models, Bayesian statistics, and 
quality control and industrial statistics. She is a fellow of the American 
Statistical Association and an elected member of the International Statistical 
Institute. She holds a Ph.D. in statistics from Colorado State University.



Copyright © National Academy of Sciences. All rights reserved.

Reliability Growth:  Enhancing Defense System Reliability

APPENDIX E	 249

PATRICIA A. JACOBS is a distinguished professor in the Department of 
Operations Research at the Naval Postgraduate School. For most of her 
career, she has focused on defense issues involving statistics and operations 
research, including reliability modeling. She is a fellow of the American 
Statistical Association and the Royal Statistical Society and is an elected 
member of the International Statistical Institute. She holds an M.S. in 
industrial engineering and management sciences and a Ph.D. in applied 
mathematics, both from Northwestern University.

WILLIAM Q. MEEKER, JR. is a distinguished professor of liberal arts 
and sciences and professor in the Department of Statistics at Iowa State 
University. His major research has been on statistical methods for reliability 
data. He is a three-time recipient of the Frank Wilcoxon prize for the best 
practical application paper in Technometrics, a four-time recipient of the 
W.J. Youden prize for the best expository paper in Technometrics, and a 
recipient of the Shewhart Medal for outstanding technical leadership in the 
field of modern quality control. He is a fellow of the American Statistical 
Association, an elected member of the International Statistical Institute, 
and a fellow of the American Society for Quality. He received his Ph.D. in 
administrative and engineering systems from Union College. 

NACHI NAGAPPAN works on empirical software engineering and mea-
surement at Microsoft Research. His research interests are in the fields 
of software reliability, software measurement and testing, and empirical 
software engineering. He has also worked on social factors in software 
engineering, aspect-oriented software development, and computer science 
education. His current research focuses on the application of software 
measurement and statistical modeling to large software systems and the 
next-generation Windows operating system (Vista). He holds a Ph.D. from 
North Carolina State University. 

MICHAEL PECHT is George E. Dieter professor of mechanical engineering 
and a professor of applied mathematics at the University of Maryland. At 
the university, he was the founder of the Center for Advanced Life Cycle 
Engineering, which is funded by more than 150 of the world’s leading 
electronics companies. His main research interest is the development of 
reliable electronics products and use and supply chain management. He is a 
licensed professional engineer in the state of Maryland. He is a fellow of the 
Institute of Electrical and Electronics Engineers, a fellow of ASME, a fellow 
of the Society of Automotive Engineers, and a fellow of the International 
Microelectronics Assembly and Packaging Society. He is a recipient of 
the exceptional technical achievement award and the lifetime achievement 



Copyright © National Academy of Sciences. All rights reserved.

Reliability Growth:  Enhancing Defense System Reliability

250	 RELIABILITY GROWTH

award of the Institute of Electrical and Electronics Engineers. He holds a 
Ph.D. from the University of Wisconsin–Madison.

ANANDA SEN is an associate research scientist at the Center for Statisti-
cal Consultation and Research at the University of Michigan. Previously, 
he held teaching appointments at Oakland University and the University 
of Michigan. His primary work focuses on the understanding of reliability 
growth modeling, accelerated failure-time modeling, and Bayesian method-
ologies in reliability and survival analysis. He is a fellow of the American 
Statistical Association and an elected member of the International Statistical 
Institute. He holds an M.S. in statistics from the Indian Statistical Institute 
and a Ph.D. in statistics from the University of Wisconsin–Madison.

SCOTT VANDER WIEL is technical staff member at Los Alamos National 
Laboratory. Previously, he conducted statistics research at Bell Laboratory. 
In his work, he collaborates with engineers and scientists to analyze data 
and develop statistical methodology in system reliability (and other areas 
of the application of statistics). At Los Alamos, he has focused on weapons 
reliability modeling and uncertainty quantification. He is a fellow of the 
American Statistical Association. He holds an M.A. and a Ph.D. in statistics 
from Iowa State University.



Copyright © National Academy of Sciences. All rights reserved.

Reliability Growth:  Enhancing Defense System Reliability

COMMITTEE ON NATIONAL STATISTICS

The Committee on National Statistics was established in 1972 at the 
National Academies to improve the statistical methods and information on 
which public policy decisions are based. The committee carries out studies, 
workshops, and other activities to foster better measures and fuller under-
standing of the economy, the environment, public health, crime, educa-
tion, immigration, poverty, welfare, and other public policy issues. It also 
evaluates ongoing statistical programs and tracks the statistical policy and 
coordinating activities of the federal government, serving a unique role at 
the intersection of statistics and public policy. The committee’s work is 
supported by a consortium of federal agencies through a National Science 
Foundation grant.



Copyright © National Academy of Sciences. All rights reserved.

Reliability Growth:  Enhancing Defense System Reliability


	Front Matter
	Summary
	1 Introduction
	2 Defense and Commercial System Development: A Comparison
	3 Reliability Metrics
	4 Reliability Growth Models
	5 System Design for Reliability
	6 Reliability Growth Through Testing
	7 Developmental Test and Evaluation
	8 Operational Test and Evaluation
	9 Software Reliability Growth
	10 Conclusions and Recommendations
	References
	Appendix A: Recommendations of Previous Relevant Reports of the Committee on National Statistics
	Appendix B: Workshop Agenda
	Appendix C: Recent DoD Efforts to Enhance System Reliability in Development
	Appendix D: Critique of MIL-HDBK-217--Anto Peter, Diganta Das, and Michael Pecht
	Appendix E: Biographical Sketches of Panel Members and Staff
	Committee on National Statistics

