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F O R E W O R D
Stephen J. Andrle, SHRP 2 Deputy Director

Adding transportation capacity improves safety, accessibility, and the economic health of 
a region but often comes with an economic, social, or environmental price. The public is 
aware of the price and must be convinced that new capacity is really needed before they 
will support expansion. This implies that operational improvements to the roadway may be 
warranted to improve efficiency some years before a major capacity expansion is proposed. 
This report addresses the question, What gains in sustainable flow can be obtained from 
operational improvements to roadways? The report uses the term sustainable flow rather 
than capacity, to avoid confusion with other definitions of capacity. The researchers used 
enhanced simulation methods and network diagnostics, including travel time and travel time 
reliability, to test various types of operational improvements. This report will be of interest 
to traffic engineers, freeway managers, roadway designers, and transportation planners.

This report builds on an emerging body of literature that suggests capacity is not a constant 
value but is a variable. Capacity (or sustainable flow) depends on driving behavior, the com-
position of the drivers at the moment, driver familiarity with the roadway, the mix of vehicle 
types, trip purposes, weather, signalization, and the presence of upstream or downstream 
bottlenecks. Therefore, if operational improvements are made to a roadway, the sustain-
able flow will be influenced by these variables. The research also suggests that the success 
of operational improvements in increasing sustainable flow is partially dependent on the 
configuration of the roadway network. The same effect is not necessarily achieved with every 
application. Finally, drivers learn and adapt to new roadway configurations. To properly 
analyze the effect of an operational improvement, this learning behavior should be recog-
nized. The implication of these contextual factors is that simulation methods are needed 
to estimate the increase in sustainable throughput achieved from a package of operational 
improvements.

The researchers added capabilities to existing simulation models to reflect the stochastic 
nature of capacity for freeways and arterials and day-to-day learning in the route selection 
algorithms. They also used link, corridor, and network diagnostic features for evaluation of 
alternatives and to identify locations on the network where the benefits of implementing 
operational strategies appear high.

The researchers evaluated emerging technologies and network operations treatments, 
from which they selected 25 for testing, including actions such as ramp metering, inter-
change modification, queue management, narrow lanes, adaptive signals, and pretrip infor-
mation. A simulation modeling approach was used to test strategies on networks and data 
from Fort Worth, Texas, and Portland, Oregon.
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The results of applying the simulation techniques to the various strategies indicate the 
following:

•	 Multiple performance measures are needed to obtain a complete assessment.
•	 Measures should reflect link, corridor, and network characteristics.
•	 Driver’s route choice must be considered to analyze network-level effects.
•	 A representative cross section of corridors and O-D pairs should be evaluated.
•	 The effectiveness of a particular operational improvement can only be evaluated in context.
•	 The reliability of travel times may improve even when the actual travel time remains 

unchanged.

The report describes the simulation modeling framework and the equations used for the 
enhancing simulation software.

Understanding the Contributions of Operations, Technology, and Design to Meeting Highway Capacity Needs

Copyright National Academy of Sciences. All rights reserved.

http://www.nap.edu/22803


C O N T E N T S

	 1	 Executive Summary
	 2		  Strategies Selected for Testing
	 2		  Network Operations Modeling Approach
	 7		  Baseline Models
	 7		  Strategy Testing
	 10		  Model Portability Considerations
	 10		  Conclusions and Next Steps
	 11		  References

	12	 CHAPTER 1   Introduction
	 12		  Project Background
	 13		  References

	14	 CHAPTER 2  � Analytic Enhancements to Enable Network 
Assessment of Strategies

	 14		  Summary of Key Findings and Conclusions
	 14		  Overall Modeling Framework
	 16		  Enhancement 1: Stochastic Capacity for Freeway Bottlenecks
	 25		  Enhancement 2: Stochastic Capacity and Turn Pocket Analysis on Arterials
	 29		  Enhancement 3: Implementation of Day-to-Day Learning Paradigm
	 32		  Enhancement 4: New Performance Measures and Implementation Considerations
	 36		  References

	37	 CHAPTER 3  � Operational Technologies and Treatments
	 37		  Key Findings and Conclusions
	 37		  Technologies Affecting Traffic Operations
	 46		  Inventory of Network Operations Treatments
	 51		  References

	52	 CHAPTER 4   Strategy Testing Results and Insights
	 53		  Individual Strategy Testing: Fort Worth Network
	 67		  Illustrative Application of Methods, Metrics, and Strategies
	 78		  Reference

	79	 CHAPTER 5   Next Steps
	 79		  Accounting for the Effects of Nonrecurring Congestion
	 79		  Approach
	 80		  Suggested Work Plan

	81	 Appendix A. Supplemental Materials for Uninterrupted Flow Facilities

Understanding the Contributions of Operations, Technology, and Design to Meeting Highway Capacity Needs

Copyright National Academy of Sciences. All rights reserved.

http://www.nap.edu/22803


1

Executive Summary

Continuing growth in urban travel demand will inevitably require more physical capacity in the 
transportation system. However, because of limited financial resources, high construction costs, 
environmental considerations, long timelines, and an increasingly complex regulatory process, 
capacity-adding projects have become actions of last resort. It therefore behooves decision 
makers, planners, and engineers to evaluate operational improvement strategies that can—singly 
or in combination—eliminate or mitigate the need for a more traditional highway construction 
project.

Effectively evaluating the wide range of operational improvement strategies that are available 
is not a trivial matter, particularly when their performance is to be compared against the con-
struction of new lanes. Traditional travel demand forecasting models are not effective for this 
kind of comparative analysis for several reasons:

•	 They assume that all drivers have perfect knowledge of the travel time on each of the travel 
paths available to them, an assumption that masks the effectiveness of operational improve-
ment strategies aimed at improving driver awareness.

•	 They assume that the capacity of a freeway link or an arterial segment is a constant value, 
whereas an emerging body of research indicates that such capacity is better represented as a 
random variable (1–3). This limitation reduces the effectiveness of traditional tools for com-
paring alternatives because fluctuating capacity introduces variability that measurably affects 
vehicle assignments and network performance characteristics.

•	 They are not usually sensitive to the effects that upstream bottlenecks and blockages can have 
on downstream service rates. As an example, the models do not generally recognize that when 
the upstream queue of a separate turn lane extends into the adjoining through lane, this block-
age prevents through traffic from reaching the downstream intersection for as long as the 
blockage exists, even when the downstream signal is green.

•	 They assume that all vehicle trips identified in the origin–destination (O-D) matrix will be 
completed by the end of the time period being analyzed, regardless of whether there is actually 
sufficient capacity to accommodate these trips within the specified time window. Thus, each 
vehicle trip is assigned to an entire travel path from origin to destination, even if some bottle-
necks along that path operate with a volume/capacity ratio greater than 1.0.

Some modeling advancements are beginning to address these issues, but the advancements 
have not yet reached the point of practical and regular application, nor do they address all of the 
issues simultaneously. Ideally, the analysis methods should enable evaluation of improvement 
strategies that cut across the full spectrum of operations, technology, and design. They should 
also provide multiple performance measures that can be used to evaluate different strategies 
according to their impacts at the point, link, corridor, and network levels.
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This report summarizes the results of a capacity project undertaken through the second 
Strategic Highway Research Program (SHRP 2) to advance the state of practice in this area. The 
objectives of this project were to (a) quantify the capacity benefits, individually and in combi-
nation, of operations, design, and technology improvements at the network level for both 
new and existing facilities; (b) provide information and tools to analyze operational improve-
ments as an alternative to traditional construction; and (c) develop guidelines for sustained 
service rates (SSRs) to be used in planning networks for limited access highways and urban 
arterials (2).

Strategies Selected for Testing

Table ES.1 lists 25 operational strategies that were selected from an initial list of more than 100 
as particularly effective in enhancing the performance characteristics of links, corridors, and 
networks. Some of the strategies are applicable only to freeways, some only to arterials, and some 
to both.

These strategies stood out from others because of the following characteristics:

•	 Their ability to reduce recurring congestion effects during peak periods;
•	 Their ability to be implemented rather quickly by agency decision makers, compared with 

major capital improvement projects;
•	 The feasibility of implementing them considering economic, social, political, and environ-

mental factors;
•	 Their general capacity-enhancing effects; and
•	 The number, location, and characteristics of known successful applications.

Network Operations Modeling Approach

The effectiveness of each operational strategy listed in Table ES.1 was found to vary according to 
the context in which it is applied. Physical factors such as network structure as well as the exis-
tence and relative proximity of freeway/arterial alternatives have an important influence on a 
particular strategy’s effectiveness, as do travel desire lines and overall demand levels. It is thus not 
possible to reliably estimate the effectiveness of a particular operational strategy in a particular 
network and demand setting from static, location-blind lookup tables. Instead, some form of a 
travel demand forecasting model is necessary.

Table ES.1.  Non-Lane-Widening Strategies to Improve Capacity

Freeway Arterial Both

HOV lanes Signal retiming Narrow lanes

Ramp metering Signal coordination Reversible lanes

Ramp closures Adaptive signals Variable lanes

Congestion pricing Queue management Truck-only lanes

Pricing by distance Raised medians Truck restrictions

HOT lanes Access points Pretrip information

Weaving section improvements Right and left turn channelization In-vehicle information

Frontage road Alternate left turn treatments VMS/DMS

Interchange modifications

Note: HOV = high-occupancy vehicle; HOT = high-occupancy toll; VMS = variable message sign;  
DMS = dynamic message sign.
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Dynamic traffic assignment (DTA) models are especially advantageous for evaluating strategy 
effectiveness because they provide a realistic assignment of traffic in oversaturated networks:

•	 They recognize that drivers have varying levels of knowledge about the travel time on each of 
the travel paths available to them.

•	 They recognize that the effects of congestion and queues can prevent drivers from reaching 
their destinations in a timely manner and therefore do not assume that all vehicle trips identi-
fied in the OD matrix will be completed by the end of the time period being analyzed.

The capabilities of DTA models overcome some but not all of the limitations associated with 
traditional travel demand models. A review was conducted of available DTA models, and none 
included all the modeling capabilities desired. Even so, several DTA models use a common and 
generally accessible graphical user interface (GUI) for input data; among these are DYNASMART-P 
(Dynamic Network Assignment Simulation Model for Advanced Roadway Telematics: Plan-
ning version) (4), DynusT (5), and DTALite (6). For this research project, the internal logic of 
DYNASMART-P was modified to incorporate several analytic enhancements (described in the 
following subsections), and the new version served as the test engine for the validation and dem-
onstration activities. The modified version of DYNASMART-P developed in this project is not 
available for general use, but other DTA models can incorporate these enhancements and at least 
one open source model (DTALite) has already done so.

A summary of the modeling enhancements incorporated into the updated DTA model follows.

Stochastic Capacity for Freeway Bottlenecks

Traditional DTA models assume a constant capacity for freeway bottlenecks, which are generally 
located at merge points, lane drops, and weaving areas. However, empirical data reveal that 
breakdowns occur across a range of volumes, even at the same location. Therefore, a probabilistic 
approach was developed wherein random capacity values are generated at fixed time intervals 
(15 minutes) during queue-free time periods based on an empirically derived distribution of 
pre-breakdown headways as shown in Figure ES.1. This approach results in freeway bottleneck 

Note: pc/h/ln = passenger cars per hour per lane. 
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activity that randomly varies from day to day. During simulation periods when these random 
freeway queues are present, the queue discharge rate at active bottlenecks is also represented with 
random variation by modeling it as a time-correlated stochastic process. The simulated free-
way environment created by the joint action of the random queue-free capacity and the time-
correlated queue discharge provides a realistic representation of day-to-day variation in recurring 
freeway network congestion. Details on stochastic freeway models are available in Jia, Williams, 
and Rouphail (3).

Stochastic Capacity for Arterials

The bottleneck points for signalized arterials are usually very easy to identify—they are most 
often located at intersections—and traditional DTA models once again assume a constant satu-
ration flow rate during the green time either for the approaching links or for individual turn 
movements at these locations. However, it is well known that the saturation flow rate for indi-
vidual links and turn movements varies significantly according to the behavior of individual 
drivers. At signalized intersections this is revealed by saturation flow rates that vary from cycle 
to cycle. Therefore, a stochastic approach was developed that allows the capacity of a signalized 
intersection to vary during each time interval (typically 15 minutes) according to an empirically 
observed distribution such as that illustrated in Figure ES.2.

Improved Arterial Bottleneck Representation

The approaches to signalized intersections along arterial roadways often include left and right 
turn pockets as a way of separating turn movements and increasing capacity. But when the queue 
length of through and/or turning vehicles extends beyond the length of the turn pocket, the 
result is a demand blockage that prevents upstream vehicles from taking advantage of the capac-
ity available at the intersection (Figure ES.3). This is an important phenomenon to model 
in oversaturated networks because it directly affects the efficiency and productivity (or SSRs) 

Figure ES.2.  Stochastic headway/capacity flow distribution for 
arterials.
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of individual links and turn movements. Therefore, an enhanced model was developed that 
recognizes when queue lengths exceed available storage lengths at these locations and adjusts the 
downstream discharge rate accordingly.

Day-to-Day Learning

The consequence of stochastic freeway and arterial bottlenecks is that traffic flow and the pres-
ence or absence of breakdown conditions at a specific time on any particular link vary from day 
to day. This, combined with day-to-day variations in travel demand, means that real-world driv-
ers take into account the conditions they have encountered across multiple days to make route 
choices based on the expected travel time of their available options. This more realistic represen-
tation of drivers’ route selection processes was incorporated into the enhanced model by simu-
lating multiple consecutive days and allowing a user-defined fraction of randomly selected drivers 
in each O-D pair the ability to remember their travel time experiences over the most recent days 
when making their route choices.

As illustrated in Figure ES.4, a simulation-based evaluation framework was used in this study to 
estimate the system performance for a multiday planning horizon under stochastic link capacity.

In addition to stochastic road capacity, day-to-day travel time variability is affected by the 
manner in which travelers obtain, process, and react to traveler information. To account for infor-
mation uncertainty and cognitive limitations of individual travelers, the theory of “bounded 
rationality” (4, 7)—the concept that decision-making abilities are constrained by the informa-
tion at hand and the available time to make a decision—is adapted in this study to describe route 
switching and departure time choice behavior.

One of the aims of this study was to enhance a mesoscopic dynamic traffic simulator by incor-
porating stochastic road capacity for both freeway and arterial links and by developing a new set 
of day-to-day learning and route updating models under stochastic travel time variations (intro-
duced by variable capacity). The introduction of stochastic capacity at critical points in the net-
work that suffer from queue and congestion more frequently, such as freeway bottlenecks and 
signalized intersections, enables reasonable and realistic modeling of travel time variability and 
sustainable flow rates.

Figure ES.3.  Blockage effects of short turn pockets.
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Under stochastic capacity, the travel time experience on a single day can be dramatically 
affected by the underlying capacity on that particular day. (In this study, “day” is defined as any 
regular weekday; i.e., a day other than a weekend or a public holiday.) This study therefore devel-
oped a set of reliability-oriented system performance measures that consider multiple days’ per-
formance in order to systematically evaluate medium-term benefits of traveler information 
provision strategies.

In addition to the previously described model enhancements, the new network diagnostic 
features in the following list facilitate network evaluation as well as identification of points and 
corridors where the potential benefits of implementing one or more operational strategies 
appear to be high.

•	 Active bottleneck identification. Active bottlenecks are defined here as locations (on both free-
ways and arterials) where one or more actual breakdowns occur during the simulated days 
and time periods. They are represented with red circles on the network map. The diameter of 
each circle is proportional to the number of breakdowns observed during a particular analysis 
day. The analyst can thus easily identify the network points most susceptible to breakdown, 
revealing patterns and locations that can suggest specific operational strategies for congestion 
mitigation.

•	 Movement-specific intersection delay. The delay experienced by individual links and move-
ments can be displayed both visually and in tabular format, allowing the analyst to quantify 
this important performance measure.

•	 Stochastic link performance and breakdown probability. Travel time variability is arguably at 
least as important to drivers as delay because variability dictates the amount of buffer time 
they must build into their travel schedule. This measure (defined as the difference between the 
5th and 95th percentile travel times) is reported for each link, corridor, and/or O-D pair and 
provides further insight to the analyst on vulnerable links and corridors where one or more 
operational improvement strategies might be appropriate.

Calibrated
Stochastic
Capacity
Models

Enhanced Dynamic Traffic
Simulation Engine

Day-to-day Travel Learning
/ Route Switching

Module

Obtain stable results?
Or reach the last day
of planning horizon?

No

Yes

Active Bottleneck
Identification

Day d=d+1

Capacity Enhancing
Operational Design and
Technological Strategies

Stochastic
Travel Time
Performance

Measures

Module Developed in SHRP2 C05 Project

Figure ES.4.  Module developed in SHRP 2 C05 project as a 
capacity-enhancing strategy evaluation framework.
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•	 Queue growth and dissipation. A sliding time bar can be used along with a visual representation 
of the network to observe the start, growth, and dissipation of queues. This allows the analyst 
to easily trace link breakdowns to their point of origin, again for purposes of identifying one 
or more operational improvement strategies that might be appropriate.

Baseline Models

Two separate networks were used to test the enhanced models and demonstrate both the useful-
ness and the usability of the new methodology. The first network was a very small subarea of the 
Dallas–Fort Worth, Texas, area (Figure ES.5). The small size of this network produced great 
efficiencies in testing and debugging the enhanced DTA models, and it was also a good platform 
for implementing and evaluating each of the 25 operational strategies presented in Table ES.1. 
The second network was a subarea of the Portland, Oregon, metropolitan area, encompassing 
approximately 210 traffic analysis zones, 860 nodes, 2,000 links, and more than 200,000 vehicle 
trips initiated during a 4-hour weekday time interval between 3 p.m. and 7 p.m. Both DTALite 
and DYNASMART-P were used in this network application; DTALite provided a regional base-
line equilibrium as the starting point for the subarea analysis, which was conducted by using 
DYNASMART-P. This network clearly demonstrated the usefulness of the procedure in a real-
world environment and featured the analytic elements of network diagnosis; identification and 
evaluation of treatment options; and interpretation of the results.

Strategy Testing

A straightforward method was developed to test the effectiveness of one or more operational strate-
gies either as stand-alone projects or as alternatives to traditional new construction projects.

•	 First, the location of the operational strategy and/or new construction project to be tested is 
identified and a subarea or network that appropriately surrounds the location is established.

Figure ES.5.  Fort Worth area.

Source: © 2010 Google Maps.
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•	 Next, geometric, volume, and operational characteristics of each link in the subarea are identi-
fied and provided as inputs to the DTA model, including stochastic capacity distributions at 
the geometric or operational bottlenecks. Appropriate link, corridor, and/or network perfor-
mance measures are also established for subsequent evaluation purposes.

•	 To effectively use the day-to-day learning process and generate results that can be usefully 
compared, the DTA model must be run under three separate regimes as shown in Figure ES.6. 
During the baseline stabilization period (Regime I), the DTA model is run for a period of 
simulated days to achieve equilibrium (i.e., without any of the operational strategies or new 
construction projects that are to be evaluated). The number of simulated days necessary to 
achieve equilibrium will vary according to the characteristics of the network and/or subarea 
being investigated. Figure ES.6 shows that for the Dallas–Fort Worth network the 200-day 
baseline stabilization period was longer than necessary. This was not a problem because the 
subarea was small and the runtime for each simulated day was very short. For larger networks, 
a baseline stabilization period of 50 days may be more appropriate.

After baseline stabilization has been achieved, the operational strategies and/or new construction 
projects to be evaluated are introduced into the network and the DTA model is run for an additional 
period of simulated days to allow driver adjustments and achieve stable conditions under the new 
scenario. This strategy stabilization period is illustrated as Regime II in Figure ES.6. A period of 
30 simulated days is generally sufficient to achieve stabilization under Regime II conditions.

After conditions have stabilized in Regime II, the DTA model is run for an additional 20 simu-
lated days (Regime III in Figure ES.6). The results of this period are compared with those of 
Regime I for the purpose of evaluating the effectiveness of the strategies being tested.

This methodology provides useful information about the effectiveness of the operational 
strategies and new construction projects being evaluated. As an example, consider the capacity 
addition scenarios that were tested for a southbound freeway corridor section in the Dallas–Fort 
Worth subarea network. Figure ES.7 illustrates the existing (baseline) condition and three lane 
addition projects (A, B, and C) that were contemplated and tested.

In addition to these lane addition projects, four operational strategy alternatives to the proj-
ects were evaluated:

•	 An advanced traveler information system (ATIS) strategy in which the fraction of drivers 
with access to pretrip information (e.g., via radio, television, or the Internet) increased from 
1% to 10%;

I II III

Figure ES.6.  Overview of strategy testing plan under stochastic capacity conditions.
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•	 Another ATIS strategy in which the fraction of drivers with access to en route information 
(e.g., through in-vehicle navigation systems) increased from 1% to 10%;

•	 An operational modification to the existing baseline condition in which the width of the free-
way lanes and shoulder in a critical 3.1-mi (5-km) section of the southbound (SB) freeway 
corridor was narrowed so that a fifth lane could be introduced; and

•	 An operational modification to the existing baseline condition in which one northbound 
(NB) lane was reversed in the same 3.1-mi (5-km) section during the peak hour so that a fifth 
lane could be added in the southbound direction.

Figure ES.8 summarizes travel time results taken from a subarea test network for the southbound 
direction along an 8.5-mi freeway study section. The analysis was performed for a peak-period 
condition across a 20-day time horizon. The study section consists of three segments that have four, 
five, and four lanes, respectively. The gray bar represents performance for baseline conditions. The 
black bars represent the effects of individual non-lane-widening strategies. The white bars repre-
sent three lane-widening scenarios: (1) five lanes across all three segments; (2) one additional lane 
across all three segments; and (3) six lanes across all three segments.

Figure ES.7.  Capacity-enhancing scenarios for a southbound 
freeway corridor.
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Figure ES.8 demonstrates how trade-offs for improvement strategies can be examined in 
terms of their impact on average travel time (expressed as minutes of travel time) and travel time 
reliability (expressed as the range between the 5th and 95th percentile travel times). In some 
cases (e.g., the provision of pretrip information), travel time reliability associated with the tested 
option is significantly improved in relation to the base condition, even though the average travel 
time is largely unaffected. In other cases, such as the narrow-lanes strategy and each of the new 
construction projects, both travel time and travel time reliability are significantly improved by 
the tested option, although the narrow-lanes strategy may have negative safety impacts that were 
not considered in this analysis. Without the examination and assessment of reliability as a per-
formance measure, a primary benefit of the strategies would go unrecognized, particularly for 
the non-lane-widening strategies.

These results were taken from a test network and should not be considered representative of 
outcomes that can be expected in other applications, because they are dependent on the particu-
lar characteristics of the network and the travel demand levels that are being modeled.

Model Portability Considerations

The enhanced DTA model described in this report can be applied in virtually any local network 
environment with only a few relatively straightforward adaptations:

•	 The stochastic capacity distribution functions for arterials and freeways should be modified 
to reflect local driving and car-following characteristics. This can be easily done by collecting 
and analyzing discharge headway distribution data at signalized intersections as well as pre-
breakdown, breakdown, and post-breakdown speed-flow characteristics at freeway bottle-
necks. In both cases, care should be taken to ensure that data are collected at locations not 
influenced by upstream or downstream intersections or bottlenecks.

•	 Before testing alternative operational strategies, the network structure and O-D patterns 
should be examined and calibrated under known existing conditions to ensure that the model 
adequately replicates them. This is identical to the calibration process used for many years 
with traditional travel demand forecasting models. Even so, it is likely that the network struc-
ture associated with a well-calibrated traditional travel demand forecasting model will need 
some modification before it can be used effectively by the enhanced DTA model. This is 
because the performance of the latter is more sensitive to certain network characteristics 
(e.g., the number, location, and length of centroid connectors; the type of intersection control; 
and the length of intersection turn lanes).

•	 The capacity adjustments that necessarily accompany some of the operational improvements 
strategies may need to be modified to better reflect local driving habits. For example, the 
capacity reduction that can be expected from the use of narrow lanes could differ by region or 
county.

Conclusions and Next Steps

This report presents an enhanced DTA model; new link, corridor, and network diagnostic tools; 
and an analytic methodology that can significantly improve the information available to decision 
makers and thus the robustness of their investment decisions. In today’s environment where 
financial resources for new transportation construction projects are scarce and where environ-
mental, regulatory, and policy constraints make such projects very difficult and time-consuming, 
it is incumbent upon both transportation professionals and decision makers to consider all viable 
options to new construction before making a final decision. The new analytic tools made available 
through SHRP 2 and reviewed in this report represent a significant new capability in this regard.

With regard to next steps, incorporating the ability to simulate the additional effects of events 
that cause nonrecurring congestion (e.g., crashes, other incidents, severe weather) will further 
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enhance the usefulness and usability of these tools. In the meantime, they can still be effective in 
significantly improving investment decision making in the transportation industry.
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C h a p t e r  1

Project Background

The primary objectives of SHRP 2 Capacity Project C05 were 
threefold:

1.	 Quantify the capacity benefits, individually and in com­
bination, of operations, design, and technology improve­
ments at the network level for both new and existing 
facilities.

2.	 Provide transportation planners with the information and 
tools to analyze operational improvements as an alterna­
tive to traditional construction.

3.	 Develop guidelines for sustained service rates (SSRs) to be 
used in planning networks for limited access highways and 
urban arterials.

Taken together, these objectives support the development of 
methodologies to effectively determine the expected capacity 
gain from candidate operational improvements relative to the 
capacity gain from construction of an additional lane.

A variety of questions must be considered in efforts to 
address these objectives:

•	 Who is the audience?
•	 What is the range of operational strategies that should be 

considered?
•	 What performance metrics should be used?
•	 How can the operational effects of a particular strategy 

be fairly compared with the performance impacts of a 
traditional construction project?

•	 How can sustainable service flow rates be characterized 
and modeled?

•	 What tools can be used to implement the new method­
ologies?

Who Is the Audience?

The audience for this project is diverse in many respects. 
Groups that will benefit from a better understanding of the 

contributions of operations, technology, and design to meet 
highway capacity needs include the following:

•	 Decision makers, who will use the analysis results to make 
public investment decisions;

•	 Traffic engineers and transportation planners, who will use 
the methodologies developed in this project to plan and 
evaluate alternative operational improvement strategies;

•	 Civil engineers, who will use the methodologies to evaluate 
the adequacy of their highway design;

•	 Researchers and educators, who will use the methodologies 
to advance their research, improve their understanding of 
traffic phenomena, and train future transportation profes­
sionals; and

•	 ITS designers, who are interested in exploring the benefits 
of current and future ITS technologies.

What Improvement Strategies  
Should Be Considered?

The domains of operations, design, and technology all repre­
sent fertile ground for developing strategies that can effec­
tively enhance corridor and/or network performance while 
also forestalling the need for new construction. The focus of 
this project was limited to strategies that have the potential to 
increase capacity or supply. Strategies to reduce or manage 
demand are worthy of consideration but were not explicitly 
incorporated into this project work.

What Performance Metrics Should Be Used?

The traffic performance measures that are particularly effec­
tive for a point analysis—for example, the computed volume/
capacity ratio or level of service at an intersection—are often 
not especially meaningful in the context of a corridor, sub­
area, or network. Thus, it is desirable and helpful to consider 
multiple performance measures to assess capacity gains at 
both the local and network levels. A number of measures were 
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considered and are supported by the analysis methodologies 
that were developed.

How Can the Capacity-Enhancing Abilities of 
the Improvement Strategies Be Characterized?

Figure 1.1 conceptually illustrates a way to use the analysis 
methodologies developed in this project to define the rela­
tionship between lane miles added onto a network in the case 
of a construction project and the effective lane miles added 
by a nonconstruction improvement strategy. As Figure 1.1 
illustrates, a set of nonconstruction improvements that result 
in reducing the network travel time from, say, A to B, is equiv­
alent to the addition of D minus C lane miles, increasing the 
network capacity by (D - C)/C%.

How Can Sustainable Service Flow Rates  
Be Characterized and Modeled?

Recent research indicates that highway capacity shows all 
properties of a random variable (1–5). The capacity of a high­
way facility is the result of driver behavior and therefore varies 
with driver population (i.e., by types of vehicles, motivation or 
trip purposes, experiences, familiarity with the freeway section 
or with the traffic operation at the specific time). In addition, 
highway capacity is a matter of systematic variability (e.g., due 
to accidents, incidents, weather, and work zones) that is the rea­
son for most of the congestion delay on freeways. The amount 
of this delay increases with increasing demand. However, only 
in a limited part of the network does demand exceed the nor­
mal capacity of the infrastructure so that it becomes the main 
contributor to delay.

Modeling the stochastic nature of capacity on both freeway 
and arterial networks is an important advancement in improv­
ing the reliability of travel demand forecasts and operational 
analyses.

What Tools Can Be Used to Implement  
the New Methodologies?

The primary product of this project is new or enhanced analysis 
methodologies. Even so, their practical applicability in a real-
world environment depends on the ability to implement them 
in useful and usable tools. Therefore, an important question 
at the start of this project was what assignment/simulation 
tools can be considered for this purpose? Several options were 
considered by using a decision support approach.

One simple theoretical approach to quantifying network­
wide capacity would be to solve a max-flow min-cut optimiza­
tion problem, but this method cannot account for the complex 
traffic-flow dynamics in a time-varying and complex traffic 
network.

Dynamic traffic assignment (DTA) modeling tools were 
targeted because of their unique ability to evaluate network 
performance under time-varying demand and supply condi­
tions created by various operations-based, design-based, and 
technology based strategies. A range of network analysis tools 
are available, and all were initially considered for use in this 
project: DYNASMART-P (Dynamic Network Assignment 
Simulation Model for Advanced Roadway Telematics: Plan­
ning version), DynusT, DTALite, DYNAMIT, IDAS, Integra­
tion, VisSim, Paramics, SCRITS, and EMME/3.

For a number of pragmatic reasons unique to this project, 
DYNASMART-P was selected and used as the platform for 
developing and testing the improved analysis methodologies 
described in this report. However, there is no obvious reason 
preventing the incorporation of these methodologies into 
any of the other analysis tools identified, and in fact this has 
already happened with at least one of the tools (DTALite).
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C h a p t e r  2

The four major methodological improvements described in 
this chapter dramatically increase the realism and sensitivity 
of existing dynamic traffic assignment tools. These improve-
ments have been incorporated into two dynamic traffic assign-
ment (DTA) models, namely, DYNASMART-P and DTALite, 
for purposes of providing transportation planners with the 
tools to analyze operational improvements as an alternative to 
traditional construction. Moreover, these improvements could 
be easily incorporated into other traffic simulation/analysis 
models as well.

Summary of Key Findings  
and Conclusions

•	 Speed and density thresholds, when used in conjunction 
with one another, are effective in identifying freeway break-
down conditions. However, local calibration is necessary 
for different study sites.

•	 Parameters for the average pre-breakdown headway prob-
ability distribution function vary by study site and require 
local calibration. The lognormal distribution appears to 
well characterize the pre-breakdown headway process.

•	 The queue discharge rate series are stochastic and strongly 
time correlated.

•	 Highway Capacity Manual (HCM) levels are more repre-
sentative of the upper tail of the breakdown and queue 
discharge observations.

•	 Many commonly used network flow modeling platforms 
likely underrepresent the frequency, duration, and overall 
traffic operational effects of freeway system bottlenecks.

•	 Modeling results are substantially improved when the 
effects of demand blockages caused by short turn pockets 
on downstream saturation flow rates are taken into account.

•	 Modeling results are also improved by recognizing that the 
saturation flow rate on any signalized intersection approach 
is not a constant number but varies from cycle to cycle 

according to individual driver characteristics. Capturing 
this variability yields more realistic outcomes, especially 
when the modeling is performed over a number of simu-
lated days.

•	 A stand-alone, time-dependent spreadsheet-based simula-
tion tool (TPAST) developed as a supplemental product 
of this research effort can provide good insights into link-
specific operational issues resulting from changes in the 
physical, traffic, and signal timing characteristics associ-
ated with the link, particularly those associated with short 
turn bays.

•	 Methodological enhancements are provided to seamlessly 
incorporate stochastic capacity models at freeway bottle-
necks and signalized intersections in a mesoscopic traffic 
flow simulation environment.

•	 A systematic day-to-day learning and route choice frame-
work has been developed enabling a realistic representation 
of drivers’ route selection process under the travel time 
variability introduced by random capacity variations. A key 
related finding is that overall network travel time stabilizes 
after several iterations of the application of the learning 
process. The number of days over which this stabilization 
occurs is network dependent.

•	 Link, corridor, origin–destination (O-D), and network-
level stochastic performance measures are identified and 
are consistent with traffic flow theory principles.

Overall Modeling Framework

The system evolution-modeling simulation framework for 
the network analysis tool (i.e., DTA simulator in this study) is 
illustrated in Figure 2.1. In the proposed modeling frame-
work, static demand (i.e., the same number of vehicles with 
fixed departure times) is simulated over different days. Many 
of the proposed enhancements are imbedded in parts of the 
framework, as described in the following sections.

Analytic Enhancements to Enable Network 
Assessment of Strategies
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Note: DTA = dynamic traffic assignment; MOE = measure of effectiveness. 
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Figure 2.1. Comprehensive conceptual simulation framework.

The following three critical inputs (illustrated in Figure 2.1) 
should be prespecified by users:

•	 Time-dependent traffic demand;
•	 Bottleneck locations;
•	 Percentages of unequipped, pretrip, and en route users; 

and
•	 Parameters of the bounded rationality rule.

Figure 2.1 demonstrates the entire conceptual simula-
tion framework implemented in DYNASMART-P. Two key 

components, stochastic capacity generation on freeway 
bottlenecks and signalized arterial and route choice mecha-
nism, are not illustrated in detail; because of their signifi-
cance, they are discussed in depth in the following sections 
of this chapter. There are four major enhancements:

1.	 Stochastic capacity for freeway bottlenecks and capacity 
allocation at freeway merge areas;

2.	 Stochastic capacity and turn pocket analysis on arterials;
3.	 Implementation of a day-to-day learning paradigm; and
4.	 New performance measures and implementation.
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Enhancement 1:  
Stochastic Capacity for 
Freeway Bottlenecks

In this section, the stochastic nature of freeway breakdown 
and queue discharge is discussed through a comprehensive 
analysis of sensor data collected at bottleneck sites in the San 
Francisco Bay Area, California, and San Antonio, Texas. A new 
procedure is proposed to define the stochasticity of freeway 
breakdown and queue discharge based on time-indexed data 
of speed-flow profiles (1).

Stochastic Breakdown Characteristics

In the 2000 edition of the Highway Capacity Manual, freeway 
capacity is defined as “the maximum hourly rate at which vehi-
cles reasonably can be expected to traverse a point or a uniform 
section of a roadway during a given time period under prevail-
ing roadway, traffic, and control conditions” (2). In keeping 
with the definition of conventional freeway capacity, it is widely 
accepted by most traffic analysts that the facility will experi-
ence breakdown (i.e., a transition from an uncongested state 
to a congested state) only if the traffic demand exceeds a spec-
ified capacity value. Therefore, when freeway capacity is taken 
to be a constant value, breakdown is treated as a deterministic 
phenomenon. However, an emerging body of research (3–8) 
indicates that traffic flow rate during the time intervals pre-
ceding observed instances of freeway breakdown (called 
pre-breakdown flow rate in this study) is better represented 
as a random variable than a fixed value. Zurlinden (9) and 
Brilon (10) developed a methodology to derive roadway pre-
breakdown distribution functions for the purpose of imple-
menting this stochastic capacity concept. In the most recent 
study, Brilon (11) suggested the Weibull distribution for charac-
terizing stochastic capacity based on traffic data from Germany. 
Based on the probabilistic nature of freeway capacity, Dong 
and Mahmassani (12) first illustrated the significant effects of 
the stochastic concept on the study of travel time reliability.

The conventional definition of fixed capacity for uninter-
rupted flow facilities has the practical drawback of under
representing the frequency, duration, and therefore traffic 
operational impact of freeway system bottlenecks. In order to 
quantify accurately the capacity benefits of operations, design, 
and technology improvements, it is necessary to develop realis-
tic, implementable capacity models for freeway operations. The 
following sections provide details of the procedure followed to 
develop the stochastic pre-breakdown headway distribution for 
freeway bottlenecks implemented in DYNASMART-P.

Identifying Freeway Bottlenecks

As a basis for developing and validating stochastic freeway 
bottleneck models, the most common freeway bottleneck fea-
ture, on-ramp junctions, was selected for detailed study.

Data were assembled from the TransGuide system (13) in 
San Antonio and from PeMS data (14) archived for the San 
Francisco Bay Area (Caltrans District 4). Data for both loca-
tions are readily available from online databases.

The TransGuide database provides traffic volume, speed, 
and occupancy data gathered from the initial 26 miles of instru-
mented highways within the Texas Department of Transporta-
tion TransGuide project. The extracted data set for this study 
is the daily raw data (20-second intervals) from 01/01/2007 
to 09/30/2008. The TransGuide data include a small number 
of missing observations which required removal of a small 
portion of data from the aggregated set. The Bay Area data 
used in this study are processed traffic data, which include 
volume, speed, and occupancy. The data cover the period from 
01/01/2007 to 09/30/2008 and are aggregated at 5-minute 
intervals. Since the Bay Area data are already preprocessed and 
aggregated, the missing observations have been estimated in 
the data set.

Both TransGuide and PeMS databases provide detailed 
location information for each sensor on the freeway system. 
As discussed below, these data were important for selecting 
appropriate bottleneck locations for this study. The informa-
tion from the TransGuide and PeMS databases is summarized 
in Appendix A.

The PeMS system identifies active bottleneck locations for 
the Bay Area; those that experience congestion for more than 
10 days per month were selected for study. In contrast, the 
TransGuide database does not identify active bottlenecks in 
the freeway network. Therefore, geometric bottlenecks were 
identified through visual inspection by using Google Maps of 
the areas covered by TransGuide detectors. To control for 
possible confounding operational effects and to isolate ramp 
merge bottleneck effects, a systematic process was developed 
for study site selection. Suitable bottleneck sites met the fol-
lowing three criteria:

1.	 Sufficient distance between the on-ramp and the nearest 
downstream bottleneck. The longer the distance to a poten-
tial downstream bottleneck (e.g., on-ramp or off-ramp), 
the greater the likelihood that the data are not confounded 
by the presence of downstream queues regularly spilling 
back to the bottleneck location under consideration.

2.	 Suitably placed sensor data. An ideal detector is just down-
stream of the corresponding bottleneck.

3.	 Presence of traffic demand high enough to yield regular 
freeway breakdown. This criterion ensures an adequate 
sample size.

Because the candidate sites in the Bay Area are active bottle-
necks, the third criterion was not a significant factor for the 
PeMS data. In the San Antonio area, however, traffic data were 
retrieved from the TransGuide system to evaluate the third 
criterion for sites that met the first and second criteria.
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Based on the three criteria, seven on-ramp bottlenecks (three 
with three travel lanes and four with four travel lanes) were 
selected as the study sample. Two of the sites are in the San 
Antonio area, and the remaining five are in the Bay Area. The 
basic information about each site is summarized in Table 2.1.

As mentioned above, the data in the Bay Area are aggre-
gated into 5-minute intervals and the San Antonio data into 
20-second intervals. Consistent with HCM 2000, both data sets 
were aggregated into 15-minute intervals prior to analysis.

Method for Implementing Stochastic Capacity

A critical step in developing pre-breakdown headway dis-
tributions is determining when breakdown occurred on the 
basis of a review of historical speed-flow data. The pub-
lished studies specified a critical speed or a critical speed 
drop to define the freeway breakdown. However, while such 
a speed-based threshold can be well defined in reference to 
representative traffic flow characteristics, its value will vary 
by location. For example, extensive analysis of data from 
Los Angeles freeways suggests that free-flow speed is around 
60 mph and that at breakdown the operating speed rapidly 
drops below 40 mph (15). Researchers in Los Angeles there-
fore specified a minimum speed differential of 20 mph and 
a speed threshold of 40 mph to identify a breakdown event 
by using 5-minute data. Using data obtained from Toronto 
freeways, on the other hand, Elefteriadou (16) defined that 
breakdown occurred “when the average speed of all lanes 
on the freeway dropped below 90 km/hr (56 mph) for a 
period of at least five minutes.” These examples demonstrate 
that breakdown events are unique to local conditions and 
that use of a specific, universal speed threshold is not advis-
able. Freeway breakdown events should be defined on the 
basis of speed thresholds extracted from local speed-flow 
observations. Moreover, as discussed later in this chapter, it 

is problematic to use speed as the only criterion to define 
breakdown.

Breakdown determination is the critical starting point 
for both stochastic capacity and queue discharge studies. As 
mentioned earlier, although most previous studies used speed 
as the threshold, a single speed threshold was not considered 
appropriate for determining congested conditions based on 
the speed-flow relationships observed in field data. Figure 2.2 
shows 21 months of 15-minute freeway data from I-880 in 
the Bay Area. The horizontal line superimposed on the plot 
indicates the speed boundary that was used to isolate con-
gested conditions. As is apparent from the graph, a single 
speed threshold is not sufficient for determining congested 
conditions. Observed conditions exhibiting a flow rate lower 
than 1,000 vehicles per hour per lane but with speeds higher 
than 40 mph were considered to be reflective of anomalous 
free-flow conditions rather than congested conditions. The 
data pattern shown in Figure 2.2 is typical of the seven on-
ramp sites, and the presence of low-flow observations below 
the critical speed threshold creates the need for a robust phase 
boundary for defining congested conditions.

A combination speed and density threshold (diagonal line 
in Figure 2.2) was applied to identify congested conditions, 
thereby avoiding the inclusion of anomalous low-speed data. 
Traffic states are considered to represent congested condi-
tions only when

•	 The observed speed is below the critical speed.
•	 The observed density is greater than or equal to the bound-

ary between levels of service C and D (LOS C/D).

As mentioned above, the critical speed and the density at 
the LOS C/D boundary [e.g., in HCM 2000, 26 passenger 
cars per mile per lane (pc/mi/lane) is the boundary that 
separates LOS C from LOS D] are locally calibrated for each 

Table 2.1.  Basic Information about the Study Sites

Site Number Highway Direction
Number 
of Lanes

Distance to 
Downstream 

Bottleneck (km)
Distance to 

Detector (km)

1 I-880 (BA) S 4 3.0 0.1

2 I-680 (BA) S 3 2.6 0.1

3 I-280 (BA) N 4 NA 0.36

4 I-580 (BA) W 4 NA 0.25

5 I-680 (BA) N 4 6.1 0.12

6 I-35 (SAT) N 3 3.6 0.18

7 I-35 (SAT) S 3 2.2 0.38

Note: NA indicates that the distance to downstream bottleneck is very long (more than 10 km). BA = Bay Area; 
SAT = San Antonio.
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of the specific study sites. The procedure for calculating 
these site-specific thresholds is described in the following 
paragraphs.

First, 15-minute flow rate values in the top 1 percentile tail 
are identified. The average of this sample of near maximum 
flows was generally equivalent to the traditional capacity 
defined in the HCM. The density for each 15-minute obser-
vation is then calculated as shown by Equation 2.1:

(2.1)k
q=
µ

where

	k	=	� density for each 15-minute observation (veh/mi/lane),
	q	=	� 15-minute flow rate for the top 1 percentile flows (veh/h/

lane), and
	µ–	=	space mean speed (mph)

The critical speed is then calculated as shown in Equation 2.2:

(2.2)
q

kcritical

∑
∑µ =

where q = 15-minute flow rates in the top one percentile flows 
and k = 15-minute density values corresponding to the top 1 
percentile flows.

The equivalent density at capacity based on HCM defini-
tion is calculated by Equation 2.3:

1
(2.3)k

n
kcapacity ∑=

where n = number of 15-minute observations in the top 1 
percentile flow region.

Finally, the adjusted HCM-based critical density threshold 
(LOS C/D boundary) is calculated by Equation 2.4:

26

45
(2.4)k

k
critical

capacity( )
=

where 26 pc/mi/lane represents the maximum density per 
lane passenger car equivalent density for LOS C for basic free-
way segments per HCM 2000 and 45 pc/mi/lane represents 
the corresponding per lane passenger car density at capacity.

Equation 2.4 provides adjusted values for the LOS C/D 
thresholds based on the observed density at capacity. In sum-
mary, traffic conditions observations are identified as repre-
senting congested flow when the observed 15-minute speed 
is less than the critical speed and the observed 15-minute 
density is greater than the critical density.

Each study site was analyzed independently. Speed and 
vehicle count data were summarized in 15-minute intervals 
across all lanes. The vehicle count data were then expressed as 
equivalent hourly flow rates per lane. The traffic parameters 
for each site are summarized in Table 2.2.

Breakdown from Free-Flow Conditions

In deterministic traffic models, such as that of the HCM, 
there are two basic traffic states in uninterrupted freeway 
operation: uncongested and congested flow. In defining 
stochastic capacity, the focus lies on the pre-breakdown state 
(i.e., the uncongested states just preceding the breakdown 
state). The breakdown state is the first in what may be a series 
of congested state observations. Once the breakdown states 
were identified, all the corresponding pre-breakdown states 
were selected from each data set. For purposes of implemen-
tation in the mesoscopic model, DYNASMART-P, the pre-
breakdown flow rates were first converted into passenger car 

Note: veh/h/ln = vehicles per hour per lane.
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Figure 2.2.  I-880 speed-flow data.

Table 2.2.  Calibrated Traffic Parameters  
for Each Study Site

Site 
Number Highway

Average Top 1 
Percentile 
Flow Rate 

(veh/h/lane)

Critical 
Speed 
(mph)

Density (C/D) 
(veh/mi/lane)

1 I-880 (BA) 2,052 56 21

2 I-680 (BA) 2,093 53 23

3 I-280 (BA) 2,183 53 24

4 I-580 (BA) 1,982 49 23

5 I-680 (BA) 2,127 54 23

6 I-35 (SAT) 1,992 47 23

7 I-35 (SAT) 2,172 63 20
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equivalent flows and then aggregated into 15-minute pre-
breakdown headways (i.e., 3,600/flow rate). Heavy vehicle 
count data were not available for the sites in this study. There-
fore, the HCM 2000 default of 5% heavy vehicles and the pas-
senger car equivalent for trucks and buses of 1.5 for a level 
general segment was used to convert the TransGuide and 
PeMS data to passenger car equivalent flow rates.

It is desirable to exclude pre-breakdown flow rate under 
nonrecurring conditions as much as possible. However, in the 
absence of incident logs, a statistical approach was applied 
to exclude outlying pre-breakdown flow rates. As shown in 
Equation 2.5, a pre-breakdown flow rate is identified as an 
outlier if:

1.5 or 1.5 (2.5)0.25 0.75q Q IQR q Q IQR< − > +

where

	 Q0.75	=	�75th percentile flow rate (pc/h/lane),
	 Q0.25	=	�25th percentile flow rate (pc/h/lane), and
	 IQR	=	Q0.75 - Q0.25.

The speed-flow diagram in Figure 2.3 shows the pre-
breakdown and outlier observations for one study site (I-880). 
Almost all flow rates below the HCM equivalent LOS C/D den-
sity boundary were identified as outliers. For the 15-minute 
aggregated traffic data, it is reasonable that the pre-breakdown 
flow rates would not occur at LOS C or better under the 
prevailing roadway, traffic, and control conditions.

Statistical tests were conducted to determine the probabil-
ity distributions that reflect the stochastic characteristics of 
freeway pre-breakdown headway. The most common tests for 

goodness of fit are the Kolmogorov–Smirnov (K-S) test, chi-
square test, and Anderson–Darling (A-D) test. All are used to 
decide whether a data sample belongs to a population with a 
specific distribution. A chi-square test could be applied to test 
any univariate distribution; however, the values of the chi-
square statistic are quite sensitive to how the data are binned 
(17). The Anderson–Darling statistic is a measure of how far 
the data points lie from the fitted distribution. However, 
the A-D test is not a distribution-free test. The critical values 
for the A-D test must be calculated for each distribution, 
and they are only available for a very limited number of dis-
tributions (18). The K-S statistic also quantifies a distance 
between the empirical distribution function of the sample and 
the cumulative distribution function of the reference dis-
tribution. The K-S test is distribution-free in the sense that 
it makes no assumption about the underlying distribution of 
data (19). Another advantage of the K-S test is that it is an 
exact test, while the chi-square goodness-of-fit test depends 
on an adequate sample size for the approximations to be valid 
(17). Therefore, the K-S test was applied here to examine 
which distribution functions provide the best fit to the pre-
breakdown headways.

The shifted lognormal, normal, exponential, Weibull, and 
gamma distributions were evaluated for fit with the field data. 
For each of these, a K-S statistic was calculated. As indicated 
in Table 2.3, the shifted lognormal distribution yields the 
lowest K-S statistic values across all study sites.

Figure 2.4 illustrates a sample pre-breakdown headway 
distribution for one study site on I-880 in the Bay Area. As 
shown in the figure, a single headway value is not appropriate 
for defining breakdown on freeways. The trend illustrated 
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Figure 2.3.  Pre-breakdown flows and outliers for I-880.
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also indicates that the slope continually decreases with increas-
ing values of time headway (i.e., decreasing flow rate). This 
trend is consistent with findings from previous studies (7, 11) 
showing that the probability of breakdown increases with 
increasing flow rate. The figure also gives the corresponding 
15th, 50th, and 85th percentile flow rates derived from the dis-
tribution. For example, if capacity is defined as a 15-minute 
flow rate that is sustainable 85% of the time, the corresponding 
capacity value could be 1,778 pc/h/lane.

Similar to the site-specific process for identifying break-
down observations, a local pre-breakdown headway distribu-
tion was estimated independently for each on-ramp site. The 
distribution parameters for the seven sites are summarized 
in Table 2.4.

Although the distribution parameters varied among study 
sites, it was found that the pre-breakdown headways of all 

seven sites are best modeled as a shifted lognormal random 
variable. The average shift at the seven study sites is 1.519 sec-
onds (standard deviation of 0.053 seconds), which is equiva-
lent to 2,370 pc/h/lane. This value is very close to value of 
predicted HCM 2000 capacity. The mean pre-breakdown 
headway at the seven study sites is 1.886 seconds (standard 
deviation of 0.094 seconds), which is equivalent to 1,909 pc/h/
lane. The scale parameters vary among different sites and 
may depend on the specific characteristics of the analyzed 
freeway section, local differences in driver behavior, pre-
vailing weather conditions, and other factors.

In order to implement the stochastic capacity in 
DYNASMART-P and then test the effects of stochastic free-
way capacity on SSRs and network performance, a single 
shifted lognormal distribution was proposed by aggregating 
all the pre-breakdown headway observations in the above 

Table 2.3.  Computed Kolmogorov–Smirnov (K-S) Statistic 
Values by Distribution

Tested 
Distribution

Site Number

1 2 3 4 5 6 7

Shifted lognormal 0.039 0.074 0.032 0.066 0.022 0.094 0.058

Normal 0.140 0.132 0.128 0.168 0.072 0.226 0.120

Exponential 0.239 0.333 0.226 0.227 0.296 0.189 0.133

Weibull 0.385 0.410 0.380 0.390 0.230 0.310 0.170

Gamma 0.128 0.122 0.119 0.156 0.063 0.209 0.106
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Figure 2.4.  Pre-breakdown headway distribution for I-880.
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seven study sites. The corresponding parameters are shift = 
1.5 seconds, µ = -0.97, and s = 0.68. It should be noted that 
if the point of interest is a single on-ramp bottleneck, as 
stated before, local calibration is recommended to develop 
the average pre-breakdown headway distribution model. For 
a relatively large network, however, a single set of parameters 
for the pre-breakdown model developed from the data avail-
able is efficient for model implementation and should be 
accurate enough for the network-level analysis.

Recovery from Breakdown Conditions

Similar to the conventional definition of capacity in the 
HCM, the queue discharge flow rate is also typically char-
acterized in a deterministic manner. In other words, after a 
breakdown occurs, the queue will discharge at a constant 
flow rate. Based on field data, Lorenz and Elefteriadou (7) 
have clearly demonstrated that the queue discharge flow 
rate is also stochastic in nature. In a recent study, Dong and 
Mahmassani (20) suggested a linear relationship between 
queue discharge rate and the pre-breakdown flow rate. How-
ever, the studies for the queue discharge behaviors, especially 
the stochastic characteristics, are quite limited. In this sec-
tion, queue discharge behaviors under the stochastic capacity 
scenario were discussed.

Considering the stochastic nature of freeway capacity, it is 
quite possible that the queue discharge flow rate is correlated 
with the stochastic pre-breakdown flow rate preceding the 
queue existence. In addition, the 15-minute field data have 
shown that the queue could be discharged over multiple time 
intervals. By examining the observational data, it was found 
that the queue discharge rate could be updated with stochastic 
time-correlated recursions. A simple first-order autoregressive 
model is proposed as follows in Equation 2.6:

1 (2.6)1C C tt t t ( )= α + µ + ε ≥−

where

	 Ct	=	�queue discharge rate at time interval t in 
pc/h/lane,

	 a	=	coefficient,
	 µ	=	 intercept, and
	et~N(0, s2)	=	random error.

When t = 1, C0 is the pre-breakdown flow rate. If we assume 
b = 1 - a, then the first two terms of the model above can be 
rewritten as shown in Equation 2.7:

1 (2.7)1 1C C C tt t c t( ) ( )= + β µ − ≥− −

where b = a linear parameter that models the strength of 
regression to the mean and µc = the average discharge rate 
in pc/h/lane.

For the DYNASMART-P model implementation, a ran-
dom error term is added based on the error distribution of 
the fitted model. As shown in Equation 2.8, stochastic inno-
vation term et ~ N(0, s2) is proposed. Therefore, the recursive 
model to update the queue discharge rate (per lane) is

1 (2.8)1 1C C C tt t c t t( ) ( )= + β µ − + ε ≥− −

The traffic data from the study site on I-880 in the Bay 
Area were used to fit the proposed queue discharge model. 
The fitting procedure began with the series only having two 
time intervals (i.e., pre-breakdown time interval and queue 
discharge interval). The duration of the queue discharge 
interval begins with one time interval and then is continu-
ously extended by a time interval if queues are still present at 
the end of the time interval. Table A.3 in Appendix A shows 
fitted parameters for the various cumulative queue duration 

Table 2.4.  Summary of Pre-breakdown Headway  
Distribution Parameters

Site Area

Lognormal Parameter Maximum  
Pre-breakdown 
Flow (pc/h/lane)

Mean  
Pre-breakdown 
Flow (pc/h/lane)Shift (s)  s

1 I-880 (BA) 1.536 -1.255 0.520 2,343 1,933

2 I-680 (BA) 1.486 -1.139 0.288 2,422 1,978

3 I-280 (BA) 1.626 -1.297 0.516 2,214 1,857

4 I-580 (BA) 1.489 -1.537 0.488 2,418 2,079

5 I-680 (BA) 1.527 -0.730 0.255 2,358 1,778

6 I-35 (SAT) 1.499 -1.147 0.689 2,371 1,893

7 I-35 (SAT) 1.470 -1.021 0.678 2,449 1,871
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lengths. The results indicate that there is a statistically sig-
nificant relationship between Ct and Ct-1. The relatively high 
R2 value also suggests that the proposed model matches the 
data very well. At least 73% (the minimum R2 value in 
Appendix A) of the variation in the response variable Ct, can 
be explained by the proposed model. Moreover, by using an 
average discharge rate of 1,850 pc/h/lane and b as 0.2 for all 
the queue duration lengths, a simple overall queue discharge 
model could be generated with few impacts on the goodness 
of fit of each subgroup. Based on the model fitting results, a 
stochastic innovation term et ~ N(0, s2) is also proposed 
with s = 100 pc/h/lane. Figure 2.5 illustrates the proposed 
simplified recursive queue discharge model.

In summary, the queue discharge model is based on all break-
down flow observations with three primary characteristics:

•	 The queue discharge rate series are strongly time correlated.
•	 The queue discharge rates have a stochastic, random inno-

vation component.
•	 The queue discharge rates converge to the mean discharge 

rate for breakdowns that are initiated with stochastic capac-
ities that are in the tails of the pre-breakdown headway 
distribution.

Supplemental Freeway Capacity Enhancement: 
Capacity and Queue Allocation at Merge Points

When two traffic streams merge and the sum of their demand 
is greater than the capacity of the downstream roadway, traffic 
queues will be generated on the upstream links. How and where 
queues grow and dissipate at the merge point fully depends 

on how the available downstream capacity is allocated to the 
entering traffic streams. Following a comprehensive literature 
review, the research team developed a series of algorithms to 
allocate capacity at merge points. Basically, the proposed capac-
ity allocation algorithms focused on two scenarios: freeway-to-
freeway merge and on-ramp-to-freeway merge.

Freeway-to-Freeway Merge

The proposed allocation algorithm for freeway-to-freeway 
merge is relatively simple: the allocated capacities for the enter-
ing freeway streams are proportional to the incoming upstream 
flow rates. For example, if the capacity of the downstream 
freeway link is 3,600 passenger cars per hour (pcph) and 
the entering flow rates of the two upstream freeway links 
are 2,800 pcph (Freeway 1) and 1,400 pcph (Freeway 2), the 
allocated capacity for Freeway 1 is 2,400 pcph (i.e., 3,600 • 2/3) 
and for Freeway 2 is 1,200 pcph (i.e., 3,600 • 1/3). Therefore, 
the queue growth rates for Freeway 1 and Freeway 2 would 
be 400 pcph and 200 pcph, respectively, assuming no changes 
in demand.

On-Ramp-to-Freeway Merge

Compared with the freeway-to-freeway merge, the proposed 
allocation algorithm for on-ramp-to-freeway merge is rela-
tively complex, because the freeway mainline flow has higher 
priority than that of the on-ramp. Therefore, the basic con-
cept is to apply the capacity allocation according to the rela-
tive demand distribution between the two entering traffic 
streams. Based on the possible demand combinations, five 
demand regions have been defined. The capacity allocation 
process varies by region. As shown in Figure 2.6, the x-axis 
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Figure 2.5.  Simplified recursive queue discharge model.
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represents the on-ramp demand and allocated capacity, while 
the y-axis represents the total freeway mainline demand and 
allocated capacity. The diagonal line represents the merge 
area—or downstream freeway—capacity (no served flows 
can be above that line); the two vertical lines represent the 
ramp roadway capacity (Line A), and 50% of the freeway 
rightmost lane capacity (Line B). All the dashed lines repre-
sent the region boundaries. Regions I through V depict the 
areas with various combinations of ramp and freeway mainline 
demands. It should be noted that Region V is below the diago-
nal line, which represents demand flows that are below the 
downstream capacity and therefore there is no effective queuing 
on either stream in this region and both ramp and mainline 
demand are fully served.

Regions I–IV are defined on the basis of relative demand 
distribution as follows. In all the following cases, demand 
exceeds that of Region V, that is

DF + DR > Downstream Capacity

Region I: DF < CRamp;
Region II: CRamp < DF < C - 0.5CRM; 
Region III: C - 0.5CRM < DF & DR > 0.5CRM; 
Region IV: C - 0.5CRM < DF & DR < 0.5CRM.

where

	 DF	=	freeway demand (vph),
	 DR	=	on-ramp demand (vph),
	 C	=	capacity at merge point (vph),

	CRamp	=	on-ramp roadway capacity (vph), and
	 CRM	=	freeway rightmost lane capacity (vph).

The following sections explain the basis for allocation of 
available downstream capacity in each region.

Region I

In this region, the freeway mainline demand can be fully 
served with the available downstream capacity. However, the 
on-ramp demand is greater than the on-ramp capacity, and 
therefore, the actual entering on-ramp flow rate at the merge 
point is at the on-ramp capacity value. In Figure 2.7, the point 
(DF, DR) represents a certain demand combination and the 
horizontal line demonstrates how the capacity at the merge 
point is allocated to both the freeway and on-ramp. CF and CR 
represent the allocated capacities for the freeway and on-
ramp, respectively. In this region, no queue will be observed 
on either the freeway or the on-ramp links. Since the on-
ramp demand is greater than the on-ramp capacity, queuing 
is expected to occur upstream of the on-ramp. The capacity 
at the merge point is also not fully used (Point C is below the 
downstream capacity line).

Region II

In Region II, the capacity of merge point is fully used and is 
allocated to the two incoming streams as shown in Figure 2.8.

Therefore, in this region, there is no queuing on the free-
way mainline and queues occur exclusively on the on-ramp 
link. The rate of queuing at the merge point will be CRamp - CR 
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Figure 2.6.  Demand regions for on-ramp-to-freeway merge.
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vehicles per hour and upstream of the on-ramp roadway at a 
rate of DR - CRamp vehicles per hour.

Region III

In Region III, the ramp demand exceeds one half the capacity 
of the freeway mainline, as shown in Figure 2.9. In this region, 
a single capacity allocation point (CR - CF) is recommended 
to allocate the available downstream capacity. Therefore, for 
all demand combinations in this region, the merge capacity 
allocated to the on-ramp traffic is exactly half of the freeway 
rightmost lane capacity (i.e., 0.5CRM), and freeway traffic 
will consume the remaining downstream capacity (i.e.,  
C - 0.5CRM). It should be noted that in Region III, queues 

will occur on both the freeway mainline and the on-ramp. 
The rate of queuing on the ramp is at a rate of DR - 0.5CRM 
vehicles per hour, if DR < CRamp, or at rate of CRamp - 0.5CRM 
vehicles per hour, if DR < CRamp; and on the freeway mainline 
at the rate of DF - CF vehicles per hour.

Region IV

In Region IV, the on-ramp demand is relatively low. The 
capacity at the merge point will be allocated as shown in 
Figure 2.10. Therefore, in this region, there is no queuing 
on the on-ramp and queues are exclusively allocated to the 
freeway mainline, and will occur at the rate of DF - CF vehicles 
per hour.
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Figure 2.7.  Capacity allocation for demand in Region I.
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Figure 2.8.  Capacity allocation for demand in Region II.
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Enhancement 2: Stochastic 
Capacity and Turn Pocket 
Analysis on Arterials

Traffic flow along arterial street systems is affected by the 
operating characteristics of each individual approach along 
the arterial and system effects from upstream and down-
stream intersections (i.e., queue spillback or blockage). A 
significant body of knowledge is available in the Highway 
Capacity Manual (2000) for estimating capacity at individ-
ual approaches based on a number of factors including lane 
geometry, lane widths, signal timing, and turning movement 
demand. However, one of the traditional shortcomings of arte-
rial analysis procedures is the lack of ability to model system 

effects, particularly in the context of a network and short of 
developing resource-intensive microsimulation models. The 
advancement of DTA models such as those applied in this 
research effort allows for the analysis of system-level effects 
that incorporate the unique factors of individual intersection 
approaches along with upstream and downstream conditions 
for each approach.

In order to improve the realism of operating conditions 
along arterials, two significant enhancements were made to 
the DTA models used in this research project to test the effects 
of non-lane-widening strategies:

1.	 Stochastic capacity for arterials. The bottleneck points for 
signalized arterials are most often located at intersections. 
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Traditional DTA models assume a constant saturation flow 
rate during the green time for either the approaching links 
or for individual turn movements at these locations. How­
ever, it is well known that the saturation flow rate for indi­
vidual links and turn movements varies significantly 
according to the behavior of individual drivers. At signalized 
intersections this is revealed by saturation flow rates that 
vary from cycle to cycle. Therefore, a stochastic approach 
was developed that allows the capacity of a signalized inter­
section to vary during each time interval (typically 15 min­
utes) according to an empirically observed distribution.

2.	 Short turn pocket effects. The approaches to signalized inter­
sections along arterial roadways often include left and right 
turn pockets as a way of separating turn movements and 
increasing capacity. But when the queue length of through 
and/or turning vehicles extends beyond the length of the 
turn pocket, the result is a demand blockage that prevents 
upstream vehicles from taking advantage of the capacity that 
is available at the intersection. This is an important phenom­
enon to model in oversaturated networks because it directly 
affects the efficiency and productivity (or SSRs) of individ­
ual links and turn movements. Therefore, an enhanced 
model was developed that recognizes when queue lengths 
exceed available storage lengths at these locations and then 
adjusts the downstream discharge rate accordingly.

The following sections describe the enhancements made 
to the DTA models to incorporate the effects of stochastic 
variability of saturation flow rates and short turn pockets at 
signalized intersections.

Stochasticity of Saturation Flow Rates

Saturation flow rate is the maximum sustainable rate at which 
vehicles can discharge from a signalized intersection stop line. 
Saturation flow rates are expressed in terms of vehicles per 
hour of green time per lane (vphgpl) and are the inverse of 
saturation headways (defined as the average number of sec­
onds of green time required to discharge a single vehicle from 
a single lane). Saturation flow rates are treated as a constant 
in most travel demand models, so although different values 
may be applied to left turn, through, and right turn move­
ments, these same values are assumed to be constant across 
all signalized intersections and, for any particular inter­
section, throughout the time period being analyzed. Thus, for 
example, saturation flow rates of 1,600 to 1,800 vphgpl are 
commonly applied on urban streets.

However, traffic engineers have long known that satura­
tion flow rates fluctuate over time, and even from cycle to 
cycle at the same intersection. Especially in congested envi­
ronments, relatively small fluctuations can result in signifi­
cantly worse intersection performance than will otherwise be 
predicted by standard travel demand forecasting models. 

This is because there is less excess capacity available to clear 
queues caused by temporary demand/supply imbalances 
when the lane group is operating near its capacity, and so 
disproportionately more stopped time and delay is incurred 
in order to clear the effects of these imbalances.

To overcome this deficiency and provide more realistic per­
formance characteristics, a stochastic model was developed 
for predicting saturation headways at signalized intersections 
based on a mean value. The headway data used in this analysis 
were obtained from a recent research effort by the Florida 
Department of Transportation. As part of this project, a satu­
ration headway database was developed, summarizing cycle-
by-cycle headway observations for three different lane group 
types (through only, right only, and shared through/right) on 
35 approaches across 19 different intersections. Extensive sta­
tistical investigations revealed that the lognormal probability 
distribution model provides the best fit to the empirical data 
that was collected. Figure 2.11 presents the headway density 
and cumulative probability plots for all the sites with lognor­
mal distribution. The black lines represent the nonparametric 
fitted curves for probability density and cumulative probabil­
ity plots. The blue dash lines represent the lognormal fitted 
curves.

The underlying variability did not change substantially 
even when the sites were grouped into different subsets. For 
example, Table 2.5 shows that data collected in small to 
medium-sized cities (population between 5,000 and 50,000) 
resulted in a somewhat higher mean and a somewhat lower 
variability than data that were collected in larger cities (pop­
ulation between 200,000 and 500,000). Despite this, the 

Figure 2.11.  Headway density and cumulative 
probability plots for lognormal distribution.

Understanding the Contributions of Operations, Technology, and Design to Meeting Highway Capacity Needs

Copyright National Academy of Sciences. All rights reserved.

http://www.nap.edu/22803


27

standard deviation of the lognormal distribution for the 
two data sets remained in the same range as for the data set 
as a whole.

On this basis, it was concluded that the lognormal distri-
bution model would be applied to the mean saturation 
headway predicted by the DTA model with a standard devi-
ation of 0.15. The standard deviation parameter can and 
probably should be refined in the future, on the basis of 
more detailed and locally based studies of saturation head-
way data that capture a range of configuration types and 
roadway characteristics.

Short-Lane Effects at Signalized Intersections

A number of conditions upstream of the stop bar may affect 
the flow rate of vehicles, such as long queues that block vehi-
cles from using one or more lanes with available space. Pocket 
blockage, for example, may occur when a continuous queue of 
through vehicles prevents left turning vehicles from accessing 
a short left turn lane (see Figure 2.12, bottom). This blockage 

may result in wasted green time while turning vehicles wait in 
queue before obtaining access to a turn pocket. Alternatively, 
long queues of turning vehicles can generate spillback, where 
queues extend beyond the back of the entrance to the turn 
pocket and impede the movement of vehicles on the adjacent 
through lane (see Figure 2.12, top).

The HCM ignores the effect of both spillback and block-
age when calculating capacity, instead assuming that vehicles 
will be able to discharge from the intersection at all times 
when the light is green. With very long turn pockets, this  
is a fairly reasonable assumption, but when short turn pock-
ets exist, ignoring the effects of spillback and blockage can 
have significant, compounding effects, and signals timed 
on the basis of accepted HCM practice may even exacerbate 
these problems.

The concept has been studied in a variety of contexts, but 
primarily in an effort to determine the probability of either 
spillback or blockage. By designing intersections with suffi-
ciently long pockets with a low probability of either spillback 
or pocket blockage, the effects can largely be ignored. But 
conditions change, turning movement percentages shift over 
time, and geometric constraints can limit space available for 
turn pockets. It is therefore necessary for traffic engineers to 
be able to examine these effects in greater detail in order to 
effectively analyze mitigation options. Surprisingly, at the 
onset of this research, effectively the only option available to 
study these effects in detail was microscopic simulation, a 
time-intensive, expensive, and often complicated computer-
based option. Ning Wu (21) developed a series of equations 
to predict discharge from a signalized intersection inclusive 
of these turn pocket effects based on simulated data, but their 
applicability is limited to intersections with a single approach 
lane. What the engineer and policy maker need is a simplified 
model capable of estimating the sustainable service rate of a 
signalized intersection, defined as the highest rate of flow that 
can be sustained over a peak demand period under prevailing 
conditions, inclusive of turn pocket spillback and blockage 
effects and the attendant lane changing behavior.

To accurately capture the propagation of queues induced 
by short left turn bays, this research extends the existing link-
based mesoscopic simulation model by adding a gating mech-
anism at the entry point to the left turn pocket. Through a 
series of logical triggers, the gating mechanism allows for the 
vertical queuing of vehicles upstream of the turn pocket when 
arrivals exceed storage capacity.

Conceptually, a link with left turn bays can be partitioned 
into 3 parts: (a) left turn pocket with K bays and a length of 
L, (b) through pocket (adjacent to the left turn pocket) with 
M lanes and a length of L, and (c) upstream segment before 
the gate.

Figure 2.13 shows a representative approach link with two 
through lanes (M = 2) and a double left turn pocket (K = 2). 
The length of the minor pocket is denoted as H.

Table 2.5.  Lognormal Distribution Parameters: 
Through Lanes Only

Category

Mean of 
Lognormal 
Distribution

Standard Deviation 
of Lognormal 
Distribution

All sites 0.76 0.20

Small and medium cities 0.80 0.15

Large cities 0.75 0.20

Figure 2.12.  Blockage effects of short turn pockets.
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A clock-based simulation scheme is used in this study. The 
simulation time interval is denoted as DT, which should not 
be shorter than the shortest free-flow link travel time in the 
network (e.g., 6 seconds), so that a vehicle does not jump 
across two links during a simulation time interval. At each 
simulation time interval t, the position of vehicle i x(i, t) is 
updated according to its speed v(t). Similar to the modified 
Greenshields model used in DYNASMART-P, a minimal 
moving speed (e.g., 6 mph) is imposed to ensure that vehicles 
can move forward even at jam density. Without loss of gener-
ality, the position of the downstream end of a link is assumed 
to be 0, so a vehicle’s position starts with the link length and 
moves decreasingly toward 0.

The simulation model uses a vertical queue or a point 
queue representation scheme, which leads to two important 
properties: (a) if the gating condition is not triggered, vehi-
cles can always move to the end of the link and join the verti-
cal queue, and (b) only vehicles in the vertical queue can be 
discharged to the downstream links. With the additional 
gating mechanism, if either a through or a left turn vehicle 
is blocked at the gate, then the vehicle cannot reach the end of 
the link (i.e., stop bar) and join the vertical queue. In this case, 
even if the green phase is displayed for the corresponding 
movement at a simulation time interval, a vehicle stopping 
at the gate is unable to be discharged, leading to wasted green 
time and a capacity loss due to blockage, thus giving rise to 
the concept of sustained flow rate or SSR.

For simplicity, the following discussion focuses only on 
left turn and through queues, as right turn vehicles typically 
have sufficient permissible time and storage space to be dis-
sipated at all times. NL and NT represent the maximum num-
bers of vehicles that can be stored in the left turn and through 

pockets, respectively, at any given time. These two parameters 
can be viewed as the space capacity of each pocket, which is 
different from flow rate-based capacity (e.g., number of vehi-
cles passing through a point during a certain given interval).

Consider the average vehicle length as AVL. As shown in 
Equation 2.9, the space capacity is determined by:

, (2.9)N
L

AVL

H

AVL
N

L

AVL
ML T= 





+ 





= 





×

where

	 NL	=	turn pocket storage (vehicles),
	 NT	=	through lane storage (vehicles),
	 L	=	primary turn pocket length (feet),
	 H	=	secondary turn pocket length (feet),
	AVL	=	average vehicle length (feet),
	 M	=	through lanes, and
	  	=	rounding down to the nearest integer.

Accordingly, counters nL and nT are used to record the 
numbers of vehicles stored in the left turn pocket and adja-
cent through lanes, respectively.

There are four major events to be triggered, and the follow-
ing binary flags are set to “false” by default:

	f L	 =	�true when the left turn pocket is full (i.e., nL = NL);
	f T	 =	�true when the through pocket is full (i.e., nT = NT);
	bL	 =	�true when a left turn vehicle blocks the gate; and
	bT	 =	�true when a through vehicle blocks the gate.

The conceptual discussion below aims to thoroughly 
describe the sequence of pocket full and blocking events 
and the interactions of left turn and through vehicles at  
the gate.

In Figure 2.14a, the left turn bay is occupied by two left 
turn vehicles, so f L = true, while the second through vehicle 
can still travel through to the gate. In Figure 2.14b, the left 
turn blockage occurs when the third left turn vehicle arrives 
at the gate, and the vehicle has to stop there. Algorithmically 
bL is triggered to true by an additional left turn vehicle after 
f L = true. The fourth through vehicle in Figure 2.14c then 
cannot use the leftmost through lane to reach the down-
stream through pocket. Because only M - 1 lane(s) are avail-
able for those following through vehicles, the following 
approximation formula is used in this study to determine the 
reduced through flow capacity at the gate:

MFR 1C M TT ( )= × − × ∆

where MFR is the maximum flow rate (i.e., the number of 
vehicles that can traverse a roadway segment) per lane per 
second, equivalent to the saturation flow rate.

H

L

K=2 M=2

Downstream

Upstream
Gate

Figure 2.13.  Illustration of a link 
with dual left turn pockets.
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In Figure 2.15a, four through vehicles occupy the down-
stream through pocket, so f T = true, while the left turning 
vehicle can still enter the left turn bay. Figure 2.15b shows 
how the through blockage event is triggered when the fifth 
through vehicle arrives at the gate. That is, flag bT is set 
to  true by an incoming through vehicle when f T = true. 
After the through blockage event occurs, no following left 
turn vehicles can pass through the gate, as illustrated in 
Figure 2.15c.

It should be noted that, in a real-world situation, if the 
fifth through vehicle queues in the rightmost lane instead, 
then blockage occurs later when another through vehicle 
enters the leftmost lane. This study adapts a simplistic 

deterministic assumption: the next through vehicle will 
block the leftmost lane.

Enhancement 3: 
Implementation of Day-to-Day 
Learning Paradigm

As had been stated previously, conventional traffic assign-
ment methods assume static, deterministic road capacity. 
Therefore, the travel time of a path only depends on the flow 
pattern on that path. In other words, for a fixed networkwide 
path flow pattern, the corresponding path travel times do not 
change. However, real-world road capacities vary with time 

n =NL L n =NL Ln =NL L

b =TRUEL b =TRUELb =FALSEL

b =FALSET b =FALSETb =FALSET

b) Left-turn pocket is full, lane
blockage occurs when a left-
turn vehicle arrives at gate

c) Reduced through capacity at
gate during lane blockage
event

a) Left-turn pocket is full,
though vehicle can still
pass through gate

Figure 2.14.  Illustration of left turn pocket blockage events.

n =NL L n =NL Ln =NL L

b =FALSEL b =FALSELb =FALSEL

b =TRUET b =TRUETb =FALSET

b) Through pocket is full and
through blockage occurs when
a through vehicle arrives at gate

c) Left-turn vehicle cannot pass
through gate after through
blockage

a) Through pocket is full,
left-turn vehicle can still
pass through gate

Figure 2.15.  Illustration of through blockage events.
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over a certain range, and a driver’s traveling experience on a 
single day can be dramatically affected by the underlying real-
ized capacity values on that particular day. In other words, trav-
elers will experience different travel times on the same path 
over different days even for the same path flow pattern because 
of the inherent travel time variability introduced by stochastic 
capacity. As a result, conventional “within-day” or iterative 
route choice methods for reaching user equilibrium, such as 
the method of successive averaging (MSA), may not enable 
drivers to recognize and appropriately respond to the travel 
time variability/unreliability resulting from capacity fluctua-
tion. A theoretically rigorous and practically useful traveler 
route choice model is crucially needed to adaptively capture 
the stochastic day-to-day travel time evolution process and also 
to maintain robustness under disruptions due to stochastic 
capacity reductions. To this end, a new route choice mecha-
nism is proposed to simulate the drivers’ route choice behavior 
under stochastic traffic process noise. By comparison, conver-
sional stochastic assignment models focus on traveler percep-
tion errors under a deterministic traffic environment. The 
proposed mechanism includes two key components: a route 
choice learning module and a route choice decision module. In 
addition, different user classes, which receive and perceive dif-
ferent types of traffic information at different decision points 
along trips, are further investigated in this study.

Conceptual Overview

The day-to-day learning framework proposed by Hu and 
Mahmassani (22) and Jha, Madanat, and Peeta (23) provides 
a promising path for seamlessly integrating stochastic capac-
ity models into the DTA simulator for large-scale networks. 
Generally speaking, the learning behavior in such a day-to-
day learning framework is determined by each vehicle’s his-
torical traveling experiences, the traveler information obtained 
before and during the trip, as well as newly experienced travel 
times on the current day.

Conceptually, the model includes three components as 
shown in Equations 2.10 through 2.12:

Traffic flow assignment model: , , (2.10)1f A f T wd d d d( )=+

Stochastic traffic system simulation process:

(2.11)t S f wd d d( )= +

Travel time perception model: (2.12)T td d d= + ε

where

	 f d	=	� assigned route flow pattern on Day d, determined by 
traffic assignment model/function A(z);

	 t d	=	� true travel time on Day d, determined by dynamic 
assignment/simulation function S(z);

	wd	=	� the system noise introduced by the stochastic capacity;
	Td	=	the observed travel time by a traveler; and
	ed	=	� the traveler perception error associated with perceived 

travel time in the network, introduced by the sam-
pling error associated with personal experience and 
quality of information.

Most existing day-to-day learning models are implemented 
with stable road capacity, which assumes no system noise 
(i.e., wd = 0), so the travel time is a deterministic vector for a 
given set of route flows, f d in Equation 2.11. Accordingly, the 
focus in the previous research has been on how to reach the 
deterministic steady-state conditions, and how to construct 
realistic learning/updating models for the travel time percep-
tion error term ed related to Equation 2.12.

In this study, the research team enhances a dynamic traffic 
flow simulator, namely, DYNASMART-P, to describe a traffic 
simulation process with day-to-day varying system noise, w d 
in Equation 2.11. Corresponding to the traffic flow assign-
ment model, Equation 2.10, a day-to-day learning module is 
presented to describe adaptive traveler behavior across mul-
tiple days in a stochastic traffic evolution environment. The 
essential idea for the learning module is to enable certain users 
to use their historical traveling experiences to construct their 
estimates and make decisions under uncertain system travel 
times (introduced by the system noise). To simplify the route 
choice rules, the research team assumes ed = 0 in the following 
discussion. As a result, the proposed model does not involve 
the use of a Probit or Logit model to assign traffic flows and 
does not require a travel perception error updating process.

Day-to-Day Learning Simulation Algorithm

This study adapts a behaviorally sound route choice utility 
function, proposed and calibrated by Brownstone and Small 
(24) and Lam and Small (25), to consider the stochastic nature 
of traffic systems. As shown in Equation 2.13,

(2.13)GT T
VOR

VOT
TSD

TOLL

VOT
T TSD

TOLL

VOT
= + × + = + β × +

where

	 GT	 =	the generalized travel time,
	 T	 =	the expected travel time for traveler,
	 TSD	 =	perceived travel time variability,
	 b	 =	� reliability ratio [computed as the ratio of value of 

reliability (VOR) and value of time (VOT)], and
	TOLL	 =	� road toll charge; it is assumed to be 0 in the fol-

lowing discussions as no toll-related strategies 
will be evaluated in this report.

It has been well recognized that travel time variability 
and reliability are important measures of service quality for 
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travelers. In the above utility function, Equation 2.13, the travel 
time standard deviation (TSD) is used to measure system travel 
time variability associated with the underlying stochastic traf-
fic process. This measurement contrasts with the percep-
tion error variance in a deterministic assignment model. For 
a single traveler v, the route choice decision is made by com-
paring the generalized travel time of habitual path, GTh

v, and 
that of alternate path, GTa

v, as shown in Equation 2.14:

(2.14)GT GTv
h

v
a>

where

	v	=	 traveler index,
	h	=	 index for habitual path, and
	a	=	 index for potential alternate path.

According to Equation 2.13, if the generalized travel time 
of the habitual path, GTh

v, is greater than that of alternate 
path, GTa

v, as shown in Equation 2.14, a driver should switch 
to the alternate path. The resulting decision rule could be 
derived as shown in Equation 2.15:

(2.15)T T TSD TSDv
h

v
a

v
a

v
h( )− > β −

In this study, Th
v is equal to 

, 1
T v

d K d− −
 as calculated in Equa-

tion 2.16, to take a traveler’s multiday travel time experience 
into account. Ta

v is calculated by using the estimated travel 
time on the shortest path. It should be noted that the calcula-
tion varies for different user classes, which will be discussed 
in Chapter 3.

(2.16)
, 1

1 1

T
T P T P T P

K
v
d K d v

d K
v
d K

v
d�( ) ( ) ( )

=
+ + +− −

− − + −

where

	 d	=	day index,
	 K	=	�number of days in the learning memory 

window,
	

, 1
T v

d K d− −
	=	� traveling experience (i.e., average travel 

time) for traveler v from Day d - K to Day 
d - 1, on a particular path, and

	 1T Pv
d( )− 	=	� travel time on path Pv

d-1, and Pv
d-1 is the 

path traveled by vehicle v on Day d - 1.

The right side of Equation 2.15 can be viewed as the mini-
mum acceptable absolute tolerance needed for a route switch 
decision. This value arises from three components: the reli-
ability ratio, b, the standard deviation of travel time on the 
habitual path, TSDh

v, and the standard deviation of travel time 
on the alternate path TSDa

v. The calibration study from 
Noland et al. (26) indicated a reliability ratio value of b = 1.27 
based on survey data from more than 700 commuters in the 
Los Angeles region. The setting of parameter K depends on 

the signal-to-noise ratio in the traffic system. The more stable 
the travel time process, the smaller the parameter K can be 
and still yield a reliable mean travel time estimate. In general, 
K must be large enough to filter out the process noise from 
the stochastic traffic system.

The travel time variability measure, TSDh
v, for the habitual 

path can be calculated from multiday travel times experienced 
by the traveler. The remaining challenge is how to estimate the 
standard deviation of travel time on the alternate path, TSDa

v, 
where the traveler has little or no experience on this path. 
When there is no external pretrip or en route information 
available, TSDa

v needs to be calculated from the traveler’s prior 
experience. To the research team’s knowledge, there is no 
widely accepted method to calibrate the standard deviation 
of perceived travel times on alternate paths for travelers with-
out access to advanced traveler information systems and rely-
ing on prior knowledge only. In this research, the research team 
assumes that TSDa

v is significantly larger than TSDh
v due to the 

lack of precise information and the high level of uncertainty 
associated with the perceived alternate travel time. The calibra-
tion of the minimum acceptable absolute tolerance was beyond 
the scope of this study. Therefore, this research uses a simpli-
fied, single term model, b(TSDa

v - TSDh
v), to represent the min

imum acceptable absolute tolerance needed for a route switch 
decision. This simple model is intuitively sound, and using it 
eliminates the need for extensive calibration efforts.

In this study, a bounded rationality model, which states that 
drivers’ decisions depend on their desired satisfaction level, is 
adapted to make the route choice comparison. The bounded 
rationality concept is employed because there has been grow-
ing attention [starting from the early work by Mahmassani 
and Herman (27)] to bounded rationality since Herbert Simon 
(28) pointed out that perfectly rational decisions are often not 
feasible given the limits of human cognition.

Based on the minimum acceptable absolute tolerance and 
the relative acceptable tolerance, a set of bounded rationality 
rules, shown in Equation 2.17, are used to describe users’ route 
switching behavior. As opposed to the optimization theory in 
which users select the best option from all possible decisions, 
in the bounded rationality approach, users perform limited 
searches, accepting the first satisfactory decision.

1, ,

0, otherwise
(2.17)

, 1
T T MAX Tv

d K d

v
a

v
h[ ]δ = − > α λ




− −

where

	d	=	� 1, switch to an alternate path; 0, remain on the habitual/
current path;

	a	=	� minimum acceptable absolute tolerance needed for a 
switch and a = b(TSDa

v - TSDh
v); and

	l	=	� relative acceptable tolerance (i.e., relative improvement 
threshold).

Understanding the Contributions of Operations, Technology, and Design to Meeting Highway Capacity Needs

Copyright National Academy of Sciences. All rights reserved.

http://www.nap.edu/22803


32

Multiple User Classes and Conceptual  
Route Choice Simulation Framework

Three types of user classes are considered in this study: pre
trip  information users, en route information users, and 
unequipped users. The different user classes have access to dif-
ferent types of travel information to help them make their 
route choice decisions. Pretrip information is acquired by pre-
trip users before departure, through the Internet, TV, radio, 
and cell phones. En route information that describes the esti-
mated time of arrival is provided to en route users during the 
trip by GPS navigation devices, radio channels, and variable 
message signs. The personal post-trip information acquired 
by unequipped users is typically based on a commuter’s expe-
rienced travel time, in addition to potential external informa-
tion sources from television and newspaper reports.

In this heterogeneous information environment, each user 
class has different ways to estimate travel time on the alter-
nate path, and different decision-making locations and times. 
The pretrip users estimate on the basis of network real-time 
snapshot conditions just prior to their departure and make 
the route choice decision at the departure time. The en route 
users make route choice decisions each time they reach a 
node where alternate routes are available and estimate travel 
time based on the network real-time snapshot conditions. 
The unequipped users determine whether to change their 
habitual path on Day d at the end of Day d - 1, when all trips 
complete and estimate the travel time on the shortest path 
based on average path travel times on Day d - 1.

It should be noted that in reality, many people are creatures 
of habit and are unlikely to make route changes right away, if 
ever. Moreover, the information quality could vary for differ-
ent user classes. Thus, the following assumptions are made 
about how different user classes receive information and how 
this information triggers route switching considerations:

•	 Pretrip and en route users are always willing to switch their 
routes.

•	 Only a certain percentage (p) of unequipped users have 
access to post-trip information and are willing to switch 
their routes.

•	 Pretrip/en route users receive the information with higher 
quality than unequipped users do.

The value of p also requires a site-specific calibration effort. 
For example, Haselkom, Spyridakis, and Meld (29) found 
that 20.06% of drivers were willing to switch their routes in 
the study area in Washington State, whereas Abdel-Aty et al. 
(30) found that to be true of only 15.50% of drivers in Los 
Angeles.

For different user classes, the implementation framework 
of the route choice models is shown in Figure 2.16.

Enhancement 4: New 
Performance Measures and 
Implementation Considerations

In this section, the stochastic performance measures, which 
could be generated from the enhanced DTA simulator, and 
the implementation considerations for the models described 
previously are discussed.

Performance Measures

Traditional transportation planning analysis has primarily 
focused on two performance measures: peak hour volume/
capacity ratios by link and intersection level of service. The 
use of relatively few performance measures has traditionally 
been a result of limitations in traffic data and/or computa-
tional and modeling capabilities. However, in recent years 
these barriers have dissipated and many agencies have gained 
access to a wealth of data and modeling tools.

The advancement of mesoscopic and microscopic traffic 
models now enable more discrete analyses of traffic conditions 
and performance reporting in both space and time. Spatial 
analyses can be extended from a traditional node or link to an 
entire corridor, an O-D pair, or a whole network. Likewise, the 
time period for analyses can be extended from the traditional 
15 minutes or one hour to multiple hours, a whole day, or time 
periods across multiple days. This last option allows transpor-
tation planners to examine not only the performance for a 
facility but also the reliability of the performance (represented 
by the variability that occurs across multiple days).

Ultimately, the type of performance measures that are 
appropriate to report and the scale or dimension at which they 
are reported are unique to the transportation network that 
is being analyzed, the mobility issue that is being addressed, 
and the treatment that is being tested.

Link-Level Performance Measures

For each link (i) in DYNASMART-P, the following measures 
of effectiveness (MOEs) are reported for every 15-minute 
interval over all simulation days:

•	 Link vehicle count (veh/15-minutes), vi;
•	 Average travel time (minutes), ti;
•	 Space mean speed (mph), si;
•	 Vehicle density (veh/mi/lane), di;
•	 Queue length, qi (as an example, in DYNASMART-P, qi is 

defined as the ratio of vehicle queue length to the link 
length);

•	 Freeway link breakdown indicator, bi (for a freeway link, 
if at the end of every 15-minute interval, there is a queue, 
bi = 1; otherwise, bi = 0);
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•	 Number of cycles with a queue at the start of the red phase 
(exclusively for signalized links); and

•	 Link capacity (veh/h/lane), ci.

The link capacity is reported as an MOE because for cer-
tain links, capacities are not constant values. These links have 
stochastic capacities generated at the beginning of every 
15-minute interval. Stochastic capacity for freeway segments 
and stochastic saturation flow rates for signalized intersec-
tion approach links are generated on the basis of a shifted 
lognormal distribution implemented in the simulator.

The users can summarize the link-level MOEs for any 
time scale within a single simulation day subject only to the 
15-minute interval minimum mentioned above. As men-
tioned above, users can obtain descriptive statistics for these 
MOEs (e.g., mean and standard deviation) for the time scale 
of interest over multiple simulation days.

Corridor-Level Performance Measures

DYNASMART-P output cannot directly produce the MOEs 
for a roadway corridor of interest. However, several MOEs for 

the user-specified corridor can be generated by aggregating 
one or more link-based MOEs according to the following 
formulas. Since the corridor-level MOEs are aggregated on 
the basis of link-level MOEs, they should be reported for the 
same time scales as the link-level MOEs discussed above. These 
equations are not currently integrated within the mesoscopic 
simulator but are easily applied in postprocessing.

Density (veh/mi/lane) for a linear corridor encompassing 
multiple links (i) each with different length and number of 
lanes is shown in Equation 2.18:

(2.18)D

d n l

n lc

i i i
i

i i
i

∑
∑
( )

( )=
× ×

×

where

	Dc	=	� density for the user-specified linear corridor,
	di	=	density for link (i) in the corridor,
	 li	=	 link length (miles), and
	ni	=	 link number of lanes.

Day d-1

Travel Experience
on for
Each Vehicle

Day d-1
Habitual Path
Loading on

Day d

Update Mean Travel
Time from

to
Day d-K

Day d

Shortest Path
Calculation

(all complete trips)

Alternative Route
Generation

Bounded
Rationality

Rule

Habitual Path
Update

= 1 = 1

= 0
Bounded

Rationality
Rule

Switch to
Alternative Route

Switch to
Alternative Route

Alternative Route
Generation

Shortest Path
Calculation

(Network Snapshot)

Updated Path
Flow Pattern

Day d

Figure 2.16.  Implementation framework of route choice mechanism.
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Space mean speed (mph) for a linear corridor encompass-
ing multiple links (i) is shown in Equation 2.19:

(2.19)S
VMT

VHT

v l

v
l

s

c

i i
i

i
i

ii

∑

∑

( )
= =

×

×





where

	 Sc	 =	� space mean speed for the user-specified corridor,
	VMT	 =	�total distance traveled on the user-specified 

corridor,
	VHT	 =	� total travel time on the user-specified corridor,
	 vi	 =	vehicle count for link i,
	 li	 =	 link length (miles), and
	 si	 =	space mean speed for link i.

Queue length for a linear corridor encompassing multiple 
links (i) is shown in Equation 2.20:

(2.20)Q

n q l

n lc

i i i
i

i i
i

∑
∑
( )

( )=
× ×

×

where

	Qc	=	�queue length on user-specified corridor as a fraction 
of corridor length,

	ni	=	number of lanes for link i,
	qi	=	queue length for link i, and
	 li	=	link length (miles).

Corridor travel time for a linear corridor encompassing 
multiple links (i) is shown in Equation 2.21:

(2.21)T tc i
i

∑=

where ti = travel time for link i.
Corridor breakdown count or cycle failure count for a lin-

ear corridor encompassing multiple links (i): The breakdown 
count or cycle failure count of the user-specified corridor is 
equal to the summation of breakdown counts or cycle failure 
count of each single link that is included in the corridor.

Origin-Destination Pair Performance Measures

For the origin–destination (O-D) pairs, average travel time 
(minutes/veh) is only MOE produced by DYNASMART-P, 
and it is reported for the entire simulation period. Before 
running the simulation, the user may define multiple critical 
O-D pairs, which could be an O-D pair with highest demand 
or an O-D pair users are interested in. For that user-defined 
critical O-D pair, average travel time is reported for multiple 
simulation days; while for other O-D pairs, this MOE is only 
reported on the last simulation day.

Network-Level Performance Measures

At the network level, DYNASMART-P generates average 
travel time (minutes/veh) for each of the vehicle/user sub-
groups listed below:

•	 Networkwide (all vehicles);
•	 Low-occupancy vehicle (LOV) group;
•	 High-occupancy vehicle (HOV) group;
•	 Unequipped vehicle group (vehicles that have no access to 

pretrip or en route information);
•	 Pretrip information vehicle group;
•	 En route information vehicle group; and
•	 Critical O-D vehicle group.

The average travel time for each subgroup on a single sim-
ulation day is reported for the entire simulation period. Users 
may also evaluate this MOE over multiple simulation days on 
the basis of their need. Table 2.6 summarizes the performance 
measures reported as part of the testing of select non-lane-
widening strategies.

Model Implementation Considerations

In this section, the implementation considerations for the 
stochastic capacity models (both freeway bottlenecks and sig-
nalized intersections) and the short turn pocket model are 
discussed.

Stochastic Capacity Generation

As a significant component of the overall simulation frame-
work, the implementation procedure of the stochastic capac-
ity generation for both freeway bottleneck and signalized 
intersections is recommended as shown in Figure 2.17.

Table 2.6.  Performance Measures by Spatial Type

MOE
Node/
Link Corridor

O-D 
Pair Network

Volume count X

Travel time X X (end to 
end only)

Speed X X

Density X X

Queuing X X

Freeway breakdown 
count

X X

Cycle breakdown 
count

X X

Capacity X

Average travel time X X
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Short-Lane Effect Modeling

When the short-lane effects are modeled at signalized inter-
sections, DYNASMART-P provides a promising alternative 
to microscopic simulation for analyzing short turn pocket 
effects. However, its mesoscopic platform does not model 
vehicle interactions or lane discipline, requiring some modi-
fications in order to take into account the effects of blockage 
and spillback. The research team developed and described a 
“gating” mechanism, which serves as a flow regulator at the 
entrance to the turn pocket. Essentially, the gate operates by 
first checking for available queuing space downstream before 
allowing vehicles to pass. If the downstream lanes are full of 
vehicles, the gate prevents the vehicle from moving forward, 

which, in turn, limits flow for subsequent vehicles. In other 
words, the model bypasses the need to model individual vehi-
cle interactions or lane discipline by simply reducing or pre-
venting flow past the gate when a vehicle begins to generate 
blockage of a lane.

To capture the effects of short turn pockets on SSR in this 
mesoscopic model framework, four general requirements 
must be met. The model must (a) characterize and account 
for the effects of pocket spillback, (b) capture the wasted 
green time associated with turn pocket blockage, (c) appro-
priately measure differences in SSR due to phase order, and 
(d) account for dynamic lane assignment and the ability of 
through vehicles to utilize available lane space to bypass 
queues from pocket spillback. As discussed, although several 
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Headway

Distribution

Pre-Breakdown
Headway

Distribution

Generate stochastic
saturation flow rate

Initialization

Calculate stochastic
capacity

End of cycle?

Generate stochastic
capacity for next 15

minute interval

Queue at the end of
15 minute interval?

Recursive
Queue

Discharge
Model

Calculate queue
discharge rate for

next 15 min interval

Queue at the end of
15 minute interval?

YES

Figure 2.17.  Implementation framework of stochastic capacity generation.
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macroscopic models are sensitive to one or more of these 
requirements, none accounts for the effects of pocket spill-
back in a comprehensive manner.
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C h a p t e r  3

This chapter identifies technologies and non-lane-widening 
treatments that improve network capacity and reduce the 
breakdown probability on arterial and freeway facilities and 
networks. The first section focuses on technologies, both 
emerging and visionary, that have the ability to positively 
impact overall network operations. The second section focuses 
on treatments, some of which incorporate the technologies 
described in the first section, and organizes the treatments on 
the basis of their applicability to facility type (arterial, free-
way, or both) and their potential for increasing capacity and 
reducing the probability of breakdown.

The research team prioritized both technologies and treat-
ments based on an extensive review of past and emerging 
research as well as discussions with experts in the field. From 
this prioritization, 25 unique treatments were identified for 
testing and application in the enhanced network model 
described in Chapter 2.

Key Findings and Conclusions

Results from an investigation of technologies that have the 
potential for widespread implementation in both the near 
term (less than 10 years) and long term (beyond 10 years) were 
identified and evaluated on the basis of their potential to 
improve capacity and throughput, ease of implementation, 
and timetable for implementation. Table 3.1 summarizes the 
top 10 most promising technologies.

Following a similar approach, a set of 25 non-lane- 
widening treatments were identified that offer agencies the 
ability to improve the operational efficiency of their road-
way networks. These treatments improve network opera-
tions by increasing base capacity, reducing the probability 
of breakdown, and/or shifting demand to underutilized 
links on the network. Each of these treatments was consid-
ered for testing by using the enhanced operational model 
described in Chapter 2. Table 3.2 summarizes the 25 identi-
fied treatments.

Technologies Affecting  
Traffic Operations

Innovation in the transportation sector has provided metro-
politan regions with an overwhelming array of possibilities to 
improve traffic operations and add capacity without construct-
ing additional lanes. Through a scan of emerging practices 
and discussions with experts in the field, technologies were 
identified that have the potential for widespread implemen-
tation within the next 10 years, as well as promising technolo-
gies with slightly longer implementation timetables, to reflect 
the potential for technologies to build on one another with 
proper planning and foresight.

Communications Matrix

Two important elements to consider when evaluating tech-
nologies are the entities engaged in the transfer of data and 
the type of data being transferred. The key to maximizing 
traffic performance, in the form of increased or more reliable 
throughput, lies in finding ways to allow these entities to inter-
act more effectively and efficiently. As an example, consider an 
individual vehicle as an entity in this framework. The poten-
tial for improvement is seemingly endless but becomes much 
clearer when broken down by the interacting agent. Vehicle-
to-vehicle communication—where data concerning speed, 
congestion, incidents, road conditions, and other factors flow 
freely between vehicles—may certainly have a significant effect 
on network performance, but will not likely be commonplace 
within the next 10 years. Alternatively, localized control 
devices may serve as the interacting agent, obtaining data 
concerning speed, turning movements, volume, and the like 
through sensors or short-range communication to dynami-
cally adjust signal timing, ramp metering, and lane availabil-
ity. Such interactions may be reached in the next 10 years, but 
only with a highly organized, unified effort to place the neces-
sary systems in the appropriate locations. As a third option, a 

Operational Technologies and Treatments
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centralized network management system could also act as the 
recipient and processor of data sent from individual vehicles. 
This scenario would require a management system capable of 
effectively interpreting and distributing the appropriate data, 
as well as a long-distance communication channel such as a 
satellite-based system or high-capacity wireless network.

The Communications Matrix shown in Table 3.3 provides 
a means for organizing such emerging technologies based on 
the source of the data, the intended recipient, the type of data 
transferred, and the necessary communication channel. Clearly 
such a premise requires broad, yet distinct, unambiguous, and 
easily identifiable categories. Four types of sources/recipients 
seem to emerge:

•	 Vehicle. All data transmitted to or originating from vehicles 
or their passengers.

•	 Infrastructure. Devices that collect or transmit informa-
tional data about the vehicles (e.g., VMS, tag readers) or 
the infrastructure itself (e.g., ice and snow conditions).

•	 Local control. All local control devices such as signals and 
ramp meters.

•	 Network control. All control and management systems at 
the corridor or regional level.

When placed in a four-by-four format providing 16 indi-
vidual directional categories, the interplay between these 
entities allows for a variety of ideas while still maintaining 
accessibility. The source of data, through either direct collec-
tion or data synthesis, is identified as the “From” category and 
is listed across the top. The recipient of that data is listed 
down the left side of the matrix, labeled “To,” and each indi-
vidual component is identified with a directional code. For 
example, vehicle-to-vehicle communication is denoted by a 
VV numbered code, network-to-vehicle by an NV, and so forth.

The matrix shown in Table 3.3 distinguishes among indi-
vidual technologies that share similar objectives but have dif-
ferent control methods. For example, dynamically responsive 
traffic signals could receive information from local control or 
network control. A localized system bypasses the need for a 
central agency but necessitates software capable of commu-
nicating with nearby signals to accommodate real-time changes 
in volume, transit priority adjustments, emergency vehicles, 
and the like. A system based on network control has greater 
power for platoon formation over long distances, as well as 
the ability to integrate oversaturation controls but also 
requires the installation of sensor, software, and communica-
tion devices on all control devices within the region of interest. 

Table 3.1.  Top 10 Promising Technologies with High Potential for Improving  
Capacity and Throughput

Potential for Immediate 
Widespread Implementation

Potential for Widespread Implementation 
in Major Metropolitan Areas  

Within 10 Years
Implementation Likely in  

10 or More Years

Signal coordination Plus lane Automated vehicle and highway system

Electronic toll collection Flow management

Reversible-lane control Capacity assignment decisions

Network-level ramp metering Route guidance

Control coordination

Table 3.2.  Selected Non-Lane-Widening Treatments  
to Improve Capacity

Freeway Arterial Both

HOV lanes Signal retiming Narrow lanes

Ramp metering Signal coordination Reversible lanes

Ramp closures Adaptive signals Variable lanes

Congestion pricing Queue management Truck-only lanes

Pricing by distance Raised medians Truck restrictions

HOT lanes Access points Pretrip information

Eliminate weaving sections Right/left turn channelization In-vehicle info

Frontage roads Alternate left turn treatments VMS/DMS

Interchange modifications
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Table 3.3.  Communications Matrix

Technology Matrix

To

From

Vehicle Infrastructure Local Control Network Control

Vehicle

VV1 Receive Nearby Vehicle 
Decisions

IV1 Infrastructure Status LV1 In-Vehicle Display of 
Signals

NV1 Route Guidance

VV2 Transmit Subject Vehicle 
Decisions

IV2 In-Car Speed Limit 
Adjustment Display

LV2 Reversible Lane 
Control

NV2 Network Highway 
Advisory Radio

VV3 Collaborative All-Way 
Stop Control

IV3 Local Conditions via 
Advisory Radio

LV3 In-Vehicle Lane 
Assignment Display

NV3 511 Assistance

VV4 Collaborative Gap 
Acceptance

IV4 Smart Work Zone 
Navigation

LV4 NV4 External Vehicle 
Speed Control

VV5 Adaptive Cruise Control IV5 Automated Parking 
Enforcement

LV5 NV5

VV6 Collaborative Driving 
System

IV6 Intelligent Vehicle and 
Highway System

LV6 NV6

VV7 IV7 LV7 NV7

VV8 IV8 LV8 NV8

Infrastructure

VI1 Vehicle Dynamics Info II1 Advance Incident 
Detection/Warning

LI1 Dynamic Advance 
Warning Signals

NI1 Capacity Assign-
ment Decisions

VI2 Weather/Road Conditions II2 Congestion Detection/
Warning

LI2 NI2 Weather Forecasts

VI3 Electronic Toll Collection II3 LI3 NI3 Dynamic Congestion 
Tolling

VI4 II4 LI4 NI4

VI5 II5 LI5 NI5

VI6 II6 LI6 NI6

VI7 II7 LI7 NI7

VI8 II8 LI8 NI8

Local 
Control

VL1 Approach Trajectory Input IL1 Intersection Conditions LL1 Signal Coordination NL1 Control Coordination

VL2 Turning Movement 
Options

IL2 Dynamic Speed Limits LL2 NL2 Oversaturated 
Control

VL3 Lane Use Options IL3 Blocked Lane 
Information

LL3 NL3 Network-Level 
Ramp Metering

VL4 IL4 Ramp Meter Override LL4 NL4 Flow Management

VL5 IL5 Sensor Status LL5 NL5 Plus Lane

VL6 IL6 LL6 NL6 Algorithms for Speed 
Adjustment

VL7 IL7 LL7 NL7

VL8 IL8 LL8 NL8

Network 
Control

VN1 Probe Information (AVI, 
AVL)

IN1 Volume Monitoring LN1 Performance 
Capabilities

NN1 Regional Handoffs/
Coordination

VN2 Desired Paths IN2 Congestion Monitoring LN2 Local Control  
System Status

NN2

VN3 Desired Arrival Times, etc. IN3 Speed Monitoring LN3 NN3

VN4 Performance Limitations IN4 Unmanned Aerial 
Vehicles

LN4 NN4

VN5 IN5 LN5 NN5

VN6 IN6 LN6 NN6

VN7 IN7 LN7 NN7

VN8 IN8 LN8 NN8
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As a result, two technologies with similar objectives actu-
ally have very different pathways for implementation, as 
well as very dissimilar methods of combining with other 
technologies.

The following provides a summary of the technologies 
listed in Table 3.3 and sorted by each of the four origin enti-
ties discussed below.

Vehicle

To Vehicle

These include all forms of direct communication between vehi-
cles. Adaptive Cruise Control (VV5) is a basic form of this strat-
egy in which vehicles automatically adjust their speeds based on 
distance and approach speed data from other vehicles. As most 
forms of VV communication require sensors and onboard 
display devices in both the sending and receiving vehicle, 
most of these ideas will not be widely available within the next 
10 years. However, they are all likely to have dramatic effects on 
traffic safety and sustainable flow, such as VV4 Collaborative 
Gap Acceptance, which provides lane availability information 
among vehicles to ease merging, or information regarding the 
safety of turning in front of oncoming vehicles. Examples of 
these technologies are the ongoing VII program in the United 
States and the ubiquitous transportation (u-T) networks 
research program in South Korea. A schematic of the u-T 
system is depicted in Figure 3.1.

To Infrastructure

In the absence of a GPS-based system, in which vehicles com-
municate directly with a central management system, vehicle-
to-infrastructure communications such as the one tested by 
Demers and List (1) provide second-hand information to other 
drivers concerning localized conditions. VI1 Vehicle Dynam-
ics and VI2 Weather/Road Conditions allow vehicles to pass 
along information regarding speed, rapid braking, or pave-
ment conditions to roadside systems such as VMS to inform 
digital warnings. VI3 Electronic Toll Collection is a more imme-
diate representation of this category, which certainly has the 

potential to improve traffic operation, especially if progressed 
to the point of open-road tolling.

To Local Control

A basic form of this type of technology is outlined by Gradinescu 
et al. (2). Vehicles relay speed data to signals, thereby expand-
ing the range for which signals can identify approaching 
vehicles as well as bypass the need for sensors. VL2 Turning 
Movement Options and VL3 Lane Use Options are both 
more advanced examples, in which vehicles relay their turn-
ing intentions or lane preferences to the signal for dynamic 
adjustments.

To Network Control

VN1 Probe Information and VN2 Desired Paths are examples 
of emerging technology with probe vehicles and GPS units 
aiding network management processes by providing both 
real-time travel information and route intentions for travel 
forecasts. As network management systems grow and develop, 
other useful information may emerge such as VN4 Perfor-
mance Limitations, which relays speed, stopping ability, and 
traction information to the central system.

Infrastructure

To Vehicle

IV3 Advisory Radio provides a common example of this type 
of technology in use today. IV4 Smart Work Zone Navigation 
is beginning to emerge in the form of variable message signs, 
but throughput and safety may improve greatly as systems 
develop that allow work zone information to pass directly to 
vehicles through in-dash display, aiding speed management 
and merging. IV6 Intelligent Vehicle and Highway System 
is possibly the most obvious example of how technology 
will eventually completely overhaul transportation systems 
by allowing vehicles to coordinate with roadside sensors and 
computers to enter into an automatic mode, increase speed, 
and greatly reduce following distances.

To Infrastructure

Similar to vehicle-to-infrastructure technologies, these 
types of technologies simply have a slightly altered path-
way. Sensors, rather than vehicles, collect volume, speed, or 
incident data and pass this information on to roadside digi-
tal signs.

To Local Control

This type of technology exists today in the form of detectors 
used at signalized intersections, but technological improve-
ments will add new capabilities to sensor-to-control devices. 
IL1 Intersection Conditions and IL2 Dynamic Speed Limits 
(Figure 3.2), for example, would collect weather information 
and pavement conditions to inform signal timing adjustments 

Figure 3.1.  Vehicle-to-vehicle communication  
(u-T network, South Korea).
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or safe speed limits displayed on digital overhead signs based 
on current weather conditions. IL4 Ramp Meter Override sys-
tems will also prove necessary within-ramp metering schemes 
to prevent arterial backups.

To Network Control

In addition to information collected directly from vehi-
cles, pavement and roadside sensors will continue to play 
important roles in collecting speed and volume informa-
tion for use at network management scale. While expensive, 
satellite-based systems (IN2 Congestion Monitoring) and 
IN4 Unmanned Aerial Vehicles may also prove valuable 
tools when used in conjunction with a centralized network 
management system.

Local Control

To Vehicle

Although these systems require some form of an onboard 
display system, suggesting a long path toward implementa-
tion, LV1 In-Vehicle Display of Signals may have significant 
safety implications, and LV3 In-Vehicle Lane Assignment  
Display could potentially have a large enough organizational 
effect on traffic to gain additional throughput. Reversible-lane 
controls, while already widespread, can lead to significant 
capacity improvements, especially when used in conjunction 
with real-time sensor, probe, or network management data.

To Infrastructure

Schultz (3) outlines the effects of Dynamic Advance Warning 
Signals, which provide early warnings to vehicles regarding 
current signal status via roadside or overhead displays. Such 
tools may become much more useful as signals advance from 
pre-timed to dynamically adjusted schemes, possibly leading 
to shortened or eliminated amber and all-red phases.

To Local Control

As previously discussed, LL1 Signal Coordination allows for 
local adjustments to cycle length, splits, and offsets through 
simple communication with nearby control devices, bypass-
ing the need for network-level management.

To Network Control

To allow for network-level management of arterials, systems 
such as LN1 Performance Capabilities and LN2 Local Control 
System Status will need to be in place to relay the capabilities 
of the control devices, such as max greens, as well as the cur-
rent status of cycle lengths and broken loops.

Network Control

To Vehicle

While NV3 511 Assistance currently serves as a major focus of 
information distribution regarding current roadway condi-
tions, NV1 Route Guidance systems that utilize in-vehicle dis-
play of optimal routes will likely emerge as a more powerful 
tool. Demers and List (1) experimented with a system that used 
Wi-Fi, a pocket PC, and a synthesized voice to communicate 
route guidance to the driver. At this point it is unclear whether 
systems such as NV4 External Vehicle Speed Control, which 
limit a vehicle’s speeds on the basis of its network location, will 
come into widespread use before an automated highway sys-
tem eliminates the need for such an unpopular system.

To Infrastructure

The use of VMS to route traffic on the basis of current con-
gestion (NI1 Capacity Assignment Decisions) or display area 
weather forecasts (NI2 Weather Forecasts) is emerging as a vital 
tool, especially during the long adjustment window needed for 
widespread adoption of in-vehicle display units (Figure 3.3).

Similarly, NI3 Dynamic Congestion Tolling provides a 
method for which network management systems can adjust 
tolls, creating greater incentive to follow network-suggested 
routes.

Figure 3.2.  Variable speed limit (VSL) control in 
Stockholm, Sweden.

Figure 3.3.  VMS queue-based routing in the  
Netherlands.
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To Local Control

Network control over local control devices will likely emerge 
in a number of different ways, each intended to use real-time 
information processed at a central network agency to dynam-
ically adjust traffic flow. NL3 Network-Level Ramp Metering 
and NL2 Oversaturated Control, where a network system 
completely overrides all signals in a region to flush an arterial 
network, are both powerful examples of this practice. NL5 
Plus Lane is a more specific example of such a practice. Widely 
used in the Netherlands, as outlined by the International Tech-
nology Scanning Program (4), a Network Management Sys-
tem takes control over a freeway during congested conditions 
by opening the narrower left shoulder to traffic and lowering 
the speed limit across all lanes as depicted in Figure 3.4.

To Network Control

As network management systems expand their scope, there 
will likely be a need to break larger metropolitan networks 
into smaller regions with open sharing of information. Addi-
tionally, network-to-network communication may even be 
useful over greater distances to inform adjacent networks of 
approaching trucks or high volumes.

Relevance Assessment

The research team developed a method to rank and identify 
technologies that are believed to have the most immediate 
potential to provide improvements in traffic operations. Four 
categories of criteria were developed for the ranking:

•	 Timetable. A 1 through 3 grading scale was used on the basis 
of the following criteria with 1 representing the lowest score 
and 3 the highest: (a) technologies anticipated to exist in 

test-bed environments in the next 10 years, (b) technolo-
gies likely to see implementation in progressive metropoli-
tan regions in the next 10 years, and (c) technologies likely 
to have widespread implementation in the next 10 years.

•	 Ease of implementation. A 1 through 3 grading scale was 
used on the basis of the following criteria, with 1 represent-
ing the lowest score and 3 the highest: (a) technologies 
with a large number of barriers, (b) technologies with a 
few barriers, and (c) technologies with relatively few barri-
ers to implementation.

•	 Capacity. A 1 through 5 grading scale was used to stratify 
each technology on the basis of its expected impact on the 
ability of the system to process vehicles, with a 1 suggesting 
minimal impact, ranging up to a very significant improve-
ment denoted by a 5.

•	 Throughput. A 1 through 5 grading scale was used to stratify 
each technology on the basis of the number of vehicles pro-
cessed per unit time, with 1 suggesting minimal impact, 
ranging up to a very significant improvement denoted by a 5.

The research team applied individual knowledge, experi-
ence, and projections concerning each technology. While 
such a system is subjective in nature, it allows for a blending 
of ideas based on experienced judgment. This approach was 
further refined during a number of discussions in which each 
team member defended his or her rankings and assumptions. 
Table 3.4 presents the compiled rankings and averages. For 
the Timetable and Ease of Implementation categories, the 
averaged results were rounded to the nearest whole number, 
creating a final 1 through 3 ranking for each technology in 
each category. The Capacity and Throughput scores were also 
averaged, but the decimals were retained. The mean of these 
two averages is shown in the “Average Score” column. Table 3.4 
is sorted first by Timetable, then by Ease of Implementation, 
and finally by Average Score.

The widely available and fairly easy-to-implement technolo-
gies rise to the top of Table 3.4, while those that are farthest off 
and most difficult to implement fall to the bottom. To balance 
near-term accessibility with significant long-term benefits, 
three cutoff scores were instituted (3.0, 3.5, and 4.0), increasing 
in value as the timetable for implementation increases. Those 
technologies that are available (3) and fairly easy to implement 
(2 or 3) needed to score higher than average (3 or higher) in 
order to achieve relevance for the purpose of this discussion.

Five of the 11 technologies in the top category topped this 
average score threshold:

•	 Signal Coordination (LL1);
•	 Electronic Toll Collection (VI3);
•	 Reversible Lane Control (LV2);
•	 Network-Level Ramp Metering (NL3); and
•	 Control Coordination (NL1).

Figure 3.4.  Implementation of plus lane (closed  
condition) in the Netherlands.

(text continued on page 46)
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Table 3.4.  Ranked Technology Options

Ref Technology Details

Timetable
(1  test bed;  
2  selective;  

3  widespread)

Ease of 
Implementation

(1  low; 2  medium; 
3  high) Average Score

1 Signal Coordination Local adjustments to cycle length, splits, offsets, without network-level control 
or guidance

3 3 3.21

2 Electronic Toll Collection Toll collection from RFID or tag readers 3 3 3.14

3 Network Highway Advisory 
Radio

Networkwide radio broadcast of conditions/problem areas/detours 3 3 2.71

4 Volume Monitoring Pavement sensors relay real-time highway volume information to network  
management system

3 3 2.57

5 Congestion Detection/
Warning

Use of detection devices and VMS to automatically display congestion warnings/
delay

3 3 2.57

6 Local Conditions via  
Advisory Radio

Localized radio broadcast weather/congestion/emergency conditions 3 3 2.07

7 Reversible Lane Control Reversible lane control and indications. 3 2 4.14

8 Network-Level Ramp 
Metering

Network coordination of ramp meters for optimal highway flow 3 2 3.93

9 Control Coordination Network-level adjustments for signal control 3 2 3.50

10 Local Control System 
Status

Ability to function, broken loops, current cycle length, splits, offsets, patterns in 
these same parameters over recent time, flash, emergency preemptions if they 
have occurred, and so forth

3 2 2.86

11 Ramp Meter Override Queue detection allows for ramp meter override to prevent intersection backup 3 2 2.57

12 Plus Lane Use of overhead signs to reduce speed limit and open left shoulder of a freeway 
to increase capacity during high volumes

2 2 4.07

13 Flow Management Use of dynamic devices including overhead lights, in-pavement lighted lane 
dividers, or automatic movable barriers in order to maximize flow by opening 
or closing shoulder lanes or express lanes as needed for network optimization

2 2 3.86

14 Capacity Assignment 
Decisions

Use of VMS to route traffic based on network information (around incidents, 
alternate routes to avoid congestions and so forth).

2 2 3.57

15 Route Guidance In-vehicle display of suggested route based on current/projected conditions 2 2 3.50

16 Oversaturated Control Signal timing to flush arterial networks. Ramp meter closures. Signal timing plan 
changes to ameliorate oversaturation. Changes in lane use to provide surge 
capacity in specific directions on specific facilities.

2 2 3.43

17 Dynamic Congestion Tolling 2 2 3.14

18 Advance Incident Detection/
Warning

Use of detection devices and VMS to automatically display incident warnings 2 2 3.00

19 Blocked Lane Information Infrastructure senses breakdowns, or degradations in lane condition and relays 
this information to local control

2 2 2.79

(continued on next page)
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44Table 3.4.  Ranked Technology Options (continued)

Ref Technology Details

Timetable
(1  test bed;  
2  selective;  

3  widespread)

Ease of 
Implementation

(1  low; 2  medium; 
3  high) Average Score

20 511 Assistance Interactive route guidance info via cell phone 2 2 2.64

21 Performance Capabilities Performance capabilities of the local control: cycle length, max greens, storage 
lane lengths, where variable, spillback limitations, to the extent that they vary, 
sensed throughput capabilities, such as variations in saturation flow rates due 
to sun glare, local work zones, intense parking, and so forth.

2 2 2.64

22 Automated Parking 
Enforcement

Example from South Korea: Sensors and digital video collect tag info from  
illegally parked vehicles and automatically broadcast warning to owner over 
speakers/cell phone/Internet, and issue tickets by mail.

2 2 2.57

23 Probe Information (AVI, AVL) Vehicle tracking data for network use 2 2 2.42

24 Dynamic Speed Limits Speed limit adjustments made based on pavement conditions and weather 2 2 2.14

25 Speed Monitoring Roadside sensors relay real-time highway speed information to network  
management system

2 2 2.14

26 Weather Forecasts Network weather station provides localized forecasts to VMS 2 2 2.14

27 Sensor Status Open channel communication between sensors and local control (faulty loop, 
stalled vehicle) to prevent poor control due to inaccurate information

2 2 2.00

28 Dynamic Advance Warning 
Signals

Overhead warning of signal status in advance, useful for high-speed 
intersections

2 2 1.71

29 Adaptive Cruise Control Automatic cruise control which maintains a minimum following distance 2 1 3.14

30 Algorithms for Speed 
Adjustment

Network controlled algorithms for localized speed adjustment based on network 
conditions

2 1 2.50

31 Lane Use Options Lane use options that the vehicles see, for example: need to be in the RH lane, 
need to be in the LH lane, indifferent about the through lanes, based on 
immediate and upcoming turning movements; also dimensional restrictions, 
such as need to be in the center lane, or restriction limitations, such as trucks 
have to be in the center lane.

1 2 2.93

32 Desired Arrival Times Vehicle transmits desired arrival time at a specific location for feedback regarding 
best available route.

1 2 2.86

33 Smart Work Zone 
Navigation

Virtual cones, work zone navigation assistance—cone locations, trajectories, 
paths to follow, smoother merges

1 2 2.50

34 Intersection Conditions Local control parameters adjust for ice, snow, sun glare, and so forth. 1 2 1.93

35 Weather/Road Conditions Adjust infrastructure conditions (e.g., salt application) in response to vehicle 
behavior information

1 2 1.64

36 Intelligent Vehicle and  
Highway System

Driver inputs their destination and hands off vehicle control to an onboard com-
puter when entering a freeway, which coordinates with other vehicles and 
roadside infrastructure. The intelligent system then optimizes lane usage and 
spacing with other intelligent cars, forming platoons and maximizing capacity.

1 1 4.21

(continued on next page)
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Table 3.4.  Ranked Technology Options (continued)

Ref Technology Details

Timetable
(1  test bed;  
2  selective;  

3  widespread)

Ease of 
Implementation

(1  low; 2  medium; 
3  high) Average Score

37 Collaborative Driving 
System

Automated driving system utilizing platoon formation and coordination with other 
vehicles

1 1 3.64

38 Collaborative Gap 
Acceptance

Yield or stop-controlled locations or lane changing on freeways or arterials, what 
are the gaps that can be collaboratively accepted or must be rejected, vehicles 
working together to accommodate needed lane changes; the idea is akin to 
forced merges, but a lot more polite.

1 1 3.00

39 Desired Paths Vehicle transmits expected route to network management system. 1 1 2.93

40 In-Vehicle Lane Assignment 
Display

Local control provides vehicle lane assignment directly through in-vehicle 
display.

1 1 2.79

41 Congestion Monitoring Satellite-based sensors relay imagery and traffic monitoring data to network 
management system.

1 1 2.71

42 Infrastructure Status Intelligent speed adjustment and settings for braking, acceleration, and so forth. 1 1 2.43

43 Approach Trajectory Input Vehicle relays approach speed and vehicle type (emergency, public transit, HOV, 
etc.) to signal.

1 1 2.36

44 Receive Nearby Vehicle 
Decisions

In-car display/broadcast of nearby vehicle movements 1 1 2.36

45 Collaborative All-Way Stop 
Control

Vehicle communication and preference relay at all-way stop. 1 1 2.29

46 Turning Movement Options Vehicle relays turning movement intention to signal. 1 1 2.25

47 In-Car Speed Limit  
Adjustment Display

Vehicle receives variable speed limit information for in-dash display. 1 1 2.21

48 Vehicle Dynamics Info Informs speed limit adjustments, heads-up display messages, and so forth. 1 1 2.07

49 External Vehicle Speed 
Control (EVSC)

Controls vehicle speed based on network speed limit maps and onboard GPS/
EVSC system

1 1 2.00

50 Unmanned Aerial Vehicles Unmanned aircraft for continuous traffic surveillance 1 1 1.93

51 Regional Handoffs/
Coordination

Air Traffic Control handoff-type thoughts 1 1 1.83

52 In-Vehicle Display of Signals Allows for in-car display of signal/ramp meter status at time of arrival. 1 1 1.79

53 Performance Limitations Acceleration, deceleration, stopping distance, adhesion (snow, ice), safe following 
distances as observed by the vehicle control system.

1 1 1.71

54 Transmit Subject Vehicle 
Decisions

Signaling/brake light info transmitted directly to nearby vehicles 1 1 1.64
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The next 17 technologies will take slightly longer to achieve 
widespread availability (2) and have a few, but not an over-
whelming number of, barriers to implementation (2). Of 
these, 4 technologies score higher than 3.5:

•	 Plus Lane (NL5);
•	 Flow Management (NL4);
•	 Capacity Assignment Decisions (NI1); and
•	 Route Guidance (NV1).

The remaining technologies contain a 1 for either time-
table or ease of implementation, suggesting that they are 
likely too distant or too difficult to implement for the pur-
pose of this discussion. Intelligent Vehicle and Highway Sys-
tem (IV6), however, scores the highest of any technology 
considered.

Inventory of Network 
Operations Treatments

Treatments refer to the actions and applications that have 
the potential to improve sustainable service rates and reduce 
the probability of breakdown along freeway and arterial 
facilities and networks. Nearly 100 treatments were identi-
fied through a comprehensive literature search and discus-
sions with technical experts in the field. In some cases the 
treatments incorporate technologies identified in the previ-
ous section.

The team ranked the effectiveness of each treatment with 
respect to the following three criteria:

•	 Effect on peak-hour congestion. The potential for the treat-
ment to reduce peak-hour recurring congestion by increas-
ing capacity and/or reducing the probability of breakdown.

•	 Purview of decision makers. Degree to which agency deci-
sion makers have the ability and institutional authority to 
implement the treatment.

•	 Ease of implementation. Ease of implementing the treat-
ment considering economic, social, political, and environ-
mental costs.

Based on the results of the ranking process, and following 
a consolidation of treatments into broader categories, a set of 
10 broad categories emerged as effective, viable, and ready for 
implementation. Table 3.5 presents these categories and char-
acterizes them according to their individual ability to increase 
capacity and decrease the probability of breakdown on free-
ways and arterials.

The following sections provide a brief description of each 
treatment as well as a description of the capacity-enhancing 
effects, known applications, and implementation needs.

Lane Treatments

Lane treatments result in an added or dedicated travel lane for 
a directional movement of traffic and/or a specific vehicle/
user type in the current paved section of roadway. Their objec-
tive is to improve the vehicle-moving capacity for peak direc-
tional movements during congested periods of the day. Lane 
treatments can also be applied to increase the people-moving 
capacity of the facility and reduce travel demand in the case of 
bus-only or HOV lanes. Lane treatments apply to both free-
way and arterial facilities and can be implemented on a static 
or dynamic basis. Lane treatments represent the most com-
mon class of treatments for recurring bottlenecks.

Common examples of lane treatments include

•	 Narrow lanes/use of shoulder lanes;
•	 Reversible lanes for arterials;
•	 HOV lanes on freeways;
•	 Variable lane controls at a signalized intersection; and
•	 On-street parking restrictions during peak periods.

Narrow lanes refer to adding a travel lane by re-striping a 
roadway with narrower lanes and/or converting part or all of 
the shoulder to a travel lane (also referred to as a “plus” lane, 
as described in Table 3.2).

Reversible lanes are used on arterial roadways, freeways, and 
bridges/tunnels to increase capacity for facilities that have 
directional peak traffic flows. Most reversible-lane applica-
tions on freeways are implemented by constructing a sepa-
rated set of lanes in the center of the freeway with gate controls 
on both ends. For undivided facilities, a movable barrier can 
be applied to physically separate opposing directions of traf-
fic flow.

Reversible lanes on arterials are typically implemented 
by using DOWNWARD GREEN ARROW and RED X lane-
use control signs as described in the Manual on Uniform Traf-
fic Control Devices (5). Implementation issues include driver 
awareness/education, enforcement, safety (potential for head-
on collisions), maintenance and operations, and accommoda-
tion of left turn movements (6).

An HOV lane is reserved for the use of carpools, vanpools, 
and buses; motorcycles can usually use them as well. Most HOV 
lanes are applied to freeway facilities next to unrestricted gen-
eral purpose lanes, but some are also used on arterial roadways. 
HOV lanes are intended to increase the person-moving capac-
ity of a corridor by offering incentives for improvements in 
travel time and reliability. An inventory of existing and planned 
HOV facilities is provided through FHWA’s Office of Opera-
tions website for HOV facilities.

Other lane treatments include converting a closely spaced 
on-off ramp sequence to a weaving section by extending the 
acceleration and deceleration lanes into a full auxiliary lane, 

(continued from page 42)
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Table 3.5.  Summary of Treatments for Achieving Improvements in Network Operations

Treatment

Freeway Arterial

Increases Capacity
Decreases Probability 

of Breakdown Increases Capacity
Decreases Probability 

of Breakdown

Operational Treatments

Lane Treatments
  - Narrow lanes
  - Reversible lanes
  - HOV lanes
  - Variable lanes
  - On-street parking restrictions

• • • •

Signal Timing
  - Signal retiming
  - Adaptive traffic control
  - Queue management
  - Transit/truck signal priority

• •

Traffic Demand Metering
  - Ramp metering
  - Mainline metering
  - Ramp closures
  - Arterial demand metering

• •

Congestion Pricing
  - Pre-set pricing
  - Dynamic pricing
  - Distance/vehicle class tolls
  - High-occupancy tolls
  - Central area pricing

• •

Traveler Information
  - Pretrip information
  - In-vehicle information
  - Roadside messages
  - GPS navigation devices

• •

Variable Speed Limits • •

Design Treatments

Access Management
  - Raised medians
  - Access consolidation/relocation
  - Right turn channelization
  - Frontage roads

• •

Geometric Design Treatments
  - Flyovers
  - Improving weaving sections
  - Alternate left turn treatments
  - Interchange modifications
  - Alignment changes

• • • •

Truck-Related Treatments

Truck/Heavy Vehicle Treatments
  - Truck-only lanes
  - Truck restrictions/prohibitions
  - Truck climbing lanes

• • • •
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adding lanes at off-ramps to mitigate the impact of a down-
stream signal on the surface street of an interchange, and 
adding temporary (median) lanes at weaving sections during 
peak periods.

Variable lanes at an intersection refer to the use of variable 
lane-use control signs that change the assignment of turning 
movements to accommodate variations in traffic flow. Con-
versely, many jurisdictions restrict left turn movements at 
intersections during peak periods through static or variable 
signing. While variable lanes are currently applied on a time-
of-day basis, variable lanes could be applied dynamically with 
the proper technology and driver education/enforcement in 
place. The use of variable lanes to add turn lanes requires 
adequate turning radii, presence of a sufficient number of 
receiving lanes, variable-mode signal phasing, and advance 
warning signs.

On-street parking restrictions are often applied on urban 
roadways to provide additional through-capacity during peak 
commute periods and to preserve parking for local uses dur-
ing off-peak periods. Enforcing the parking restrictions is a 
key challenge given that the potential capacity associated with 
the parking lane may not be achieved if one or more vehicles 
remain parked in violation of the restriction.

Signal Timing

Signal retiming is a process that seeks to optimize the control-
ler’s response to roadway user demand by implementing or 
modifying signal timing parameters (i.e., phase splits, cycle 
length, and offset), phasing sequences, and control strategies. 
Signal retiming can be carried out for an individual inter
section, an arterial corridor, or an entire network. Effective 
signal retiming can increase capacity and reduce signal delay, 
which leads to lower travel times, improved reliability, and 
reduced driver frustration. Significant benefits can be achieved 
for intersections that have experienced changes in traffic flows 
and arrival patterns since the timing plans were last updated.

Adaptive traffic control systems (ATCS) use algorithms and 
system detectors to perform real-time optimization of traffic 
signals based on current or anticipated future traffic conditions. 
The adaptive software adjusts signal splits, offsets, phase lengths, 
and phase sequences to achieve a defined objective (e.g., mini-
mize delay, reduce stops). There are five types of adaptive traffic 
control systems in use today. Two of the first ATCS systems 
developed are SCATS and SCOOT. SCATS (Sydney Coordi-
nated Adaptive Traffic System) was developed in Australia in 
the early 1970s and SCOOT (Split Cycle Offset Optimization 
Technique) was developed in the United Kingdom a few years 
later. Recently, in the United States, other adaptive control sys-
tems have been implemented and/or are in testing, including 
RHODES (Real-Time Hierarchical Optimized Distributed and 

Effective System), OPAC (Optimization Policies for Adaptive 
Control), and FHWA’s ACS-Lite.

Queue management is a signal timing technique for over-
saturated arterials that seeks to minimize queue spillback 
within turn lanes or between links. A range of queue manage-
ment techniques have been developed and applied around 
the world. Such techniques include zero offsets, reverse  
progression, gating, and metering (7–9), and diversion (10). 
These techniques are particularly critical at closely spaced 
intersections with limited queuing space, where queue spill-
back can block entries into critical intersections and cause a 
major reduction in arterial throughput (11).

Transit/truck signal priority gives special treatment to par-
ticular modes such as transit vehicles or trucks at signalized 
intersections. It does this by either extending the green phase 
or truncating the red phase for the approaching vehicle. It is 
unlike signal preemption in that it does not disrupt signal 
progression. The primary benefit of transit/truck signal pri-
ority is improved schedule reliability for transit vehicles and 
improved capacity/safety for the coincident traffic stream. 
Transit signal priority has also been shown to reduce travel 
time for transit vehicles. Transit signal priority does not have 
a significant effect on improving the vehicle-moving capacity 
of an arterial, although mainline movements typically benefit 
because green time increases when a priority call is placed. 
However, truck signal priority can have a significant effect on 
the capacity of the affected arterial movement.

Traffic Demand Metering

Traffic demand metering has useful applications for both 
freeways and, to a lesser extent, arterial networks. Demand-
metering techniques are typically based on the goal of reduc-
ing the probability of breakdown of a freeway or major roadway 
by controlling the rate and location of additional new demand 
(e.g., from on-ramps and toll plazas). The metered traffic is 
allowed to enter the freeway or major road at a rate that is 
compatible with continuous or “sustained service flow” on 
the mainline. When appropriately applied, demand meter-
ing can increase the capacity of freeway and major road sec-
tions, and can contribute to the goal of this research, that is 
the maintenance of a sustained service rate (SSR). Metering 
may accrue other benefits, including those related to safety 
and the environment. Metering can also improve travel time 
reliability.

The three principal control methods for demand metering 
include local pre-timed, local-traffic responsive, and system-
wide traffic responsive. These three approaches depend on 
the availability of local and system sensors as well as the abil-
ity of a local site (e.g., one on-ramp) to communicate with 
nearby on-ramps or an entire system of ramps.
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One special application of ramp metering is the closure of 
one or more on-ramps during congested peak periods. In 
effect, this action does not increase demand on the down-
stream freeway section, but does require a high level of user 
information and signing to divert vehicles from the on-ramp 
to the adjacent arterial system.

The use of demand-metering techniques on a network of 
arterial streets is typically a more subtle form of freeway ramp 
metering. Traffic signal timing replaces ramp meters as the key 
element. Timing can be made more restrictive upstream of a 
bottleneck to reduce the rate of new demand that reaches the 
bottleneck. Thus, the delay and diversion activity is increased 
at the less congested upstream location while less demand is 
placed on the bottleneck.

The implementation of any demand-metering treatment 
requires a host of supporting actions, including traffic monitor-
ing, communications, and control algorithms, typically based 
on a combination of historical and real-time information.

Congestion Pricing

Congestion pricing, also known as value pricing, implements a 
special type of toll to reduce traffic volume during particular 
times of congestion or in particular areas of congestion. Con-
gestion pricing does not increase capacity but rather reduces 
the chance of breakdown during the most critical hours. The 
toll changes driving behavior by serving as an incentive for 
drivers to travel at different times, to find alternate routes, or 
to choose other methods of travel (e.g., mass transit, carpool-
ing). It is meant to encourage drivers to be more conscientious 
and mindful of their driving habits.

There are several different ways to implement pricing. Pre-
set pricing involves fluctuating tolls depending on the time of 
day, even if traffic flow is not congested. Conversely, if the 
pricing is a function of traffic flow, then the toll will fluctuate 
depending on the amount of congestion. There are different 
types of pricing: distance/vehicular classification types, open 
road types, and closed road types (12).

Distance/Vehicle Class tolls include tolls for driving a cer-
tain distance or for driving a truck. Open-road tolling involves 
tolling one way. Two examples of open-road tolling are high-
occupancy-toll (HOT) lanes and express lanes. Both types 
are toll lanes adjacent to non-toll lanes on a roadway that 
allow drivers to have the opportunity to pay a toll to avoid 
congestion.

New tolling technology can help reduce the complexity 
and improve the accuracy of the congestion pricing as well as 
expedite the tolling process. Technology such as electronic 
tolling helps reduce the delay for paying the tolls.

While current experience and research indicate that con-
gestion pricing has great potential, the ease of implementa-
tion and actual benefit will vary for each application. Political 

and public support is a key factor for implementation, as is 
the availability of alternate routes. Without alternate routes, 
an economic benefit will be achieved but capacity will not 
improve and significant driver resentment could result for 
the additional tolls.

A concept explored by FHWA to address equity concerns is 
called FAIR (Fast and Intertwined Regular) lanes (13). FAIR 
lane pricing creates tolled (express) lanes and non-tolled (gen-
eral purpose) lanes on a freeway. When motorists use the gen-
eral purpose lanes during rush hour, they would be compensated 
with credits that could be applied to the express lanes.

Traveler Information

Traveler information is information that can be provided to the 
driver that will allow him or her to make a well-informed deci-
sion regarding (a) what mode to take, (b) when to depart, and 
(c) the best route to travel. This information can be provided 
before and/or during the trip through the Internet, telephones, 
television/radio, roadside signs, and in-car displays and devices.

Many road agencies are implementing ATIS. These systems 
incorporate close-to-real-time information on roadways col-
lected through cameras and traffic reports. The information 
gathered can be sent out through highway agency Internet 
sites or via private Internet sites.

Dynamic message signs (DMSs) and variable message 
signs (VMSs)—electronic signs that can be changed to pro-
vide current traveler information, as well as alternate route 
information—are being applied by highway agencies along 
highly traveled routes to provide updated information to 
travelers while they are en route.

Variable Speed Limits

Variable speed limits are applied to freeway sections, primar-
ily in metropolitan areas with large traffic volumes and dis-
play traffic-actuated speed limits on variable message signs. 
The primary objective of variable speed limits is to increase 
road safety and homogenize traffic flow.

Variable speed limit systems usually combine speed limit 
signs with other traffic signs or text messages that are used to 
display incident or congestion warnings. Variable speed limit 
systems are often implemented in conjunction with auto-
mated speed enforcement.

In many applications, variable speed limits are embedded 
in traffic control systems that also adopt other measures such 
as lane control, ramp metering, or temporary hard shoulder 
running.

An efficient way to motivate drivers to display adequate 
speed behavior is to provide the traffic adaptive indication 
of expected travel times (in minutes) to characteristic points 
along the freeway (e.g., to well-known large intersections) 
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by VMSs. This application contributes to a more patient 
behavior in case of congestion and a less nervous style of 
driving in flowing traffic.

Access Management

Access management is the “systematic control of the location, 
spacing, design, and operation of driveways, median open-
ings, interchanges, and street connections to a roadway” (14). 
The intent of access management is to provide access to land 
development while still maintaining a safe and efficient trans-
portation system.

The Access Management Manual identifies the following 
principles for maintaining land-use access and improving the 
safety and operations of the arterial roadway:

•	 Limit direct access to major roadways.
•	 Locate signals to favor through movements.
•	 Preserve the functional area of intersections and inter

changes.
•	 Limit the number of conflict points.
•	 Separate conflict areas.
•	 Remove turning vehicles from through-traffic lanes.
•	 Use non-traversable medians to manage left turn  

movements.
•	 Provide a supporting street and circulation system.

Raised medians are applied to reduce turning movements 
and manage access to land uses along a corridor. Implement-
ing a full barrier limits the number of interruptions in traffic 
flow. In addition to a full barrier, a limited access barrier can 
provide opportunities for drivers to make left turn move-
ments where the agencies deem safe and appropriate.

There are also different techniques for improving the “mar-
gins” on outer edges of freeways or arterials to help improve 
capacity. First, lanes can be wider near the side of the road to 
provide more room for cars to maneuver. Another technique 
is to channelize right turn movements to minimize imped-
ances to through movements. The use of frontage roads also 
creates separation between through and turning/local traffic 
that, in turn, can improve the capacity and sustainable service 
rate of the arterial roadway.

Geometric Design Improvements

Geometric design improvements refer to spot reconstruction 
or minor geometric widening that can be performed within 
the existing paved area. They are generally considered low- or 
moderate-cost improvements that are less significant than a 
major capital improvement project. They are often alterna-
tives to facility widening projects.

Flyovers apply to interchange ramps and major through or 
turn movements at intersections. They are generally consid-
ered a spot treatment to address a high-volume movement as 
opposed to full reconstruction or lane widening of a facility. 
Flyover ramps can also be applied to at-grade intersections 
for high-volume left turn movements. A similar concept for 
urban areas is to depress the major through movement below 
the grade of the intersection. Flyovers or grade-separated 
movements add capacity by separating the traffic demand for 
the subject movement from conflicting flow.

Improving weaving sections primarily applies to freeways 
but can also apply to arterials. The improvement or elimi-
nation of weaving sections can be accomplished through 
changes in striping and lane assignment, use of medians to 
physically separate traffic flows, reconfiguration of ramps 
to add/remove movements, and realignment of ramps to 
increase weaving distance or remove the weaving move-
ment. Weaving sections reduce speeds, capacity, and reli-
ability (in addition to contributing to safety deficiencies). 
Improving weaving sections could potentially increase the 
roadway capacity to that of a basic freeway section or ramp 
merge/diverge.

Alternate left turn treatments for intersections refer to non-
conventional intersections that convert left turn movements 
into other intersection movements in order to reduce the left 
turn signal phase. Examples include continuous flow inter-
sections, jughandle intersections, superstreet intersections, and 
median U-turns. Alternate left turn treatments increase capac-
ity and safety by eliminating one or more left turn phases and 
allowing more green time for remaining movements. Improved 
signal progression is generally achieved through a reduced sig-
nal phase.

Interchange modifications include changes to the inter-
change type, ramp configurations, and traffic control of the 
ramp terminals. An example of modifying an interchange 
type is converting a full cloverleaf interchange into a partial 
cloverleaf interchange to eliminate weaving sections. Other 
interchange modification techniques that could be made to 
increase freeway capacity include adding lanes on the entry 
or exit ramps, increasing the storage distance of on-ramps, 
changing the ramp alignment to reduce or increase travel 
speeds, and adding signalization or roundabout control at the 
ramp terminals. Ramp closures or restrictions to one or more 
vehicle types can be applied on a dynamic, temporary, or per-
manent basis to improve freeway performance.

Horizontal/vertical alignment changes apply to both free-
ways and arterials, and primarily older facilities that were 
designed and built before modern-day roadway design stan-
dards were put in place. Sharp horizontal or vertical curves 
affect the speed profile of vehicles and, anecdotally, can lead to 
sudden braking and increase the probability for breakdown.
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Truck/Heavy Vehicle Restrictions

The management of truck traffic can have a positive impact 
on traffic operations for both freeways and arterial facilities. 
Traffic operations improvements relating to trucks and to 
capacity and sustained service rates may require additional 
factors to be considered such as allowable delivery schedules, 
weight restrictions on arterial streets, and vertical clearance 
limits. There are many possible truck operations techniques 
that relate to increasing capacity on freeways and major arte-
rials. The most frequently used management techniques by 
state departments of transportation (DOTs) surveyed as part 
of NCHRP Synthesis 314 (15) include

•	 New or improved pavement;
•	 Truck climbing lanes;
•	 Lane restrictions for trucks;
•	 Restriction/prohibition of trucks on specific roads;
•	 Truck parking restrictions/prohibitions;
•	 Improved incident management;
•	 ITS strategies;
•	 Intelligent warning devices;
•	 Weigh-in-motion;
•	 Improved warning signing;
•	 Electronic screening; and
•	 Enhanced enforcement.

The major impacts on capacity created by removing trucks 
from mixed-use lanes are reduced headways, more consistent 
speeds, and possibly increased SSRs.

Selection of Operational Treatments  
for Testing Consideration

Following the comprehensive inventory and review of opera-
tional strategies and treatments identified in Table 3.5, a set 
of 25 strategies was selected for consideration in testing in 
the operational model developed as part of this project. The 
25 strategies were selected on the basis of their ability to affect 
positive change in network operations. The treatments improve 
network operations by increasing base capacity, reducing the 
probability of breakdown, and/or shifting demand to under-
utilized links on the network.

The 25 strategies that were tested as part of this research 
project have been summarized in Table 3.2, organized by their 
application to freeway facilities, arterial facilities, or both.
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C h a p t e r  4

This chapter presents the results of applying the enhanced 
DTA model features described in Chapter 2 to test the effec-
tiveness of the selected operational improvement strategies 
shown in Table 3.2 and to confirm the applicability and useful-
ness of the developed model. The model was applied in two 
real-world test networks. The first is a small subarea network 
of the Fort Worth, Texas, region and the second is a larger sub-
area network within the Portland, Oregon, metropolitan area.

The chapter includes a description of the network, followed 
by an outline of the evaluation procedures used and the results 
from applying the operational, design, and vehicle technology 
strategies in each network. The first analysis conducted within 
the Fort Worth network focused on individual strategy appli-
cations and testing. This was in part due to the fact that all the 
enhancements described in Chapter 2 had to be incorporated, 
tested, and verified in the DTA tools and therefore could be 
better managed in a small network. The Portland network 
study entailed combinations of strategies and was intended to 
apply the lessons learned from the small network to a more 
realistic operational environment. This chapter also presents 
a comparison between a select set of strategies and various 
lane addition scenarios in order to demonstrate the concept of 
a strategy’s equivalent physical capacity addition.

As is summarized in the next sections, it is clear—and not 
surprising—that the effectiveness of strategies is very much 
dependent on a number of contextual factors including the 
network congestion condition, the availability of unused 
capacity elsewhere on the network, the pattern of origin– 
destination demands (concentrated or dispersed) and the 
spatial and temporal extent of the strategy. Therefore there is 
no single “silver bullet” answer as to which strategy is most 
effective. What is important to note is that the tools devel-
oped in this research will enable planners and engineers to 
directly contrast the effectiveness of nonconstruction strate-
gies such as ATIS or reversible lanes or HOT lanes versus tra-
ditional capacity additions on a level playing field, by not only 
incorporating both types in the tools but also accounting for 

the driver learning behavior in responding to strategies over 
time. Thus, in contrast to the HCM procedures, for example, 
which assume no demand elasticity to operational or techno-
logical changes, the enhanced tools provided here allow for 
some elasticity to be accounted for at least in terms of route 
choice over time. This consideration of the time element of 
response also enables the introduction and generation of 
reliability-based measures of effectiveness into the research 
findings as well and begins an integration process of capacity-  
and reliability-based research in the SHRP 2 program.

The following is a summary of key findings and conclusions 
from the Fort Worth network application, which is described 
more fully later in this chapter.

•	 The effectiveness of each strategy cannot be quantified in a 
simple lookup table. The effectiveness of any particular oper-
ational improvement strategy was found to be heavily depen-
dent on the physical, traffic, and operating context in which 
it is applied. The results of the strategy applications described 
in this chapter are informative at a general level, but actual 
performance characteristics cannot be predicted for another 
application in a different network and/or a different context 
without using a tool such as the enhanced DTA model.

•	 The effectiveness of each strategy is related to the scale (link, 
corridor, and/or network) at which performance is being 
measured. The effectiveness of strategies that modify spe-
cific link characteristics (e.g., narrowing the lanes or intro-
ducing reversible lanes) is likely to be most pronounced at 
the link level and much less so at a networkwide level. The 
effectiveness of strategies that broadly affect all links (e.g., 
improved traveler information systems) is likely to be most 
pronounced at the networkwide level and much less so at 
the link level.

•	 The enhanced DTA model can be used to estimate the 
“equivalent lane addition” impact of one or more opera-
tional improvement strategies. This is an especially impor-
tant capability for analysts and transportation investment 
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decision makers who must make difficult decisions about 
when and where to add new lanes of capacity to the exist-
ing transportation infrastructure.

•	 Important insights are gained from the enhanced DTA 
model on the travel time reliability effects of operational 
improvement strategies. Particularly in congested networks, 
it is significant that some operational improvement strate-
gies can improve travel time reliability even if they do not 
materially affect the average travel time. Improving travel 
time reliability is an important and equally effective way of 
giving time back to drivers as a commensurate reduction in 
average travel time. It is also a way of improving the overall 
quality of life within a community. And yet, until now no 
practical method has been available to account for opera-
tional strategy impacts on travel time reliability, so that this 
important measure has often been overlooked.

•	 The usefulness and usability of the model will be signifi-
cantly enhanced when the effects of incidents like crashes 
and severe weather can also be taken into account. Tradi-
tional operational models do not account for the effects of 
events and incidents such as these. Additionally, the overall 
effectiveness of many operational strategies, such as those 
evaluated under this research effort, is incomplete if only 
the recurring congestion effects are considered.

The following is a summary of the key findings and con-
clusions from the real-world Portland network application, 
which is more fully described later in this chapter.

•	 It is both feasible and practical to use the methodologies 
described in this report to assess alternative improvement 
scenarios within an urban subarea. The time and resource 
requirements associated with such an effort are well within 
the capabilities of most transportation agencies and metro
politan planning organizations.

•	 Travel time reliability is an important performance measure 
to consider at both the corridor and network levels. This is 
particularly true in congested networks where the primary 
benefit from strategically placed operational improvements 
is improved reliability, even when average travel times are not 
significantly affected.

•	 Multiple performance measures should be monitored when 
alternative improvement strategies are tested. Collectively, 
they should provide insights into capacity utilization, pro-
ductivity, travel time, queuing, and reliability, which allow 
the user to obtain a significantly better understanding of 
overall impacts than would be the case if only one or two 
performance measures were used.

•	 Performance measures should also be monitored at multiple 
spatial scales when alternative improvement strategies are 
tested. Specifically, performance should be evaluated at the 
link, corridor, and network levels, and for critical O-D pairs, 

to gain a complete understanding of strategy impacts and 
any trade-offs that might take place.

Individual Strategy Testing: 
Fort Worth Network

Network Description

The study network used for strategy testing is located in Fort 
Worth, Texas. Figure 4.1 orients the study network location 
relative to the Fort Worth region located within the Dallas–
Fort Worth–Arlington metropolitan area. The small map on 
the right side of Figure 4.1 shows the Fort Worth network as 
coded in the DTA tool DYNASMART-P. I-35W is located in 
the middle of the network and provides freeway access to down-
town Fort Worth, just to the north. I-35W is connected to the 
adjacent arterial streets by parallel frontage roads, which serve 
as entry and exit points to the freeway facility. As shown in the 
map, DYNASMART-P network has a total of 13 traffic analy-
sis zones. The land use of the study area is mainly residential 
area except Zones 1 and 2. Land use of Zones 1 and 2 is mostly 
industrial or institutional. Zones 3, 6, 9, 11, 12, and 13 include 
some industrial activity. Therefore, the O-D pair from 1 to 2, 
called the Critical O-D pair (or Primary O-D pair), has the 
largest numbers of trips.

Roadway Attributes

The data set for this network was coded originally by the 
DYNASMART-P developers in the 1990s. The research team 
treated the network as an experimental framework and modi-
fied demand levels to generate a congested network that would 
be sensitive to various strategies of interest as well as roadway 
features to introduce features not originally included in the net-
work, such as a double left turn pockets or six-lane arterial cor-
ridors. The following list provides a summary of modifications, 
with the number in parentheses indicating the total number of 
occurrences of each modification within the network.

•	 Modified demand profile (15-minute peaking);
•	 Modified overall LOV, HOV, and truck demand rates;
•	 Four-way stop to actuated signal control changes (2);
•	 Four-way stop to two-way stop changes (5);
•	 Single lane left turn pocket to dual left turn pocket (4); and
•	 Arterial link lane additions (8).

The principal road network attributes in this test net-
work are

•	 Network data
44 Number of nodes: 180.
44 Number of links: 445.
44 Number of O-D demand zones: 13.
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•	 Node control type (number of intersections including on- 
and off-ramps)
44 No control (on- and off-ramps): 87.
44 Four-way stop: 24.
44 Two-way stop: 6.
44 Signalized (actuated control): 59.

•	 Traffic control data for signalized intersections
44 Two-phase control intersection: 10.
44 Three-phase control intersection: 18.
44 Four-phase control intersection: 35.
44 Max green: main 55 seconds, minor 25 seconds (or  
20 seconds).

44 Min green: 10 seconds.
44 Amber: 5 seconds.

All links in the study network were defined as freeway or arte-
rial links, characterized by a two-regime or single-regime modi-
fied Greenshields speed-flow model, respectively. Those models 

are explained in the DYNASMART-P user’s manual (1). The 
settings for each of the two facility types are as follows:

•	 Freeway links
44 Maximum service flow rate: 2,200 pc/h/lane.
44 Saturation flow rate: 1,800 veh/h/lane.
44 Free-flow speed: 65 mph.

•	 Arterial links
44 Maximum service flow rate: 1,800 veh/h/lane.
44 Saturation flow rate: 1,800 veh/h/lane.
44 Speed limit: 40 mph.

Travel Demand Attributes

Time-Dependent Demand Profile

The actual analysis period is defined from 4:30 p.m. to  
6:30 p.m., but in order to measure network statistics accurately 

Map source: © 2010 Google Maps.

Figure 4.1.  Fort Worth study area and DYNASMART-P simulation network.
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over the full analysis period, vehicles were generated 30 min-
utes before the analysis time period (4:00 to 4:30 p.m.) as well 
as 30 minutes after the completion of the analysis period 
(6:30 to 7:00 p.m.). Over the entire simulation period, 
demand levels vary every 15 minutes, as shown below in Fig-
ure 4.2, with the height of each bar representing the ratio of 
15-minute demand to the overall average demand. The first 
30-minute period (4:00 to 4:30 p.m.) serves to load the net-
work with vehicles before the start of the analysis period. The 
second period, or the peak analysis period (4:30 to 6:30 p.m.), 
has the highest demand levels and is the primary time period 
of interest. The third period (6:30 to 7:00 p.m.) is intended to 
simulate postpeak traffic and is referred to as the shoulder 
period. The fourth period (7:00 p.m. to network clear time) 
has zero demand and is included to allow sufficient time to 
collect statistics for all vehicles generated during the analysis 
period.

Demand Matrices by Vehicle Class

Demand for each of three vehicle types [i.e., low-occupancy 
vehicles (LOV), high-occupancy vehicles (HOV), and trucks] is 
expressed in twelve 15-minute O-D trip tables for the 3-hour 
demand period. The vehicle trip combinations used in the sim-
ulation network are LOV (85.0%), HOV (9.5%), and trucks 
(5.5%). LOV and HOV were assumed to have occupancy rates 
of 1 and 2.3 passengers per vehicle, respectively, while trucks use 
passenger car equivalent factors that vary based on the input 
roadway grade.

Demand Pattern for Alternate  
Baseline Network

Although demand levels were calibrated to generate a reason-
ably congested network, this network included only a small 
percentage of trucks. To test some truck-related strategies a 
modified high level of truck demand was simulated. Thus, 
rather than bias the results of the majority of the non-truck 
strategies tested, an alternate baseline was generated. The modi-
fied demand produces approximately 2,500 trucks on the major 
southbound O-D (from 1 to 2) and 550 trucks on the major 
arterial southbound O-D (from 3 to 12).

User Classes

User classes are defined in terms of access to travel information. 
The default user class, termed the Unequipped Class, has no 
access to real-time information and must base all route choice 
decisions on the learning methodology described in Chapter 2. 
However, two additional user classes, the Pretrip Information 
Class and the En Route Information Class, were developed to 
establish sensitivity to real-time information-based strategies. 
Each of these classes has access to a snapshot of current travel 
times along potential routes, either before departure, as with the 
Pretrip Information Class, or continuously along the route, as 
with the En Route Information Class. Within the baseline, 98% 
of drivers have no access to information (Unequipped), 1% can 
access pretrip information only (PT), and 1% can access con-
tinuous en route information (ER).
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Figure 4.2.  Baseline network demand profile.
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The day-to-day learning procedure described in Chapter 2 
was implemented within DYNASMART-P to model the ways 
in which drivers choose routes on a daily basis, as well as how 
they learn from previous travel experiences. The method 
establishes a minimum travel time improvement threshold, 
and drivers compare their default paths (originally based on 
minimum travel time) against travel times on alternate paths 
during preceding days. In order to simulate the gradual  
way in which drivers change their daily routine, only 15% of 
drivers in the Unequipped Class are permitted to have the 
option to switch their preferred path each day based on obser-
vations over the previous 5 days. All information users (PT 
and ER), on the other hand, were given the option to update 
their preferred paths on a daily basis. The “switching rate” 
refers to the actual total daily percentage of drivers who decide 
to take an alternate path based on this information, thus mod-
ifying their preferred path, and the variation of this value 
between 0% (minimum) and 17% (15% + 1% + 1% maxi-
mum) provides an indication of day-to-day network stability. 
Table 4.1 summarizes these thresholds.

Strategies Evaluated

A comprehensive review was undertaken of technologies 
affecting traffic operations. An inventory was also developed of 
operational, design, and technological strategies and tactics for 
achieving improvements in sustained service rates for freeways 
and/or arterial segments. Nearly 100 strategies and tactics were 
identified. A subsequent ranking process accounted for the 
effect of each strategy/tactic on road segment capacity; whether 
the particular strategy/tactic is in the purview of decision  
makers to implement; and barriers to actual implementation. 
On this basis, the approximately 100 initially identified strate-
gies and tactics were distilled to the 25 presented in Table 3.2 
and considered to be most promising for actual application.

Measure of Effectiveness

Each of the strategies tested represents an attempt to mitigate 
congestion and improve the productivity of the network, but 

not all could be expected to generate results significant at the 
network level. It was therefore necessary to compare results at 
a relative scale of interest. For example, with approximately 
25% of the networkwide demand occurring on the south-
bound freeway facility, it was reasonable to examine network-
wide results for many of the freeway-based strategies. However, 
many of the effects of the arterial strategies were only signifi-
cant at the corridor level, requiring analysis at this scale. Some 
strategies dealt with individual intersections, making link-
based analysis most appropriate. Therefore, although the base-
line provided a standard set of comparison results, the scale of 
analysis was determined on a case-by-case basis. A variety of 
performance measures are available at the link, corridor, O-D, 
and networkwide levels from DYNASMART-P output. Addi-
tionally, freeway bottleneck summary information is provided 
as a potential diagnostic tool for practitioners.

Link-Level Performance Measures

For each link (i) in DYNASMART-P, the following MOEs are 
reported for every 15-minute interval over all simulation days:

•	 Link vehicle count (veh/15 minutes);
•	 Average travel time (minutes);
•	 Space mean speed (mph);
•	 Vehicle density (veh/mi/lane);
•	 Queue length (defined as the ratio of vehicle queue length 

to the link length);
•	 Freeway link breakdown indicator (for a freeway link, if at 

the end of every 15-minute interval, there is a queue, 1; 
otherwise, 0);

•	 Number of cycles with a queue at the start of the red phase 
(exclusively for signalized links); and

•	 Link capacity (veh/h/lane).

Corridor-Level Performance Measures

Several corridor MOEs such as density (veh/mi/lane), space 
mean speed (mph), queue length on corridor, travel time, and 
breakdown count or cycle failure count for a user-specified 

Table 4.1.  User Class Settings

User Class Unequipped PT ER

Day-to-day 
learning

Percentage of total vehicles 98%     1%     1%

Daily learning rate (maximum switching %) 15% 100% 100%

Daily learning improvement threshold (minutes) 5 minutes 5 minutes 5 minutes

Maximum daily learning percentage         17%

Daily path 
selection

Pretrip path improvement threshold (minutes) — 2 minutes —

En route path improvement threshold (minutes) — — 2 minutes
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corridor can be created by aggregating one or more link-
based MOEs.

Network-Level Performance Measures

At the network level, DSP generates average travel time 
(minutes/veh) for each of the vehicle/user subgroups listed 
below:

•	 Networkwide (all vehicles);
•	 Low-occupancy vehicle (LOV) group;
•	 High-occupancy vehicle (HOV) group;
•	 Unequipped vehicle group (vehicles that have no access to 

pretrip or en route information);
•	 Pretrip information vehicle group;
•	 En Route information vehicle group; and
•	 Critical O-D vehicle group.

The average travel time for each subgroup on a single sim-
ulation day is also reported for the entire simulation period. 
Users may also evaluate this MOE over multiple simulation 
days based on their needs.

Simulation Procedure

In order to appropriately compare a baseline (unmodified net-
work which represents current condition) to a strategy applica-
tion case (modified network with enhancements), the user 
should follow these steps:

•	 Simulate the baseline network for 200 days by using the 
baseline O-D Demand Matrices.

•	 Export vehicle and path information.

•	 Simulate the baseline network for an additional 50 days by 
using the vehicle and path files exported from the original 
run.

•	 Simulate the modified network for an additional 50 days 
by using the vehicle and path files exported from the origi-
nal run.

•	 Compare the baseline and the strategy results for the final 
20 days of the simulation period.

•	 Subsequent applications suggest that this analysis time 
horizon is more than adequate even for larger networks, 
but the number of simulation days is a matter that can be 
individually judged at the time of each application.

Definition of Simulation Analysis Regimes

Figure 4.3 illustrates the defined simulation regimes that are 
defined to compare the results appropriately. The figure shows 
daily networkwide average travel time and daily route switch-
ing rate from the baseline and the strategy results.

Regime I: Baseline Stabilization Period

Before strategy testing can begin, the model must first allow 
drivers to learn the network and establish their preferred 
paths, just as anyone starting a new job may try several dif-
ferent routes initially in search of their preferred route to 
work. The daily switching rate, as noted, provides an indica-
tion of the overall stability of the network. The network was 
therefore allowed to run until relatively stable conditions 
were established, characterized by no observable general 
trend in the daily switching rate. Using 200 days provides a 
conservative estimate of this value, as shown for Regime I in 
Figure 4.3.

Figure 4.3. A 250-day simulation process.
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Regime II: Strategy Stabilization Period

To test the effects of any type of network modification, the user 
must (a) allow drivers a sufficient number of learning days to 
adjust to the modified network and learn new paths as neces-
sary before collecting statistics and (b) compare these results 
against a set of baseline runs generated by using the same 
sequence of random numbers. To do so, the user must first load 
the initial 200-day baseline results and change the settings from 
O-D-based vehicle generation to path-based vehicle genera-
tion to simulate the network by using the learned paths from 
the baseline stabilization period.

Regime III: Results Comparison Period

By simulating a modified network in parallel to the unmodi-
fied baseline network for 50 days, as discussed above, the final 
20 days can serve as the stabilized comparison period that 
follows the same random number sequence, thus allowing for 
a correct protocol for comparison. As such, all strategy tests 
should follow the same procedure outlined above, comparing 
the final 20 days of simulation (Days 231 to 250) against the 
corresponding baseline simulation days.

Results and Key Insights

Baseline Results

The simulation results from the baseline, especially link vol-
umes and speeds, can be used for the initial network calibra-
tion. Networkwide travel time can also be used for examining 
whether the developed network produces reasonable results. 

Networkwide average summary statistics for Days 231 to 250 
of the baseline user class are shown in Table 4.2.

Link-based simulation performance measures from the 
baseline such as speed, density, and queue length can be used 
for diagnosing the network to find a potential starting point 
for strategy application. In addition to those, DYNASMART-P 
provides a bottleneck diagnosis function and statistics on the 
number of cycles with a residual queue at the start of the red 
phase on signalized links. Both can be reported in text output 
and in a visualized map as well. The results from the bottle-
neck diagnosis function are shown below. For each freeway, 
on-ramp, and off-ramp link, the following information is 
reported for each day:

•	 Total number of bottleneck-delayed vehicles (veh);
•	 Total bottleneck-caused delay (minutes); and
•	 Average bottleneck delay per vehicle (minutes).

Table 4.3 provides a 20-day average (Days 231 to 250) of 
the five bottlenecks that generate the largest amount of delay 
in the baseline network, with the location of each depicted in 
Figure 4.4. To improve these bottleneck sections, some strate-
gies were implemented and evaluated.

Assessing the Effectiveness of a Freeway 
Reversible-Lane Strategy

In the course of the research, many of the 25 strategies pre-
sented in Table 3.2 were implemented in the Fort Worth net-
work to assess their effectiveness in maintaining SSRs for 
freeways and/or arterial segments. In this section, the freeway 

Table 4.2.  Baseline Networkwide Summary Statistics (Days 231–250)

Class Overall Unequipped Pretrip En Route LOV HOV Critical O-D (1➔2)

Average travel 
time (minutes)

7.49 7.50 6.94 7.00 7.49 7.53 9.58

Table 4.3.  20-Day Average of Baseline Bottleneck Information (Days 231 to 250)

Bottleneck ID Link Number Type
Number of 

Vehicles Delayed
Total Delay 
(minutes)

Average Delay 
(minutes)

Frequency of Activation 
(% of 20 Days)

1   69 Freeway 3,907 14,063 1.90 100

2   89 Freeway 3,858 14,053 1.86   85

3   94 Freeway 4,457 10,605 1.77 100

4   86 Freeway 2,348   8,568 1.56   75

5 117 Freeway 1,618   5,585 1.04   65
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reversible-lane strategy was selected to demonstrate how to 
implement strategies in a DYNASMART-P network and what 
kind of results can be extracted from the simulation outputs. 
In order to measure the effects of the strategy, results from the 
baseline and strategy are compared.

Reversible lanes, or counterflow lanes, are lanes that allow 
traffic to flow in either direction through the use of dynamic 
message signs or movable barriers. A reversible lane is typi-
cally used to improve traffic flow during peak periods with 
highly directional flow. The team implemented this strategy 
to improve the apparent freeway bottleneck in Sections 1, 3, 
and 4, which are illustrated in Figure 4.4.

The I-35 West facility in the Fort Worth network has four 
lanes over the entire 3.1-mi corridor, as highlighted in Fig-
ure 4.5. It represents the peak direction of travel during the 
evening peak period. The corridor shown includes three on-
ramps and five off-ramps. First, a lane was added to each of 
the nine links in the southbound direction so that reduction 
factors within DYNASMART-P could be used to simulate  
the opening and closing of lanes. Nine southbound links  
were modified to simulate a reversible-lane scenario with one 
northbound lane converted to a southbound lane during the 
peak hour. This equates to a 25% capacity reduction during 
the peak hour in the northbound direction, since four travel 
lanes are reduced to three by this strategy. The lane reduction 
in the off-peak northbound direction begins at Minute 45, 
continuing through Minute 135. The corresponding lane 

addition (lane opening) occurs between Minutes 60 and 120, 
where the reduction factor is removed to allow five full 
lanes of travel. Two 15-minute periods before and after the 
reversible-lane operation was to take effect were considered 
as the clearance time periods.

Network-Level Results Comparison

At the network level, although there was an average reduction 
in total breakdown count, bottleneck vehicle count, and vehi-
cle delay caused by bottlenecks, overall average travel time 
actually increased by about 6%. Although networkwide travel 
time is highly variable due to the use of stochastic capacity, 
this travel time increase may suggest that the benefit to the 
southbound direction of an additional travel lane was out-
weighed by the substantial disbenefit caused to traffic in the 
northbound direction. The bulleted list that follows summa-
rizes these results, with the number of standard deviations  
of improvement shown to the right. The vertical bar () rep-
resents the performance of the baseline. The star (*) repre-
sents the standard deviation of improvement. The number of 
stars represents the size of the improvement in terms of the 
number of standard deviations of the performance measure. 
If stars show up on the right side of the bar, it means the per-
formance measure associated with the strategy shows an 
improvement. If they show up on the left side of the bar, it 
means the performance measure has degraded.

The average and 95th percentile values for several MOEs of 
interest are depicted in Table 4.4.

Figure 4.4.  Visualized bottleneck 
locations.

Figure 4.5.  Reversible-lane 
implementation in Fort Worth 
network.
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Network Performance:

•	 Travel time	 *
•	 Breakdown count	 **

•	 Bottleneck vehicle count	 
•	 Bottleneck delay	 

Corridor-Level Results Comparison

At the corridor level, the additional southbound capacity gener-
ated an increase in processing efficiency during the peak  
15 minutes in the southbound direction and attracted a greater 
number of vehicles from adjacent routes to the freeway corridor 
during the peak period. All primary performance measures 
showed an improvement from this strategy, including reduc-
tions in travel time, density, queue length, breakdowns, and 
bottleneck delay.

Despite these gains, service degradation in the northbound 
direction was both significant and severe. Speed decreased sig-
nificantly, corresponding to a significant increase in travel 
time and density. In short, the northbound direction did not 
have enough spare capacity to sacrifice a full lane to the south-
bound direction during the peak hour, leading to a significant 
decrease in quality of service with the reversible-lane in opera-
tion. The bulleted list below summarizes these results. Average 
and 95th percentile values are presented for each MOE of 
interest in Table 4.5.

Table 4.6, Table 4.7, Table 4.8, Figure 4.6, and Figure 4.7 
provide illustrations of speed by link along the corri-
dor. It should be noted that bottleneck vehicle counts and  
bottleneck delay are summarized for the entire simulation 
period, while other MOEs are presented only for the peak 
15 minutes.

Southbound Direction:

•	 Speed	 *

•	 VMT	 *

•	 Travel time	 *

•	 Density	 *

•	 Queue length	 *

•	 Breakdown count	 *

•	 Bottleneck vehicle count	 *

•	 Bottleneck delay	 *

Northbound Direction:

•	 Speed	 ***
•	 VMT	 **
•	 Travel time	 *
•	 Density	 
•	 Queue length	 *
•	 Breakdown count	 
•	 Bottleneck vehicle count	 *
•	 Bottleneck delay	 *

Table 4.4.  Comparing Reversible-Lane Performance at the Network Level

MOE

Baseline Reversible-Lane Strategy

Average 95th Percentile Average 95th Percentile Change in Average (%)

Travel time (minutes) 7.72 9.16 8.22 9.23 6.4

Breakdown count 24 29 18 23 -25.2

Bottleneck vehicle count 26,865 35,784 25,704 33,124 -4.3

Bottleneck delay (hours) 1,314 2,456 1,293 2,111 -1.6

Note: MOE = measure of effectiveness.

Table 4.5.  Reversible-Lane Peak 15-Minute Results (Freeway Corridor: Southbound)

MOE

Baseline Reversible-Lane Strategy

Average 95th Percentile Average 95th Percentile Change in Average (%)

Speed (mph) 56.94 62.53 63.56 64.12 12

VMT (veh * mi/15 minutes) 5,153 5,787 5,809 6,109 13

Travel time (minutes) 5.17 10.61 3.70 3.72 -28

Density (pc/mi/lane) 31.48 59.08 19.62 20.80 -38

Queue length (mi) 0.15 0.36 0.04 0.09 -73

Breakdown count 0.95 2.00 0.15 1.00 -84
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Table 4.6.  Reversible-Lane Peak Daily Bottleneck Information  
(Freeway Corridor: Southbound)

MOE

Baseline Reversible-Lane Strategy

Average 95th Percentile Average 95th Percentile Change in Average (%)

Bottleneck vehicle count 7,266 12,858 1,073 4,981 -85.2

Bottleneck delay (hours) 391   1,541 32 134 -91.7

Table 4.7.  Reversible Lanes Peak 15-Minute Results (Freeway Corridor: Northbound)

MOE

Baseline Reversible-Lane Strategy

Average 95th Percentile Average 95th Percentile Change in Average (%)

Speed (mph) 56.19 61.30 47.10 53.81 -16

VMT (veh*mi/15 minutes) 5,454 5,669 4,940 5,271 -9

Travel time (minutes) 6.08 10.60 7.98 12.86 31

Density (pc/mi/lane) 39.53 69.61 44.89 70.05 14

Queue length (mi) 0.33 0.57 0.17 0.32 -48

Breakdown count 1.10 3.00 1.15 2.00 5

Table 4.8.  Reversible-Lane Peak 15-Minute Results (Freeway Corridor: Northbound)

MOE

Baseline Reversible-Lane Strategy

Average 95th Percentile Average 95th Percentile Change in Average (%)

Bottleneck vehicle count 7,483 13,171 14,515 24,724   94.0

Bottleneck delay (hours) 440 1,251 905   1,661 105.6
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Figure 4.6.  Southbound freeway corridor peak: 15-minute speed versus distance.
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Thus, for this particular network, directional peaking 
along the freeway was not significant enough to warrant the 
removal of a lane from the off-peak direction to provide 
additional capacity to the peak direction. It should be noted, 
however, that the strategy did provided significant benefits 
to the peak direction, and for cases with lighter flow in the 
off-peak direction, or where the peak direction is highly 
critical for network performance, the strategy could have 
proved to be successful. Thus, the context in which the strat-
egy is applied can have a significant effect on its overall 
effectiveness.

Strategies Involving Equivalent  
Physical Capacity Addition

Concept

In addition to comparing measures of effectiveness across 
multiple strategies, many practitioners would find it espe-
cially useful to be able to compare operational strategies to 
a typical lane addition scenario. In this manner, they would 
be able to determine the “equivalent capacity gain” of the 
candidate strategy. Figure 4.8 illustrates one possible way to 
do this through a hypothetical relationship between lane 
miles added to a network and performance, measured  
in terms of total network travel time. It may be useful to 
develop such a relationship from a variety of travel demand, 
HCM, or simulation models for a given network case study 
as lane mile additions represent the traditional way of 
increasing network capacity. It is important to note, how-
ever, the relationship shown in Figure 4.8 does not take into 
account the effect of latent demand on performance, nor is 
it necessarily continuous. Both of these issues are worthy of 

further exploration. Even so, the ability to implement the 
concept presented in Figure 4.8 would represent a signifi-
cant step forward for the transportation profession and 
would greatly improve the quality and impact of informa-
tion available to transportation investment decision makers. 
A set of nonconstruction improvements that reduces net-
work travel times from A to B in Figure 4.8 is effectively 
equivalent to adding D minus C lane miles, or a construction-
based capacity increase of (D - C)/C%. A method for under-
taking the implementation of this concept is described in 
the following paragraphs.

Implementation

In order to illustrate the equivalent capacity gain concept 
for a few selected strategies, three physical capacity addi-
tion scenarios were applied to the primary freeway corridor 
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Figure 4.7. Northbound freeway corridor peak: 15-minute speed versus distance.
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Figure 4.8.  Equivalent capacity gain concept.
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and tested in DYNASMART-P. As depicted in the map in Fig-
ure 4.9, lanes were added on I-35 Southbound, the primary 
path for O-D pair 1-2. The four illustrations in Figure 4.9 
show the baseline condition and the locations of the lane 
additions for each of the three lane addition scenarios, A, 
B, and C. Scenario A involved adding one lane to the exist-
ing four lane segments, creating a continuous five-lane 
freeway corridor with no lane additions or reductions. In 
Scenario B, one complete lane was added throughout the 
entire corridor, maintaining the 0.9-mi segment with an 
additional lane. In Scenario C, the freeway was converted to 
a six-lane facility over the entire length of the corridor. The 
total lane miles added for Scenarios A, B, and C were 7.6, 
8.5, and 16 lane miles, respectively. This is equivalent to 
22%, 24%, and 46% lane mile increases for Scenarios A, B, 
and C, respectively.

Four operational improvement strategies were selected for 
comparison, involving three separate enhancement catego-
ries: pretrip information (technological), en route informa-
tion (technological), additional narrow lanes in the existing 
cross section (design), and reversible lanes (operational) for 
improving identified bottleneck Sections, 1, 3, and 4 in  
Figure 4.4. The following sections present the comparison 
results associated with this particular application of the iden-
tified improvement strategies and are of course subject to the 
caveat that the learning model and strategy effectiveness 
models are representative of real-world behavior. Thus, while 
the general trends will hold, specific MOEs may be subject to 
some variation.

Day 1 Results

Examination of Day 1 results represents a traditional evalua-
tion method for strategy testing with no learning or changes 
in demand. In other words, the examination of Day 1 results 
gives the analyst the opportunity to view the consequences of 
implementing the improvement strategies before drivers have 
a chance to respond either temporally or spatially, similar to 
what a highway capacity analysis procedure would yield.

For obvious reasons, O-D pair 1-2 was selected for the 
travel time analysis. As shown in Figure 4.10, the ATIS pretrip 
information and ATIS en route information strategies gener-
ated the same results as the baseline scenario, as both strate-
gies rely on changes in route selection over time to have any 
meaningful effect. The remaining strategies exhibited signifi-
cant improvement over the baseline scenario, with approxi-
mately a 5-minute travel time reduction for each. As capacity 
increased along the corridor for each strategy with no increase 
in demand, all vehicles were able to travel at free-flow speed, 
generating approximately the same results for each strategy.

Days 31 to 50 Results

A significant contribution of this research to the analysis of 
operational strategies was the addition of a driver learning algo-
rithm which was implemented within the DYNASMART-P 
environment. Drivers are therefore able to respond to changes 
in the network and gradually learn the most efficient routes 
for a given O-D and departure time. To allow drivers time  
to respond to changes in the network, each scenario was 
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Figure 4.9.  Illustrations of three physical lane addition scenarios.
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simulated for a total of 50 days. The results depicted in the 
following exhibits represent average values from Days 31 to 
50 to take into account supply stochasticity. Standard error 
bars are shown where appropriate. The following MOEs were 
selected for comparison:

•	 Networkwide
44 Mean travel time.

•	 Primary O-D (1–2)
44 Mean travel time;
44 95th percentile travel time;
44 Travel time index = mean travel time/free-flow travel 
time; and

44 Buffer index = (95th percentile travel time − mean travel 
time)/mean travel time.

Figure 4.11 shows the networkwide mean travel times for 
all scenarios. Although both ATIS strategies reduced network-
wide travel times, the narrow lanes strategy was the most 
effective among the nonconstruction alternatives. In all three 

cases however, each of the lane mile addition scenarios proved 
to be a more effective alternative. The reversible-lane strategy, 
on the other hand, increased networkwide travel times largely 
due to added congestion in the northbound direction caused 
by the peak-hour lane reversal. It is important to note that in 
addition to travel time savings, each of the three effective strat-
egies also decreased the travel time variability on the primary 
O-D. This concept of reliability is of critical importance to the 
commuter, and an increase in reliability is a benefit largely 
ignored when only measuring average travel times. For each of 
the lane mile addition scenarios, reliability was increased to 
the point that variability in travel times all but disappeared 
entirely.

Figure 4.12 shows travel times along the primary O-D (1-2) 
for each of the evaluated scenarios. All strategies reduced O-D 
travel times relative to the baseline, including the reversible-
lane strategy, as the primary O-D includes only travel times in 
the peak (southbound) direction. Overall, the narrow-lane 
strategy was the most effective in reducing travel times in the 
primary O-D, although the strategy was slightly less effective 
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Figure 4.11.  Average of Days 31 to 50 networkwide travel time.
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than lane mile addition Scenario A. Error bars indicate that 
each of the strategies decreased the travel time variability for 
the primary O-D, indicating an overall increase in reliability. 
The 95th percentile travel times for the primary O-D, as shown 
in Figure 4.13, also demonstrate this trend.

Figure 4.14 provides the travel time index for each of the 
evaluated scenarios on the primary O-D. The baseline sce-
nario has a travel time index of around 1.7, which is to say 
that average travel times for the primary O-D were approxi-
mately 70% higher than under free-flow conditions. The travel 
time index decreased for each of the scenarios, and the  
narrow-lane strategy was able to decrease travel times to less 
than 30% greater than free-flow travel times during the peak 
hour. Although each of the lane mile addition scenarios gen-
erated lower travel time index values than the narrow-lane 
strategy, even the most expensive option (Scenario C) was 

only able to reduce the travel time index to slightly less than 
1.2, highlighting how the method could be used in a cost-
benefit analysis of potential strategies.

The buffer index shown in Figure 4.15 provides one 
method of evaluating travel time reliability for a given O-D 
or corridor of interest. Small buffer index values indicate 
low variability of travel times, or high reliability. As dis-
cussed previously, the buffer index clearly demonstrates 
that each of the scenarios led to an overall increase in reli-
ability. Interestingly, however, the buffer index reveals that 
the ATIS pretrip strategy was the most effective of the four 
nonconstruction alternatives at increasing travel time reli-
ability. Such an analysis allows the practitioner to evaluate 
strategies based on a number of potential objectives and  
perform a network-appropriate customized approach to 
congestion mitigation.

Note: asterisk = effects in peak direction with lane addition only.
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Figure 4.12.  Travel times for trips serving primary O-D 1-2.

Note: asterisk = effects in peak direction with lane addition only. 
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O-D 1-2.
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Limitations and Cautions

The enhanced DTA model developed through this effort 
and described in the preceding chapters for a test network 
provides a practical methodology for assessing the ability of 
various operational strategies, either singly or in combina-
tion with one another, to forestall or eliminate the need to 
construct additional lane miles of capacity within a trans-
portation network. The methodology provides effectiveness 
assessments about both travel time and reliability at the 
link, corridor, and network levels. It is already integrated 
into two dynamic traffic assignment (DTA) modeling pro-
cedures (including the open source program DTALite as 
well as DYNASMART-P) and can be integrated into others 
as well.

Unfortunately, the usefulness of the methodology is con-
strained by the fact that the modeling environments in which 

it operates do not account for crashes, weather, and other 
events that can cause nonrecurring congestion. Nonrecurring 
congestion represents a significant part of the delay and frus-
tration experienced by travelers and therefore has a substan-
tial impact on both travel time and reliability. Yet, traditional 
operational models do not typically account for its effects. 
Additionally, the overall effectiveness of many operational 
strategies, such as those evaluated under this research effort, is 
misrepresented if only the recurring congestion effects are 
considered. As an example, the use of narrow lanes as an oper-
ational improvement strategy will typically result in more 
capacity, reduced travel time, and improved reliability in an 
environment where incident effects are not considered. But 
narrow lanes might also increase the potential for crashes, 
thereby reducing their effectiveness if nonrecurring conges-
tion effects are taken into account. As another example, ramp 
metering does not add much in terms of capacity, but it 

Note: asterisk = effects in peak direction with lane addition only.
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Figure 4.14.  Travel time index for trip serving primary O-D 1-2.

Note: asterisk = effects in peak direction with lane addition only. 
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stabilizes flow, lowers the probability of breakdown during 
demand surges, and reduces the potential for crashes. In this 
case, the benefit of ramp metering will be underestimated 
unless nonrecurring congestion effects are also considered. 
Therefore, a comprehensive assessment of the overall effective-
ness of these operational strategies needs to account for their 
effects on both recurring and nonrecurring congestion.

Much value will be gained from future efforts that extend 
the capability of the DTA methodology to include an assess-
ment of nonrecurring congestion effects, incorporating this 
additional capability into at least one functional modeling 
environment.

Illustrative Application  
of Methods, Metrics, 
and Strategies

The overall net impact of a combination of operational 
improvement strategies deployed within a subarea or network 
will almost always be different from the sum of their individual 
effects, due to the influences each implemented strategy has on 

the others. The ability of a mesoscopic model to take these 
interactions into explicit account is one of the important 
advantages that come from implementing the methodological 
enhancements of this project in such an environment.

Combinations of various operational improvements strat-
egies identified in this project were applied to a subarea of the 
Portland network in order to demonstrate the feasibility of 
this approach. In the process, useful insights were obtained 
that may have application in a broader context.

The subarea network selected for these purposes is identi-
fied in Figure 4.16. It was selected for this prototype applica-
tion for a number of reasons:

•	 It is relatively large in size and therefore represents a good 
opportunity to test scaling issues associated with the 
method applications.

•	 It includes both north-south and east-west freeway seg-
ments, as well as multiple interchanges on both segments.

•	 It includes a full range of arterial streets that are generally 
organized around a grid pattern. Consequently, there are 
good opportunities within this particular subarea to conduct 

Figure 4.16.  Portland network study area.
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separate analyses of individual links, of separate corridors, 
and of the subarea network as a whole.

The area is characterized by significant congestion on both 
freeway and arterial segments during typical weekday eve-
ning peak hours. These conditions present opportunities to 
test solution alternatives ranging from new construction to a 
variety of operational improvement strategies.

The purpose of this application was to demonstrate, through 
the detail of an actual and real-world example, the manner  
in which each step in the procedure can be undertaken; the 
thought process that accompanies each step and informs deci-
sions regarding next steps; and a representative range of  
findings/conclusions that can be anticipated as outcomes of 
the procedure. The application was developed specifically for  
the purposes of this report and was not used to inform actual 
investment decisions in the Portland metropolitan area.

There are references throughout this chapter to DTALite 
and DYNASMART-P, both of which are mesoscopic dynamic 
traffic assignment models. DTALite is a fully functional, open 
source dynamic traffic assignment model that can be down-
loaded without charge from http://sourceforge.net/projects/
dtalite/. DTALite incorporates all the DTA model enhance-
ments developed through this project. DYNASMART-P,  
Version 1.3.0, is available for a charge from the McTrans  
Center at http://mctrans.ce.ufl.edu/featured/dynasmart. Ver-
sion 1.3.0 does not include any of the model enhancements 
developed through this project effort.

The two models were used together in the execution of this 
prototype application, but it should be emphasized that neither 
model is essential to the implementation and execution of the 
enhanced analytic and diagnostic methods described herein. 
These particular models were chosen for use in this particular 
application because of the research team’s familiarity with 
them, and also to maintain consistency with the platforms 
used in the development and testing of the model enhance-
ments and diagnostic tools described earlier. Other DTA mod-
els are available and could also be used in lieu of either DTALite 
or DYNASMART-P as the user prefers, providing the model 
enhancements and diagnostic tools developed within this 
project are appropriately integrated into them.

Description of the Subarea

The subarea that was selected for this prototype application, 
and illustrated in Figure 4.16, is located in the southwestern 
part of the Portland metropolitan area. It encompasses a fairly 
large area and includes facilities that have statewide, regional, 
and/or local significance.

•	 Highway 26, also known as the Sunset Highway, forms the 
northern boundary of the study area. It is the primary 

connector to an area known as the Silicon Forest for its high 
technology industry employment and surrounding residen-
tial population. Beyond the subarea’s western boundary, 
Highway 26 continues westward for about 70 miles to the 
Oregon Coast and therefore is used extensively for freight 
movement as well as tourism and recreation. It is classified as 
a road of statewide importance because of the scope and 
scale of activities that rely on it.

•	 The eastern boundary of the subarea is defined by a portion 
of Highway 217, which connects between Interstate 5 (I-5) 
on the south and Highway 26 on the north. Therefore, in 
addition to serving travel demands within the corridor in 
which it is located, Highway 217 also represents an important 
connection for travelers from the south who are destined to 
points in the western part of the study area and vice versa.

•	 The southern boundary of the study area is defined  
by Farmington Road, which travels in a northeast-to-
southwest direction and represents an effective boundary 
line between the western and southwestern parts of the 
Portland metropolitan area. Farmington Road transitions 
from an urban to a rural environment as it moves to the 
south and west, and in fact it is located outside the Urban 
Growth Boundary at the westernmost end of the subarea.

•	 The western boundary of the study area is defined by River 
Road, SE 10th Avenue, and NE Brookwood Parkway in such 
a way as to stay just to the east of the majority of Hillsboro’s 
downtown core area and to connect between Farmington 
Road and Highway 26.

The interior of the subarea comprises a surface street sys-
tem that includes a grid-like arterial road system for both 
east-west and north-south travel. Tualatin Valley Highway, 
also referred to as TV Highway or State Route 8, is the pre-
ferred route for east-west arterial travel and includes frequent 
bus service. It is also a fairly congested route, particularly dur-
ing weekday peak hours.

Table 4.9 presents summary statistics about the Portland 
subarea network used in this application. It is a reasonably large 

Table 4.9.  Summary Statistics about the Portland 
Subarea Network

Network Characteristic
Entire 

Network
Subarea 
Network

Number of traffic analysis zones 2,013 208

Number of nodes 9,905 857

Number of links 22,748 1,999

Number of originating vehicle trips 1.2 million 212,000

Average travel time (evening peak 
period)

22 minutes 10.5 minutes
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subarea with more than 200 traffic analysis zones (TAZs) and 
more than 200,000 originating vehicle trips during the 4-hour 
weekday time period (3 p.m. to 7 p.m.) that is analyzed.

This subarea is well suited to the purposes of this demonstra-
tion effort due to its size, the diversity and redundancy of vari-
ous facility types, and the prevalence of congested conditions 
during typical weekday evening peak-hour conditions.

Building and Calibrating the  
Portland Subarea Network

An initial version of the Portland metropolitan area network 
was provided to the team in the same VISUM model format 
that Metro staff uses for their current travel demand forecast-
ing activities. Metro staff also provided additional network 
detail from a variety of other sources, including signal control 
information that had been assembled some years earlier as 
part of their experimental work with the TRANSIMS model; 
detailed information about approach lane configuration; and 
the location and length of turn pockets. These data items 
were easily ported and transformed into a standard format 
that is used by multiple DTA programs (including DTALite, 
DYNASMART-P, and DynusT).

After the initial data sets were received and transformed,  
it was found to be necessary to conduct a variety of error-
checking activities on the network. DTA models interact with 
the network differently from traditional travel demand mod-
els like VISUM, and so some network elements that do not 
cause problems in a VISUM analysis can still represent incon-
sistencies that need to be rectified for a DTA analysis. Exam-
ple issues that were discovered and corrected through this 
process will help to clarify the kind of examination and cor-
rective effort that is typically needed:

•	 Some centroid connectors from the VISUM model were 
found to be tied directly into real intersections. This will 

cause unrealistic operating conditions for the simulated 
intersection in a DTA model environment. To resolve this 
problem, the tie-in point for these centroid connectors was 
relocated to a mid-block location.

•	 Some TAZs had only one or two centroid connectors, caus-
ing too much volume to enter the network via a single 
street. More centroid connectors were added to resolve this 
problem, so the travel demand was dispersed more appro-
priately across adjacent road segments.

•	 The speed, length, and capacity of centroid connectors 
were sometimes defined within the VISUM model in ways 
that could significantly affect the overall travel time results 
for the network and/or corridors being investigated. The 
remedy to this problem was to adjust these parameters to 
be more representative of actual driving conditions on the 
local and collector street system inside each TAZ.

•	 The network structure at the subarea boundaries needed 
careful examination to ensure realistic performance charac-
teristics during the DTA model runs. An example is shown in 
Figure 4.17. Here, the southernmost entry node for north-
bound traffic on Highway 217 initially connected to another 
mainline node on Highway 217, from which vehicles could 
either continue northbound on Highway 217 or exit onto an 
off-ramp (see Figure 4.17a). However, testing revealed that 
any backups from the off-ramp onto the mainline link would 
also block all northbound through traffic and cause unreal-
istically long delays to the through-traffic component of the 
entering traffic. This problem was resolved by reconfiguring 
the entry node so that it connected directly to two possible 
destinations: (a) the off-ramp and (b) the northbound 
through lanes on Highway 217. This is shown schematically 
in Figure 4.17b.

It is noteworthy that some inaccuracies (relative to true 
existing conditions) were purposely introduced into the net-
work structure to ensure that this exercise is used only to 

(a) (b)

Exit to TV Highway

Network Entry Node

NB Highway 217
Mainline

Exit to TV Highway

Network Entry Node

NB Highway 217
Mainline

Figure 4.17.  Network coding: (a) initial network coding and (b) modified  
network coding.
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demonstrate the new methods and model capabilities. Thus, 
for example, the number of through lanes on some arterials 
was modified, as was the length of some left and right turn 
pockets. These inaccuracies do not affect the overall value of 
this demonstration exercise but do help assure that the results 
are not used to inform actual public investment decision 
making or policies.

The entire Portland area network was initially simulated by 
using DYNASMART-P and DynusT. This was done for a 4-hour 
time period (3 p.m. to 7 p.m.) across multiple days by using 
relatively high-end but still commonly available hardware. In 
particular, the hardware employed in this analysis included 
64-bit machines with 16 GB of RAM and multiple processors 
allowing for higher-speed parallel processing. Unfortunately, 
the initial attempts to simulate the full Portland network by 
using either model were not successful on two levels.

The ratio of real time to simulated time was almost 1:1, 
which meant that the simulation of the 3 p.m. to 7 p.m. time 
period for a single day required about 4 hours of real time to 
complete. In the enhanced model environment where travel-
ers adjust their path selection based on past experience, at least 
35 to 50 simulated days are necessary for network travel times 
to stabilize around an equilibrium level. Thus, up to 200 hours 
(about 8 days) would have been needed to reach equilibrium 
for the Portland area network. This is clearly an impractical 
amount of time to allocate to such an activity, and particularly 
so in most day-to-day working environments.

Neither DYNASMART-P nor DynusT was able to success-
fully complete the required 35 to 50 days of simulated time, as 
both models crashed after only 1 to 2 days of simulated time. 
The reason is believed to be the large amount of data that must 
be carried forward in each iteration, with 1.2 million originat-
ing vehicle trips occurring on each simulated day.

An attempt was made to overcome these problems by aggre-
gating the zones from 2,000 down to only 400 super-zones, and 
while this action had some beneficial effect, it still did not fully 
resolve either of the two issues identified above. On the other 
hand, it was found that both DYNASMART-P and DynusT 
were able to perform acceptably when modeling the smaller 
subarea network: a single simulated 4-hour day could be com-
pleted with DYNASMART-P in about 30 minutes by using  
the hardware environment described above, and in only 7 to  
10 minutes when the computer processing environment 
was increased from two to eight cores working in parallel.

The DTALite model fared much better. Using the same 
hardware environment and without any aggregation of zones, 
a single 4-hour analysis period of simulated time for the entire 
Portland area network required only about 5 minutes to com-
plete when using DTALite. At the time these investigations 
were ongoing, DTALite was still in some level of development 
and was not fully comparable to either DYNASMART-P or 
DynusT, particularly with respect to the manner in which 

signalized intersection control is modeled. These differences 
are only temporary and do not have much impact on the over-
all time requirement for the simulation. Even so, it was judged 
that the demonstration would be more robust and informa-
tive if consistency could be maintained with the modeling 
method used for the Dallas–Fort Worth network. Therefore, a 
two-step process was used to achieve this goal:

•	 DTALite was used to model the entire Portland metropoli-
tan area network for a period of 50 simulated days.

•	 The results of the DTALite model were used to create an 
O-D matrix for the much smaller subarea network, and 
this became the basis for the DYNASMART-P modeling of 
the subarea that followed.

The following statistics provide a detailed description of 
the current road network attributes in the test network:

•	 Network data
44 Number of nodes: 858.
44 Number of links: 2,000.
44 Number of O-D demand zones: 208.

•	 Node control type (number of intersections including on- 
and off-ramps)
44 No control (on- and off-ramps): 689.
44 Four-way Stop: 0.
44 Two-way Stop: 0.
44 Signalized (actuated control): 169.

•	 Traffic control data for signalized intersections
44 Two-phase control intersection: 4.
44 Three-phase control intersection: 96.
44 Four-phase control intersection: 69.
44 Maximum green: 50 seconds.
44 Minimum green: 10 seconds.
44 Amber: 5 seconds.

In order to produce a realistic assessment of the entire 
four-hour simulation period, entering demand levels were 
adjusted every 15 minutes according to the Portland area 
demand profile shown in Figure 4.18. Here, the height of each 
bar represents the ratio of 15-minute demand to the original 
overall average.

User Information Classes

The day-to-day learning procedure described earlier in this 
report is used to model the ways in which drivers choose 
routes on a daily basis and how they learn from previous travel 
experiences. In this procedure, drivers have the opportunity to 
compare their experienced travel times against travel times on 
alternate paths and then make route changes for the coming 
days if they find they can save enough time to warrant the 
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switch. For this application, the percentage of drivers who 
could make a change in any given day was set to 15%, reflect-
ing the reality that many people are creatures of habit and 
unlikely to make route changes right away, if ever. The amount 
of travel time drivers needed to save before they consider 
making a route change was set to 5 minutes. Neither of these 
assumptions is based on actual field data but come from the 
judgment of the project team members working in conjunc-
tion with the Portland Metro’s planning and modeling staff.

Finally, the percentage of vehicles assigned to each of three 
available user classes was as follows: 98% of drivers were 
assumed to have no access to real-time information about net-
work conditions (this user class is referred to as the Unequipped 
user class); 1% were assumed to have access to pretrip informa-
tion only (this user class is referred to as the Pretrip or PT user 
class); and 1% were assumed to have access to continuous 
en route information (this user class is referred to as the 
Equipped or ER user class).

Simulation-Based Strategy 
Evaluation Procedure

A straightforward method was developed to test the effective-
ness of one or more operational strategies either as stand-
alone projects or as alternatives to traditional new construction 
projects.

1.	 First, the location of the operational strategy and/or new 
construction project that was to be tested was identified, 

and a subarea or network that appropriately surrounds 
the location was established.

2.	 Next, geometric, volume, and operational characteristics of 
each link within the subarea were identified and provided as 
inputs to the DTA model. Appropriate link, corridor, and/or 
network performance measures were established for sub-
sequent evaluation purposes.

3.	 The DTA model was then run under three separate regimes 
in order to effectively use the day-to-day learning process 
and generate results that could be usefully compared, as 
shown in Figure 4.19. During the baseline stabilization 
period (Regime I), the DTA model was simulated for 
50 days to achieve equilibrium under a baseline scenario 
(i.e., without any of the operational strategies or new con-
struction projects that are to be evaluated).

4.	 After the baseline stabilization period was completed, the 
operational strategies and/or new construction projects to 
be evaluated were introduced into the network, and the 
DTA model was run for an additional 30 days of simulated 
time to allow driver adjustments and to achieve stable 
conditions under the new scenario. This is referred to as 
the strategy stabilization. Following immediately on this 
30-day period was a simulation of an additional 20 days 
that formed the basis for the summary results output asso-
ciated with the particular strategy being investigated.

Adherence to this methodology provided good insights 
into the effectiveness of the operational strategies and new 
construction projects being evaluated.
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Figure 4.18.  Baseline network demand profile.
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Measures of Effectiveness

For the purposes of this demonstration project, a number  
of performance measures were monitored. Summary results 
for each performance measure were aggregated on a link, 
corridor, O-D-pair, and/or network basis, depending on the 
nature of the performance measure. The performance mea-
sures that were monitored in this application included the 
following:

•	 Peak hour (5 to 6 p.m.) link and corridor volume (vph);
•	 Total travel time (minutes) for links, corridors, and the 

entire network;
•	 Average travel time (minutes/veh) for links, corridors, and 

the entire network;
•	 Vehicle miles traveled (VMT) during the peak hour for 

each corridor and the network;
•	 Average speed (mph) for each corridor and the network;
•	 Density (veh/mi/lane) for each corridor; and
•	 Breakdown frequency for each corridor.

The results from the 20 simulated days were also used to 
compute an average value for each of these performance mea-
sures and values representing both the 5th and 95th percentile 
confidence levels for each performance measure.

Identification of Alternative 
Improvement Strategies

Figure 4.20 provides a visual overview of the subarea base-
line conditions after completion of the 50-day Regime I 
period.

It is clear that Highway 26 (along the northern edge of 
the study area) and TV Highway (in the center of the study 
area) are both east-west facilities with significant amounts 
of congestion. This is also true in real life: both facilities 

are heavily used by westbound work-to-home commuters  
during the evening peak period, and both facilities also 
provide important regional connectivity services at the 
same time. On the basis of these facts, it was hypothesized 
that the following improvement strategies might be effec-
tive countermeasures and therefore worthy of additional 
investigation:

1.	 Expansion of TV Highway west of Murray Boulevard from 
the existing five-lane cross section to a new seven-lane 
cross section through new construction;

2.	 Addition of two new through lanes in the eastbound and 
westbound directions on TV Highway west of Murray 

Networkwide Simulation Results
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Figure 4.19.  Overview of strategy testing plan under stochastic capacity.

Figure 4.20.  Overview of Portland subarea baseline 
conditions.
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Boulevard, resulting in four through lanes in each direc-
tion of travel;

3.	 Conversion of TV Highway west of Murray Boulevard 
from the existing five-lane cross section to a new seven-
lane cross section through use of narrower lanes and 
shoulders;

4.	 Improved signal timing as well as the addition of a new 
through lane in each direction on Baseline Road (between 
Murray Boulevard and the City of Hillsboro);

5.	 Improved signal timing on Baseline Road plus the intro-
duction of congestion pricing on TV Highway between 
Highway 217 and Murray Boulevard, by adding a $1 sur-
charge to any trip using any part of TV Highway within 
these boundaries during the evening peak hour (5 to 
6 p.m.);

6.	 Expansion of the availability of (and access to) pretrip 
traffic condition reports and information, such that 10% 
of all drivers take advantage of this opportunity (under 
baseline conditions, only 1% of all drivers are assumed to 
consult traffic condition reports/websites before depart-
ing on their trip);

7.	 Expansion in the use of en route information, from 1% 
under existing conditions to 10%.

Evaluation of Alternative  
Improvement Strategies

Each of the seven improvement strategies identified above, in 
addition to a “no change” baseline scenario, was analyzed. Each 
analysis began with traffic volumes and routing path conditions 
set as they existed at the end of the Regime I time period (see 
Figure 4.19). The improvement strategy was then introduced 
and an additional 50 days were simulated. Results data were 
then collected for the last 20 days of this simulation period.

Depending on the particular hardware being used, each 
50-day simulation required between 6 and 13 hours to com-
plete, using 64-bit machines with 16 to 18 GB RAM. More 
specifically, machines with two parallel processors required 
12 to 13 hours to complete a 50-day simulation, whereas 
machines with four parallel processors required 6 to 7 hours 
to complete the same task.

Large output files are produced from each model run. As an 
example, approximately 5 million records relating to link per-
formance characteristics were produced from each model run. 
These records were imported into a query (SQL) database and 
then post processed by using customized but simple routines 
in order to produce the summary results that follow.

Summary of Results

Figures 4.21 through 4.25 present summary results across all 
performance measures for a variety of corridors, for the 

subarea network as a whole, and for three separate O-D pairs. 
The indicated vertical lines depict the 95th percentile confi-
dence interval for the mean value of the MOE and thus are a 
measure of the MOE reliability. Examination of these results 
reveals the following potentially important observations:

•	 Westbound travel time on TV Highway between Highway 
217 and Hillsboro is most positively affected by the conges-
tion pricing alternative. However, this same effect is not 
apparent for the section of TV Highway between Murray 
Boulevard and Hillsboro. Further, the congestion pricing 
strategy had a net adverse effect on travel times within the 
network as a whole.

•	 Network travel time performance benefited the most from 
increasing the percentage of drivers who make use of pre-
trip information, although this particular strategy did not 
significantly improve the travel performance of any of the 
three east-west corridors that were examined.

•	 The reliability of travel times on TV Highway between High-
way 217 and Murray, as defined by the difference between 
the 5th and 95th percentile confidence levels, improved the 
most with the construction of an additional through lane in 
each direction on TV Highway; the provision of an addi-
tional lane and improved signal timing on Baseline Road; 
and increased usage of pretrip information. In other words, 
improvements in travel time reliability were as great with 
some low-cost strategies as was achieved with the construc-
tion of an additional lane, even when average travel time was 
not appreciably affected.

•	 All tested strategies resulted in a fairly significant reduction 
in average corridor density for each of the three corridors 
that were examined. However, this did not always translate 
into a corresponding reduction in average travel time.

These types of findings, which are an outcome of the 
enhanced network operational analysis procedures described 
in this report, provide a more detailed and complete assess-
ment of the effectiveness of operational strategies at a network 
level. It is a significant step forward from the level of informa-
tion produced by traditional transportation planning model-
ing and analysis tools. The types of findings described above 
are useful for not only transportation professionals but also 
decision makers who have responsibility for transportation 
investment decisions in the subarea boundaries.

The analysis reveals some fundamental take-away points 
for transportation professionals who undertake analyses of 
this type:

1.	 Multiple performance measures must be considered in 
order to obtain the most complete assessment of a par-
ticular operational improvement strategy. Levels of ser-
vice and volume/capacity ratios continue to be important, 

(text continues on page 78)
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Figure 4.22.  Performance characteristics of alternative improvement strategies on TV Highway  
(between Murray Boulevard and Hillsboro).
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Figure 4.23.  Performance characteristics of alternative improvement strategies on Baseline Road  
(between Murray Boulevard and Hillsboro).
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of course, but these by themselves do not provide a  
complete or even adequate assessment of an operational 
improvement strategy, particularly in situations where a 
range of improvement strategies is being tested.

2.	 Performance measures must be selected to reflect link, cor-
ridor, and network characteristics. Alternative improve-
ment strategies can have markedly differently effects at the 
link, corridor, and network levels, both individually and 
also relative to one another.

3.	 Evaluations of operational strategies at the network level 
must consider impacts on driver’s route choice. As a result 
of the modeling enhancements made as part of this proj-
ect, the Portland subarea exercise demonstrated the effects 
that operational strategies have on route choice. In some 
cases, operational strategies such as added lanes result in 
capacity increases that attracted vehicles to a particular 
route, whereas other strategies such as traveler informa-
tion shifted demand from congested facilities to routes 
with available capacity. Understanding the relationship that 
capacity enhancements have on demand and vice versa is 
critical for congested networks.

4.	 A representative cross section of corridors and O-D pairs 
should be evaluated. Past analyses have typically been lim-
ited to the particular links and/or corridors within which 
the improvement strategy is implemented. However, the 
results of this demonstration application show that the per-
formance characteristics of other corridors and O-D pairs 
are also likely to be affected and should therefore be taken 
into account.

5.	 The effectiveness of a particular operational improvement 
strategy can only be evaluated within the context of the 
network environment in which it will be implemented. It 
is not possible to accurately estimate the capacity-enhanc-
ing effects of a particular strategy through something as 
simple as a lookup table; so many other factors affect the 

effectiveness of an operational improvement strategy that 
it must be assessed in the context of the network within 
which it is situated.

Travel time reliability is an especially important perfor-
mance measure to consider within a congested or oversaturated 
network. As demand outstrips supply and congestion levels 
increase, it becomes more and more difficult to show significant 
improvements in average travel time through the implementa-
tion of one or more operational improvement strategies. But 
quite often the reliability associated with the average travel 
time will improve with these operational improvements, even 
when average travel times remain virtually unchanged. This is 
a very important benefit because it has the effect of giving more 
discretionary time back to the driving public, just as an abso-
lute reduction in average travel time would have done. It is also 
a benefit that has previously gone unnoticed, unmeasured, 
and/or unreported in analyses of this type.

Summary and Conclusions

The Portland subarea network represents a good venue for 
demonstrating the steps involved in applying the methodolog-
ical enhancements developed in this project to a real-world 
environment. The demonstration described in this chapter has 
also documented the value and effectiveness of this new analy-
sis tool in transforming the way alternatives analyses are con-
ducted and, ultimately, the way important transportation 
investment decisions are made. Important insights have been 
achieved that will positively affect the nature, scope, and scale 
of performance measures used to judge different investment 
strategies.

Reference
1.  Mahmassani, H., and H. Sbayti. DYNASMART-P User’s Guide  

Version 1.2. Maryland Transportation Initiative, 2005.
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C h a p t e r  5

Accounting for the Effects  
of Nonrecurring Congestion

This project provides a practical methodology for assessing 
the ability of various operational strategies, either singly or in 
combination with one another, to forestall or eliminate the 
need to construct additional lane miles of capacity within a 
transportation network. The methodology provides effec-
tiveness assessments about both travel time and reliability at 
the link, corridor, and network levels. It is already integrated 
into two dynamic traffic assignment modeling procedures 
(including the open source program DTALite as well as 
DYNASMART-P) and can be integrated into others as well.

Unfortunately, the usefulness of the methodology is con-
strained by the fact that the modeling environments in which 
it operates do not currently account for crashes, weather, and 
other events that can cause nonrecurring congestion. Non
recurring congestion represents a significant part of the delay 
and frustration experienced by travelers and therefore has 
a substantial impact on both travel time and travel time reli-
ability. Yet, traditional operational models do not account  
for its effects. Additionally, the overall effectiveness of many 
operational strategies, such as those evaluated under Capacity 
Project C05, is misrepresented if only the recurring congestion 
effects are considered. As an example, the use of narrow lanes 
as an operational improvement strategy will typically result 
in more capacity, reduced travel time, and improved reliability 
in an environment where incident effects are not considered. 
But narrow lanes might also increase the potential for crashes, 
thereby reducing their effectiveness if nonrecurring conges-
tion effects are taken into account. As another example, ramp 
metering does not add much in terms of capacity, but it stabi-
lizes flow, lowers the probability of breakdown during demand 
surges, and reduces the potential for crashes. In this case, the 
benefit of ramp metering will be underestimated unless non-
recurring congestion effects are also considered. Therefore, a 
comprehensive assessment of the overall effectiveness of these 

operational strategies needs to account for their effects on both 
recurring and nonrecurring congestion.

Therefore, the research team recommends additional work 
to (a) extend the capability of the DTA methodology to 
include an assessment of nonrecurring congestion effects and 
(b) incorporate this additional capability into at least one 
functional modeling environment.

Approach

Nonrecurring events that significantly affect the travel time and 
reliability of a transportation system can be defined across three 
dimensions:

1.	 The event type (planned versus unplanned);
2.	 The event’s temporal scope (time of onset and duration); and
3.	 The event’s spatial scope (location specific versus areawide).

Some existing DTA platforms, including both DTALite and 
DYNASMART-P, already allow users to specify the location, 
time, and duration of a location-specific planned event (e.g., 
a work zone) and then observe the effects this planned event 
has on network conditions and routing. However, unplanned 
events (such as a crash) and events that have areawide effects 
(such as the onset of a rainstorm) cannot be modeled.

A method for testing the effects of both planned and 
unplanned events should be developed in this further effort. 
With respect to modeling location-specific planned events, one 
approach might be to identify up to five strategies for work 
zones, on the basis of previous SHRP 2 work (particularly Reli-
ability Project L03), and then test the effects of these work zone 
strategies by using DTALite and/or DYNASMART-P.

Additional enhancements are recommended to one or more 
DTA models to incorporate unplanned events such as crashes 
and weather events. For example, crash prediction models can 
be incorporated for freeway and arterial facilities based on 
methods such as those described in AASHTO’s Highway Safety 

Next Steps
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Manual. This will result in a built-in stochastic model to pre-
dict crashes, similar to the stochastic model that is already in 
place for bottleneck capacity. Up to five strategies might be 
identified and tested that affect crash rates (either upward or 
downward) and/or the duration of the crash effects. These tests 
should be conducted on a real-world regional network so that 
reported results can be used to fairly measure the capacity and 
reliability effects at the corridor and network levels.

The results of SHRP 2 Capacity Project C01, as contained  
in the Transportation for Communities—Advancing Projects 
through Partnerships (TCAPP) website, provide the framework 
for an integrated planning and operations model. The results of 
SHRP 2 Capacity Project C05 and Reliability Project L05 will be 
referenced in TCAPP. This will effectively integrate planning- 
and operations-related findings from the SHRP 2 Capacity and 
Reliability program areas and serve as a significant step toward 
the implementation of the research.

Suggested Work Plan

Incorporating the ability to simulate the effects of nonrecurring 
events on network performance into DYNASMART-P (or any 
other tool, for that matter) is not a trivial matter, particularly in 
a stochastic and time-sensitive environment. A work plan that 
is recommended for consideration involves four basic steps:

1.	 Develop and articulate the specific strategy/method for 
representing the effects of nonrecurring congestion in 

one or more DTA models. There are several different 
techniques by which this can be accomplished. Examples  
include the introduction of link-specific disutility functions 
and use of a probabilistic-based simulation process. There 
are also other ongoing efforts in the broad field of non
recurring congestion analysis that may serve as good spring-
boards; an example of this might be some elements of the 
Surrogate Safety Assessment Model that is under investiga-
tion and development at FHWA. A by-invitation workshop 
might be convened with key SHRP 2 safety contractors, 
FHWA representatives, and DTA experts to obtain a critical 
review of the research team’s proposed approach and also 
to receive additional input and guidance before starting 
the coding process. This work effort would reasonably 
require 3 to 4 months to complete.

2.	 Produce the necessary software code to implement the 
selected strategy/method within one or more existing DTA 
models. This is a straightforward process but nevertheless 
requires about 2 to 3 months after taking account of the 
need for testing and debugging.

3.	 Apply the enhanced DTA models to a real-world regional 
network under scenarios that involve selected operational 
strategies applied both singly and in combination. This 
effort is also straightforward and is expected to take about 
2 to 3 months to complete.

4.	 Summarize the results of Step 3 and incorporate the resul-
tant insights and findings into a final report. This final 
activity is expected to take about 2 months to complete.
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A p p e n d i x  A

Supplemental Materials for  
Uninterrupted Flow Facilities

Table A.1.  Information Provided in TransGuide Database

Column Units Description

Date Date of data as MM/DD/YYYY

Time Time of data as HH24:MI:SS

Lane Lane N; N ranges from 1 to the number of lanes at the location.

Roadway Route number and direction

ID Unique detector identifier

Speed Mph Format: Speed = pp

Volume Veh Format: Volume = ppp

Occ % Format: Occ = ppp
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Table A.2.  Information Provided in Bay Area Database

Column Units Description

Timestamp Date of data as MM/DD/YYYY HH24:MI:SS. Note that the time indicates the beginning of the summary 
period. For example, a time of 08:00:00 reports measurements from between 08:00:00 and 08:59:59.

Station Unique station identifier. Use this value to crossreference with metadata files.

District District number

Route Route number

Direction of Travel N S  E  W

Station Type CD = Coll/Dist
FF = Fwy-Fwy
HV = HOV
FR = Off-Ramp
OR = On-Ramp
ML = Mainline

Station Length Segment length covered by the station in miles/km.

Samples Total number of samples received for all lanes.

% Observed % Percentage of individual lane points at this location that were observed (e.g., not imputed).

Total Flow Veh/5-minutes Sum of flows over the 5-minute period across all lanes. Note that the basic 5-minute rollup normalizes flow 
by the number of good samples received from the controller.

Avg Occupancy % Average occupancy across all lanes over the 5-minute period expressed as a decimal number between 
0 and 1.

Avg Speed mph Flow-weighted average speed over the 5-minute period across all lanes. If flow is 0, mathematical average 
of 5-minute station speeds.

Lane N Samples Number of good samples received for Lane N. N ranges from 1 to the number of lanes at the location.

Lane N Flow veh/hour Total flow for Lane N over the 5-minute period normalized by the number of good samples.

Lane N Avg Occ % Average occupancy for Lane N expressed as a decimal number between 0 and 1. N ranges from 1 to the 
number of lanes at the location.

Lane N Avg Speed mph Flow-weighted average of Lane N speeds. If flow is 0, mathematical average of 5-minute lane speeds.  
N ranges from 1 to the number of lanes.

Lane N Observed 1 indicates observed data, 0 indicates imputed.
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Table A.3.  Summary of Fitted Queue Discharge Model

Queue Duration Intervals 
(includes pre-breakdown)

Number of Instances  
(5 queue duration)

Number of Instances  
(<– queue duration)

Fitted Parameters and GOF

GOF with  
c  1,850 and 

 5 0.2

c b R2 RMSE R2 RMSE

2 94   94 1,934 0.1950 0.9116 97.57 0.9092 98.92

3 54 148 1,876 0.1589 0.8676 131.87 0.8655 132.90

4 39 187 1,872 0.1724 0.8658 121.76 0.8647 122.24

5 53 240 1,843 0.1791 0.8415 111.18 0.8410 111.37

6 56 296 1,838 0.1855 0.8228 103.94 0.8225 104.02

7 108 404 1,840 0.2035 0.7759 95.78 0.7757 95.81

8 53 457 1,848 0.2132 0.7441 98.48 0.7438 98.54

9 15 472 1,842 0.2115 0.7379 99.03 0.7375 99.11

10 6 478 1,842 0.2127 0.7306 100.19 0.7301 100.27

11 6 484 1,838 0.2117 0.7282 100.49 0.7277 100.59

12 5 489 1,832 0.2072 0.7318 102.35 0.7312 102.47

13 4 493 1,822 0.1986 0.7445 103.53 0.7437 103.68

14 1 494 1,817 0.1953 0.7467 103.73 0.7459 103.90

19 1 495 1,798 0.1771 0.7724 104.26 0.7707 104.64

Note: GOF = goodness of fit; c = average discharge rate in pc/h/ln; b = linear parameter that models the strength of regression to the mean.
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