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This volume highlights the papers presented at the National Academy of 
Engineering’s 2011 U.S. Frontiers of Engineering Symposium. Every year, the 
symposium brings together 100 outstanding young leaders in engineering to share 
their cutting-edge research and technical work. The 2011 symposium was held 
September 19-21, and hosted by Google at their headquarters in Mountain View, 
California. Speakers were asked to prepare extended summaries of their presenta-
tions, which are reprinted here. The intent of this book is to convey the excitement 
of this unique meeting and to highlight cutting-edge developments in engineering 
research and technical work. 

GOALS OF THE FRONTIERS OF ENGINEERING PROGRAM

The practice of engineering is continually changing. Engineers today must 
be able not only to thrive in an environment of rapid technological change and 
globalization, but also to work on interdisciplinary teams. Cutting-edge research 
is being done at the intersections of engineering disciplines, and successful 
researchers and practitioners must be aware of developments and challenges in 
areas that may not be familiar to them. 

At the 2-½-day U.S. Frontiers of Engineering Symposium, 100 of this 
country’s best and brightest engineers, ages 30 to 45, have an opportunity to learn 
from their peers about pioneering work being done in many areas of engineer-
ing. The symposium gives early career engineers from a variety of institutions 
in academia, industry, and government, and from many different engineering 
disciplines, an opportunity to make contacts with and learn from individuals they 
would not meet in the usual round of professional meetings. This networking 

Preface
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may lead to collaborative work and facilitate the transfer of new techniques and 
approaches. It is hoped that the exchange of information on current developments 
in many fields of engineering will lead to insights that may be applicable in spe-
cific disciplines and thereby build U.S. innovative capacity. 

The number of participants at each meeting is limited to 100 to maximize 
opportunities for interactions and exchanges among the attendees, who are chosen 
through a competitive nomination and selection process. The topics and speakers 
for each meeting are selected by an organizing committee of engineers in the same 
30- to 45-year-old cohort as the participants. Different topics are covered each 
year, and, with a few exceptions, different individuals participate.

Speakers describe the challenges they face and communicate the excitement 
of their work to a technically sophisticated but non-specialized audience. Each 
speaker provides a brief overview of his/her field of inquiry; defines the frontiers 
of that field; describes experiments, prototypes, and design studies that have been 
completed or are in progress, as well as new tools and methodologies, and limita-
tions and controversies; and summarizes the long-term significance of his/her work. 

THE 2011 SYMPOSIUM

The four general topics covered at the 2011 meeting were: additive manu-
facturing, semantic processing, engineering sustainable buildings, and neuro
prosthetics. The additive manufacturing session described how technologies such 
as stereolithography, fused deposition modeling, 3D printing, selective laser melt-
ing, laser-engineered net shape processes, ultrasonic consolidation, and selective 
laser sintering enable layer-wise fabrication of complex parts directly from CAD 
files without part-specific tooling. The presentations included an overview of addi-
tive manufacturing processes and their impact on industrial practice and academic 
research, a description of applications in the aerospace and medical fields, and a 
discussion of the challenges and application frontiers of additive manufacturing.

The explosion of content on the Internet and its growth as a source of informa-
tion requires a deep understanding of Web content. Semantic processing, the topic 
of the second session, refers to high-level information understanding tasks such as 
inferring author sentiment in a particular piece of writing; searching through docu-
ments, images, and videos; or translating text into different languages. Because 
natural language and images constitute the majority of the data on the Internet, 
presenters described semantic processing algorithms that advance understanding 
of word and sentence meaning, relationships, and sentiment; use collaboratively 
generated content to represent the semantics of natural language; and improve 
search for images and video as well as plots, graphs, and diagrams. 

The engineering of sustainable buildings was the focus of the third session. 
This is an area where architects, engineers, and those in the construction indus-
try work together to create buildings that are more energy-efficient, have fewer 
adverse environmental impacts, and provide healthier indoor environments. The 
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four speakers focused on cutting-edge benchmarking for building performance 
and life-cycle-cost assessment, tools that execute more efficient and effective 
design processes, multi-scale modeling for the design of new or renovation of old 
buildings with sustainability in mind, and use of location-based services and social 
networks to drive market transformation for sustainable building.

The symposium concluded with the session on neuroprosthetics, which are 
devices that interface with the nervous system. These technologies are used to 
stimulate the nervous system in order to restore sensory function or to elicit motor 
intention from the brain for artificial prostheses. Talks covered state-of-the-art 
research and clinical studies of retinal implants and how the emerging field of 
optogenetics may address some of the challenges of bioelectronic approaches, 
the current status of brain-computer interfaces (BCI) and how research in cortical 
physiology may enhance BCI-based control, and efforts to understand the biology 
of how the brain processes information in order to apply that knowledge to next-
generation neuroprosthetic applications such as cochlear implants.

In addition to the plenary sessions, the participants had many opportunities to 
engage in informal interactions. On the first afternoon of the meeting, participants 
broke into small groups for “get-acquainted” sessions during which individuals 
presented short descriptions of their work and answered questions from their col-
leagues. This helped attendees get to know more about each other relatively early 
in the program. On the second afternoon, there were presentations by Google staff 
on current work in translation, speech recognition, optical character recognition, 
machine perception, and audio signal processing. 

Every year, a distinguished engineer addresses the participants at dinner 
on the first evening of the symposium. The speaker this year was Dr. Alfred Z. 
Spector, vice president of research and special initiatives at Google, who gave 
a talk on the evolution of computer science. This talk can be viewed at www.
naefrontiers.org. 

NAE is deeply grateful to the following organizations for their support of the 
2011 U.S. Frontiers of Engineering Symposium:

•	 Google
•	 The Grainger Foundation
•	 Air Force Office of Scientific Research
•	 Department of Defense ASD(R&E)-Research
•	 National Science Foundation. This material is based upon work supported 

by the National Science Foundation under grant number EFRI-1108785.
•	 Microsoft Research
•	 Cummins Inc.

NAE would also like to thank the members of the Symposium Organizing 
Committee (p. iv), chaired by Dr. Andrew M. Weiner, for planning and organiz-
ing the event.
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Introduction

Carolyn Seepersad

University of Texas at Austin

Michael Siemer

Mydea Technologies Corp.

Additive manufacturing technologies enable layer-wise fabrication of com-
plex parts directly from CAD files without part-specific tooling. Examples of 
additive manufacturing technologies include stereolithography, fused deposi-
tion modeling, 3D printing, selective laser melting, laser engineered net shape 
processes, ultrasonic consolidation, and selective laser sintering. Selective laser 
sintering, for example, fabricates parts in a layer-wise manner by selectively fus-
ing powdered material in regions defined by the part’s cross-sectional geometry. 
Additive manufacturing offers many strategic advantages, including increased 
design freedom for building complex internal and external part geometries that 
cannot be made in any other way and the abilities to rapidly iterate through design 
permutations, build functional parts in small lot sizes for end-user customiza-
tion or bridge manufacturing, and repair expensive parts for aerospace and other 
industries. 

Brent Stucker (University of Louisville) begins with an overview of additive 
manufacturing processes and their impact on industrial practice and academic 
research. He provides insight on the basic principles of additive manufacturing, 
the frontiers of our capabilities for fabricating functional parts, and the impact that 
additive manufacturing is having on design and manufacturing. Next, Brett Lyons 
(Boeing) describes a number of additive manufacturing’s applications in the aero-
space industry. Some of its industry-changing capabilities include lightweighting 
via part reduction and honeycomb-like structures and development of flight-ready 
materials with aerospace levels of repeatability and reliability.

Additive manufacturing has the potential to revolutionize the medical indus-
try by fabricating implants, prosthetics, orthotics, and other devices that are cus-
tomized for an individual user’s body. For example, Walter Reed Army Medical 
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Center is currently fabricating customized cranial implants for injured soldiers, 
with titanium implants customized for a specific patient’s cranial profile and 
injury. In the third paper, Andrew Christensen (Medical Modeling Inc.) discusses 
medical applications of additive manufacturing.

The final paper by Hod Lipson (Cornell University) describes the chal-
lenges involved in designing parts for additive manufacturing, including the need 
for advanced design techniques and tools that can tailor not only the shape of 
additively manufactured objects but also their composition and functionality. He 
discusses some of the application frontiers of additive manufacturing, including 
biological, culinary, and mechatronics applications. 
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Additive Manufacturing Technologies: 
Technology Introduction and  

Business Implications

Brent Stucker

University of Louisville

INTRODUCTION

Additive manufacturing (AM) technologies have finally hit the mainstream. 
After 25 years of development as “rapid-prototyping” techniques, the industry 
is transforming into a manufacturing-focused enterprise. Today, when you walk 
the trade show floors and attend industry conferences, there are more than just 
engineers and manufacturers walking around. You also bump shoulders with 
investment bankers, venture capitalists, and do-it-yourself enthusiasts. A recent 
National Geographic video has gone viral on the Internet, showing the potential 
for 3D printing of a crescent wrench. So many people have seen the video and for-
warded its link via email that some recipients assumed it must be a viral hoax, and 
snopes.com (the email hoax-tracking website) had to confirm the reality of “3D 
printing.” Within the past year the Economist, the New York Times, Standard & 
Poor’s, Wired magazine, and others have all written about 3D printing techniques. 

So what is the hype all about? Many believe additive manufacturing is revo-
lutionary and has the potential to transform manufacturing in the same way that 
Web 2.0 transformed cyberspace (the transition of the Internet to user-driven 
content, such as Facebook, Twitter, LinkedIn, etc.). As consumers begin to see the 
potential for creating their own manufactured goods using additive manufactur-
ing, Factory 1.0 (production of physical goods by companies and manufacturing 
experts) will transform to Factory 2.0 (production of physical goods by con
sumers), thus permanently transforming the manufacturing landscape.
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ADDITIVE MANUFACTURING

Additive manufacturing techniques are a collection of manufacturing pro-
cesses that join materials to make physical 3D objects directly from virtual 
3D computer data. These processes typically build up parts layer by layer, as 
opposed to subtractive manufacturing methodologies, which create 3D geometry 
by removing material in a sequential manner. In 2009, after more than 20 years 
of confusing terminology, the ASTM International F42 Committee on Additive 
Manufacturing Technologies defined additive manufacturing as the “process of 
joining materials to make objects from 3D model data, usually layer upon layer, 
as opposed to subtractive manufacturing methodologies.” These technologies 
were also called rapid prototyping, direct digital manufacturing, solid freeform 
fabrication, additive fabrication, additive layer manufacturing, and other similar 
technology names over the years. In the technical community, an international 
consensus has coalesced around the use of “additive manufacturing,” whereas in 
the popular press the technologies are known as “3D printing.” 

Every existing commercial AM machine works in a similar way. First a 3D 
computer-aided design (CAD) file is sliced into a stack of two-dimensional planar 
layers. These layers are built by the AM machine and stacked one after the other 
to build up the part (Figure 1). Today, there are seven different approaches to AM, 
and dozens of variants of these approaches. As most of these approaches were first 
patented in the late 1980s and early 1990s, in many cases the fundamental process 
patents have expired or are expiring soon—thus opening up the marketplace for 
significant competition in a way that was impossible over the past 20 years due 
to intellectual property exclusivity. 

The remainder of this paper provides an overview on the seven differ-
ent approaches to AM, followed by a discussion of the business trends and 
opportunities afforded by AM techniques. The breakdown of AM processes 
into the following seven categories is based upon the work of the Terminol-
ogy Subcommittee of the ASTM F42 committee. At the time of the writing 
of this paper this categorization is being balloted, and thus the final names of 
these categories are subject to change as the standards-development consensus 
process proceeds. 

Material Jetting

Material jetting is the use of inkjet printers or other similar techniques to 
deposit droplets of build material that are selectively dispensed through a nozzle 
or orifice to build up a three-dimensional structure. In most cases these droplets 
are made up of photopolymers or wax-like materials to form parts or investment 
casting patterns, respectively. These processes are truly 3D-printing machines, 
as they use inkjet and other “printing” techniques to build up three-dimensional 
structures. 
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Desired Shape Actual Shape from Additive 
Manufacturing Machine

FIGURE 1  Layered approach to AM. 

Photopolymers are useful materials for material jetting because they trans-
form from a liquid to a solid in the presence of light. Photopolymers can be tuned 
to cross-link and harden in response to different wavelengths of light, and for AM 
they typically transform in the visible or ultraviolet wavelength ranges. 

Material-jetting techniques often use multiple arrays of printheads to print 
different materials. The most common reason for printing two materials is for 
one of the materials to be used as the “build” material, while the second material 
is used as a “support” material. For 3D geometry that includes channels, voids, 
or overhanging structures, a support must be built below any overhanging sur-
faces (as droplets have to land on something to keep them in a fixed location; see 
Figure 2). When a secondary support material is used, a water-soluble material 
is commonly used so that the supports can be removed by immersing the part in 
a water-based liquid.

Material jetting is capable of printing multimaterial and gradient-material 
structures. Applications of multimaterial parts range from parts with controlled 
hardness and flexibility to parts with differing electrical properties in various 
regions to tissue-engineered structures with different biological properties in dif-
ferent regions of the part. 

Binder Jetting

Binder-jetting techniques also use nozzles to print material, but instead of 
printing with the build material, the printed material is “glue,” which holds powder 
together in the desired shape. A binder-jetting process starts by first depositing 
a thin layer of powder. A printhead is then used to print a glue pattern onto the 
powder, thus forming the first layer. A new layer of powder is deposited and glue 
is printed again. This pattern is repeated until the part is completed.
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FIGURE 2  Thermojet wax manifold. Note the supports. 

Two benefits of binder jetting are its speed and its lack of need for secondary 
support materials. Since the majority of the volume of the part is made up of the 
powder material, only a small fraction of the volume of the part needs to be depos-
ited from the printheads. As a result, a layer can be formed very quickly (using 
arrays of printheads)—often in a matter of seconds. The powder that surrounds the 
part being formed will naturally act as a support for any subsequent overhanging 
geometries, and no secondary support materials are necessary.

The only commercially available full-color 3D printing machines are binder-
jetting machines. A binder-jetting machine can be set up in such a way that a 
complete color spectrum can be printed layer-by-layer. This enables assembled 
parts to be produced in the intended colors (for marketing purposes) and for 
graphics, labels, and other visual features to be directly printed onto a part as it 
is being produced (Figure 3).

Photopolymer Vat

Photopolymer vat processes involve selective curing of predeposited photo-
polymers using some type of light source. Stereolithography, the first patented 
and commercialized AM process, works by scanning a laser across the surface of 
a vat of photopolymer. A platform is raised to just one layer thickness below the 
surface of the liquid. The laser scans the first cross-sectional layer, attaching the 
layer to the platform. The platform is lowered within the vat one layer thickness 
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FIGURE 3  ZCorp 3D printed layer. Glue is printed inside the blue contours of the part layer. 
Color figure available online at http://www.nap.edu/catalog.php?record_id=13274.

(and material flows over top of the previously formed layer, or is formed over the 
previous layers using a blade or deposition device), and the process repeats until 
the part is completed. Photopolymer vat techniques give some of the best accura-
cies and surface finishes of any AM process.

Some photopolymer vat technologies have been developed to use digital light 
processing projectors to project an image of the layer on the surface of the vat, 
thus cross-linking the photopolymer and converting the entire layer from a liquid 
to a solid simultaneously. 

Photopolymer vat technologies require a support network to be built for over-
hanging structures, otherwise these structures are subject to breaking or deform-
ing. These supports are made from the same material that the part is made from, 
so these supports must be cut away after the part is completed. 

Material Extrusion

The largest installed base of AM techniques is based upon material extru-
sion. Material-extrusion machines work by forcing material through a nozzle in a 
controlled manner to build up a structure. The build material is usually a polymer 
filament that is extruded through a heated nozzle—an automated version of the 
hot-glue gun used for arts and crafts. After a layer of material is deposited by 
the nozzle onto a platform, the platform either moves down or the nozzle moves 
up, and then a new layer of material is deposited. 
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In instances where two nozzles are installed in a machine, one of the nozzles 
is typically used to deposit a water-soluble support material. Three or more 
nozzles are sometimes used in machines designed for tissue-engineering research, 
so that scaffolds and other biologically compatible materials can be deposited in 
specific regions of the implant.

The simplicity of material-extrusion machines makes them suitable for 
in-office and home environments. Today, thousands of inexpensive extrusion 
machines, ranging in price from $700 to $3,000, are sold each year to do-it-
yourself enthusiasts, small companies, educational institutions, and hobbyists. 
This proliferation of low-cost AM machines is a major reason for the current 
mainstream interest in 3D printing.

Powder Bed Fusion

Powder-bed-fusion machines work in a manner similar to binder jetting; 
however, instead of printing glue onto a layer of powder, thermal energy is used 
to melt the powder into the desired pattern. In most machines a laser is used to 
melt polymer or metal powders to build up three-dimensional objects. Another 
common variant is the use of an electron beam to melt metal powders. 

In the case of polymer powders, the powder surrounding the part being built 
makes possible the creation of complex three-dimensional objects without sup-
ports. However, for metal powders, the thermal shrinkage of metal parts during 
solidification causes the parts to warp; supports are used to attach the part to a 
thick metal baseplate to maintain the accuracy of the parts and restrain them from 
warping. These metal supports are machined off after the part is completed. 

Powder-bed-fusion machines are the most commonly used AM machines 
for the creation of end-use parts for highly engineered products. Polymer and 
metal parts made using these techniques are becoming widely used in aerospace, 
defense, and other highly engineered systems.

Directed Energy Deposition

Directed-energy-deposition machines melt material with a laser or other 
energy source as material is being deposited. These machines work similarly to 
material-extrusion machines except that, instead of melting the material with a 
nozzle, the wire or powder feed material is melted as it is being deposited onto 
a part (Figure 4). 

In order to make parts with overhangs, directed-energy-deposition systems 
need to use either a five-axis deposition system (so that material can be deposited 
from any orientation) or a secondary support material. Because these systems are 
typically used to make metal parts or metal-ceramic composite structures, any 
supports that are used require machining to remove them.

Directed-energy-deposition processes are used primarily to add features 
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to an existing structure (such as adding strengthening ribs onto a plate) or for 
repair of damaged or worn parts. In most cases these processes are used to build 
up metal structures, and thus they are commonly referred to as metal-deposition 
AM machines.

Sheet Lamination

Sheet lamination techniques work by cutting and stacking sheets of material 
to form an object. This approach has been used with paper, plastic, and metal 
sheets to build up wood-like, plastic, and metal parts, respectively. A binder is 
typically used to bond paper and plastic sheets, whereas welding (either thermal 
brazing or welding, or ultrasonic welding) or bolting of sheets together is typi-
cally used for metals. Additionally, sheet lamination has been used with ceramic 
and metal green tapes (e.g., powder held together by a polymer binder in the form 
of a sheet of material) to build up structures that are later fired in a furnace to 
achieve a dense part. 

Hybrid and Direct-write AM

In some instances multiple AM techniques are combined within the same 
machine or AM is combined with subtractive techniques such as computer 
numerical control milling or laser cutting. For instance, by combining a simple 

FIGURE 4  Trumpf machine depositing metal from powder (across a curved surface). 
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horizontal milling head into a material-jetting machine, Solidscape has created a 
popular line of high-precision wax printing machines with layer thicknesses of 
0.0005 in. that are heavily used in the jewelry industry to create wax patterns for 
custom jewelry. 

Several AM techniques have been modified to work at a small scale to deposit 
passive electronic structures (conductors, insulators, resistors, antennas, etc.). 
These techniques are often known as direct-write techniques and, for instance, 
use electronic “inks” that contain nanoparticles or other additives that result in 
electronic properties after drying, thermal decomposition, or other post-treatment. 
By combining direct-write techniques with other AM techniques it becomes pos-
sible to create multifunctional 3D-embedded electronic structures on a layer-by-
layer basis that combine structural, thermal, electronic, and other functions into 
a single component.

BUSINESS IMPLICATIONS OF AM

AM has made a significant impact on manufacturing design over the past 
25 years as rapid-prototyping techniques. The ability to create three-dimensional 
objects directly from CAD data allows designers to print out 3D representations 
of their designs for form, fit, and functional testing during the design process. This 
reduces the time needed to prototype new designs and enables more optimized 
designs to propagate through to manufacturing, catching errors before committing 
to costly mass-production tooling and assembly lines.

The layer-by-layer approach of AM is particularly well suited for highly com-
plex geometries, including geometries with internal passageways, undercuts, and 
features that are difficult or impossible to make using traditional manufacturing 
techniques. For small, highly complex objects, AM powder-bed-fusion processes 
are sometimes cheaper than injection molding for volumes of parts approaching 
100,000 components. However, the larger the part or the simpler its geometry, the 
more cost-effective traditional manufacturing processes become, compared to AM. 

AM is well suited for parts with complex geometries that are made in low 
volumes or for personally customized geometries. For instance, AM is used today 
in many aerospace systems, including the Space Station, microsatellites, F-18 
fighter jets, Boeing 787 aircraft, and more, and for custom dental aligners and 
hearing aids. AM techniques are commonly used as assembly jigs and fixtures 
by BMW and others to enable more ergonomic, accurate, and quick assembly of 
automobiles.

One of the key benefits of AM techniques is that there is no tooling or spe-
cialized hardware needed for any individual component. Each and every part can 
be unique from the part created just before or after it. A manufacturer can thus 
distribute AM machines near to the point of assembly or to the end customer, 
dramatically changing the logistics and distribution models for manufacturing  
rather than concentrating manufacturing where tooling is located. Since AM 
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involves little human involvement to create a part, there is no longer an incentive 
to offshore manufacturing to a region of low-cost labor. As a result, onshoring is 
the standard for AM.

One particularly good opportunity for AM techniques is in the area of spare 
part production. If an out-of-production component is needed, a scanning tech-
nique can be used to capture the geometry of a broken part, modifications can be 
made to the CAD file, and a replacement part can be printed out. This is increas-
ingly being used by people who restore automobiles, aircraft, defense systems, 
and other machines that were designed and built decades ago for which there are 
no CAD drawings or tooling available to make a replacement part and/or where 
the original manufacturer is no longer in business.

PERSONAL MANUFACTURING

AM is today where personal computing was in the late 1970s and early 
1980s. AM is starting to move from the “mainframe” manufacturing arena into 
the “personal” manufacturing arena. In 2010, more than 5,978 “personal” AM 
machines were sold (all material-extrusion machines, most of which are sold for 
between $700 and $1,500), as compared to an estimated 6,164 other AM systems. 
In 2007, when personal AM machines first became available, only 66 personal 
AM machines were sold compared to 4,938 other AM systems (Wohlers, 2011). 
Thus, even though mainframe AM systems are growing at a respectable rate, the 
personal AM market has grown explosively. From an economic standpoint, as 
personal AM machines are sold at a cost of between 0.1 and 10 percent of the cost 
of other AM machines (with a commensurate lack of speed, accuracy, materials 
flexibility, etc.), the personal market is still a small portion of the overall AM 
market. However, explosive growth has caught the eye of many investors and 
companies, who are starting to make plans to enter the market. 

ENTREPRENEURSHIP

A comparison of 3D printing to 2D printing is commonly used to under-
stand the potential for AM. For 2D printing, there is a relatively stable mix 
of high-volume printers (e.g., newspapers, magazines, advertisements, etc.), 
medium-volume printers (e.g., digital photocopiers), and low-volume printers 
(e.g., laser and inkjet printers). In the same way that a consumer can purchase a 
mass-produced poster, print their own photos at Walmart, or use their own inkjet 
printer at home, 3D printing will likely be used by major manufacturers in facto-
ries, local suppliers in neighborhood 3D print shops, and within peoples’ homes 
in the near future. 

For AM, entrepreneurial opportunities include the development of new AM 
machines, supplying AM-produced components to major manufacturers, printing 
designs for consumers, selling unique designs for people to print at home, and more. 
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Thus, AM offers entrepreneurs the opportunity to develop new hardware, software, 
and services that either supplant existing products or introduce completely new 
products. For instance, entrepreneurs have started companies that develop and sell 
personal AM machines (www.makerbot.com), provide web portals for designers 
and consumers to sell and buy parts (www.shapeways.com; i.materialise.com), 
provide customized dental aligners (www.aligntech.com), sell unique artistic (www.
bathsheba.com) and consumer products (www.freedomofcreation.com), and more. 

AM enables designers and entrepreneurs to start selling products without their 
own brick-and-mortar infrastructure. This is a new paradigm in manufacturing. 
Instead of requiring investors to provide startup capital, a creative person can cre-
ate and sell unique goods without ever buying a manufacturing machine or paying 
for the development of a mold or tool. This means that the barrier to market for 
entrepreneurial activity in AM is very low and the distinguishing factor between 
successful and unsuccessful entrepreneurs may often have more to do with their 
ability to create marketing momentum through social media than their ability to 
secure venture capital or other financing. This means that entrepreneurs who are 
creative and understand the capabilities, benefits, and limitations of AM will have 
an edge over others.

CONCLUSIONS

AM technologies have the potential to create a new type of industrial revo-
lution. AM is moving far beyond rapid prototyping in many industries. In the 
same way that the Internet has democratized the creation and distribution of 
information, AM has the potential to democratize the creation and distribution 
of physical goods. The ability to create customized, geometrically complex 
parts without tooling lowers the barriers for entrepreneurial activity and gives 
designers never-before-available opportunities for optimized design. Today AM 
is crossing the barrier from a specialized set of manufacturing and design tools 
into the regime of “personal” manufacturing. Those who are able to capitalize 
upon new business models involving physical goods might very well be the 
“Internet billionaires” of the future.
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Additive Manufacturing in Aerospace: 
Examples and Research Outlook

Brett Lyons

The Boeing Company

This paper presents an industrial view on the use of additive manufacturing 
for production of aircraft components and provides research examples that show 
the direction of related development. The advantages of additive manufacturing 
are becoming broadly recognized, and the stringent requirements found in the 
aerospace industry provide the context required to develop these complex pro-
cesses to the level of robust performance established by traditional manufacturing 
methods.

INTRODUCTION TO AEROSPACE REQUIREMENTS  
FOR ADDITIVE MANUFACTURING

Additive manufacturing (AM) processes are unique in their ability to form 
the final part desired without any intermediate tooling. Additive processes such as 
selective laser sintering (SLS) begin with a computer-generated three-dimensional 
design of a given part. The part is then digitally segmented into very thin layers, 
which are selectively solidified in the machine, layer by layer. This ability to 
“grow” parts allows for designs with such complexity that they cannot viably be 
built with other processes. This approach to manufacturing removes the need, 
cost, and delay associated with tooling. Even with increasing rates of aircraft 
production (The Boeing Company, 2011), aerospace companies have numerous 
parts that are produced in very low quantities, making these tool-less processes 
attractive from an economic perspective (Ruffo et al., 2006). The use of AM 
provides a host of benefits, many of which are being recognized even in general 
media (The Economist, 2011).

From an aerospace and defense (A&D) design perspective, the weight of the 
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part is often the deciding design factor for choice of material and manufacturing 
process use. Also, the uncompromised need for safety in air travel adds a long list 
of complex requirements, even for the simplest part. To consistently produce parts 
with identical and understood properties, the material and the process used to form 
it must be understood to a very high level. This complicated aerospace manufac-
turing context, which blends low-volume economics with acute weight sensitivity 
and the need for highly controlled materials and manufacturing processes, has led 
to the development of knowledge within The Boeing Company required to safely 
transition AM from the laboratory and model shop onto the factory floor.

To begin to understand the foundation of requirements placed on a commer-
cial aircraft part, one can look to the U.S. Federal Aviation Regulations, which 
must be met before a Type Certification can be issued for a given aircraft series, 
required for entry into service with an airline (Federal Aviation Administration, 
2011). While this set of regulations is very extensive and detailed, the single most 
pertinent language within the context of an AM review can be found in Title 14, 
Section 25, Subpart D, Subsection 25.605: “The suitability and durability of mate-
rials used for parts, the failure of which could adversely affect safety, must (a) Be 
established on the basis of experience or tests; (b) Conform to approved specifica-
tions (such as industry or military specifications, or Technical Standard Orders) 
that ensure their having the strength and other properties assumed in the design 
data; and (c) Take into account the effects of environmental conditions, such as 
temperature and humidity, expected in service.” This brief but clear requirement is 
one of many that leads to the incredible safety record of commercial air transpor-
tation and also provides the impetus to rigorously study new fabrication methods 
such as SLS. Each A&D manufacturer will have internal specifications or will 
look to established standards organizations for data that allow accurate design of 
components from a given material, based on minimum allowable performance. 
Examples of material performance factors that are considered for even the sim-
plest of components include specific strengths, fatigue, creep, use temperature, 
survival temperature, several tests of flammability, smoke release and toxicity, 
electric conductivity, multiple chemical sensitivities, radiation sensitivity, appear-
ance, processing sustainability, and cost.

USE OF ADDITIVE MANUFACTURING IN AEROSPACE

Within Boeing, both military (Hauge and Wooten, 2006) and commercial 
(Lyons et al., 2009) programs use SLS to produce lightweight, highly integrated 
systems and payload components, as seen in Figure 1, that eliminate nonrecurring 
tooling costs and provide for life-cycle production flexibility. Since the first 
implementations on Boeing aircraft, the use of SLS has grown organically within 
a large number of programs. This is primarily due to its ability to produce thermo
plastic parts that are lightweight, nonporous, thin-walled, and highly complex 
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FIGURE 1  Photograph and illustration of laser-sintered air ducts. 

geometrically and to do so in an economical fashion. These properties also led to 
the frequent use of SLS within the burgeoning field of unmanned aerial vehicles.

With weight being a critical factor, the very thin walls and complex designs 
possible in SLS are attractive for replacement of parts typically made through 
established processes such as rotational, injection, or polymer matrix composite 
molding. To take advantage of SLS, one must have a firm understanding of the 
extreme four-dimensional energy input gradients that exist during processing. For 
example, typical SLS machines use 75-watt CO2 lasers that have a 500-µm spot 
size. That laser spot moves at up to 10 meters per second, over layers of nylon 
powder only 100 µm thick, with each layer being completed in approximately 
60 seconds. The thorough description and efforts to simulate the details of the 
energies present in the SLS process can be found in the literature (Franco et al., 
2010). This unique manufacturing context requires that any aerospace company 
develop in-depth knowledge of the materials and process used in order to draft 
commercially efficient specifications.

EXAMPLES OF AEROSPACE-DRIVEN RESEARCH IN AM

To build parts with repeatable mechanical properties and dimensional con-
trol, the temperature distribution across the part-building platform must be held 
at as even a temperature as possible. In order to accomplish this and reduce scrap 
rates, The Boeing Company and its partners at the University of Louisville and at 
Integra Services International (Belton, Texas) developed a patented method for 
zonal control of the part bed temperature in SLS equipment (Huskamp, 2009). 
The multizone, near-infrared (IR) wavelength heating elements, seen in Figure 2, 
provide the fast response and spatial resolution required to maintain even part bed 
temperature. This invention, when paired with real-time IR imaging, provides a 
significant improvement in thermal control. This level of thermospatial control 
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FIGURE 2  MZ heating (top), SLS part bed (middle), and same parts seen via infrared 
thermography during laser scanning (bottom). 
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has had to become more advanced than that found in most other thermoplastic 
processing methods. 

Another example of an aerospace-driven AM need being met by researchers 
can be seen in the emergence of flame-retardant polyamides. When considering 
that many polymers are derived from fossil fuel-based hydrocarbon feedstocks, 
the concept of a related chemistry being self-extinguishing when exposed to flame 
is impressive. That characteristic is required, to a greater or lesser degree, of all 
polymer materials used on the interior of commercial aircraft. To gain the weight 
and manufacturing benefits provided by SLS on its commercial aircraft, Boeing 
collaborated with its suppliers to develop the first material that could be laser 
processed and that passed the required flammability tests (Booth, 2010).

CURRENT AREA OF DEVELOPMENT

Progress has been made to increase the number of AM applications in aero-
space, which has identified three new performance challenges for SLS polymer 
materials. The operating requirements of programs such as F-35 and 787 have 
put requirements on the AM community to develop materials that can (a) oper-
ate at higher temperatures, (b) have significantly better flame resistance, and 
(c) offer an adjustable degree of electrical conductivity (Shinbara, 2011). These 
new physical performance targets must be met while maintaining as many of the 
attributes already established by SLS polyamide materials as possible. Those 
attributes include mechanical toughness, resistance to chemical attack, ultraviolet 
radiation resistance, dimensional fidelity, and viable economics. Such a material, 
if developed successfully, could have a wide range of applications within and 
beyond aerospace. Two of the most notable non-aerospace applications for new 
high-performance polymers in SLS are the potential use in medicine for implants 
and devices (Schmidt et al., 2007) and low-volume automotive production.

As is historically the case when a new technology is enabled and near transi-
tion to useful service, numerous parties from many industrialized nations can be 
seen working on the same technical problem simultaneously. Researchers in the 
United States, Germany, Japan, and the United Kingdom have made the deepest 
investigations into developing high-performance polymers for SLS (Hesse et 
al., 2007; Kemmish, 2010). There are many high-performance polymers that are 
attractive for development from a cost perspective; however, the cost of testing 
required by aerospace makes multiple, simultaneous material development efforts 
cost prohibitive. Because of the known performance of the polyaryletherketone 
(PAEK) family of materials, they are viewed as the lowest-risk option for current 
development. The PAEK family includes different chemistries such as poly-
etherketone, polyetheretherketone, and polyetherketoneketone. The choice of a 
PAEK as the next material family to be developed is based on factors inherent 
to its chemistry, including very good flammability and chemical resistance, low 
moisture sorption, good mechanical performance, good resistance to creep and 
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fatigue, compatibility with several methods of sterilization, and numerous material 
grades and suppliers to choose from.

Owing to the comparatively small size of the SLS market and the cost 
of developing new polymer chemistries, raw materials for SLS are typically 
selected from commercial-off-the-shelf (COTS) grades. These COTS materials 
have been designed for other applications such as coatings, films, or rotational 
molding. While injection molding and other methods of polymer processing can 
make use of both heat and pressure to form a part against the surface of a mold, 
AM processes have to rely primarily on thermal energy input. Viable materials 
for additive processes must have very specific viscosity and other properties to 
be successfully processed. To begin generating material performance test data, a 
processable material form must first be developed. 

The development of a viable PAEK-SLS material is an area of competitive, 
industrial research at this paper’s time of writing, so specific information from 
any one party is generally not published. However, the comparison of established, 
well-understood polyamides (PAs) to the PAEK family shows the problem space 
of engineers working in this field. Table 1 provides comparative thermal proper-
ties of lower-temperature PA and PAEK materials, as found in the literature and 
in manufacturer-published information (Kemmish, 2010; Kohan, 1995). 

By understanding and comparing the bulk thermal properties of these two 
material families, one can begin to understand how differently they will behave 
within the SLS process. One such comparison can be seen when the amount of 
energy required to heat the material is considered. To process a PA powder, the 
lower melt temperature combined with the lower specific heat (the amount of 
energy required to heat a given mass of material one degree Kelvin) indicates that 
the effort required to achieve a given viscosity with heat input is much lower for 
a PA than for a PAEK. The PAEK must be heated to twice the temperature just 
to approach melt and will require almost twice the energy per degree of heating. 
This is further complicated in SLS processing, as the transient heating retirements 
of each layer must not change drastically.

A second comparison is the ratio of specific heat to the heat of fusion (the 
energy flux exhibited in the transition from solid to liquid, and vice versa). In 
the SLS process, the polymer powder is heated in stages from ambient condi-

TABLE 1  Comparison of PA and PAEK Family Thermal Properties

Material

Melt 
Temp 
°C

Glass 
Trans. 
Temp 
°C

Specific 
Heat 
J/g K

Heat of 
Fusion 
(100% 
crys.) 
J/g

Thermal 
Conductivity 
W/m K

Thermal 
Expansion 
(ppm/Tg 
°C)

Specific 
Gravity g/cc 
(crystalline)

PA 180-186 42-55 1.26 226 0.19 85 1.03

PAEK 300-375 145-165 2.20 130 0.26 60 1.30
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tions to very near the melt point. PA has a lower ratio of specific heat to heat of 
fusion than the PAEK family of materials (1.26/226 compared to 2.20/130). This 
is important because, despite best efforts, there is some gradient of energy input 
and temperature across the building area at any given time. If a material has a very 
gradual transition into melt, such as fully amorphous polymers, it can be difficult 
to feed smoothly onto the machine’s part-building area.

This ratio of specific heat to heat of fusion gives an indication of how easily 
a given material can be heated to near the melt point, across the whole part bed, 
without fusing particles together. The closer to the melt point the material can be 
fed into the machine, the lower the energy input requirements are on the laser for 
heat input that transitions the material into the melt region. The lower the require-
ment put on the laser for energy input, the lower the risk of polymer degradation. 
This is because within the CO2 laser spot there is a roughly Gaussian distribution 
of energy, the peak of which can cause degradation.

Also tied to this comparison is the speed at which the laser draws each layer 
of the part. With a given energy input requirement put on the laser per the above 
comparison, the layer can be drawn with faster or slower laser scan speeds. The 
scan speed affects the overall per-layer time which, in addition to the proportion 
of preheat to laser energy required, results in a variable temperature distribution 
and cooling rate across a part’s cross section, per given layer. If too long a time 
has passed between the start and stop of a given layer and too high of an energy 
demand is put on the laser, sections of that layer will have cooled faster than others 
and, in turn, will have shrunk nonuniformly. Dimensional distortion can result if 
too high a cooling gradient exists relative to recrystallization temperature, thermal 
conductivity, coefficient of thermal expansion, and a host of other material factors.

A thorough description of the interaction between just the properties shown 
in Table 1 is beyond the scope of this paper, but the three examples give a window 
into the problems currently being solved by AM researchers. Thankfully, despite 

FIGURE 3  Examples of parts of PEAK materials processed via SLS. 
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all of these complexities, multiple parties are reporting success with the process-
ing of PAEK materials via SLS, as can be seen in Figure 3.

MOVING FORWARD

Beyond new higher-performance polymers, numerous research frontiers exist 
within AM. Separate from the specific material development identified earlier, 
AM equipment must transition from comparable low-reliability laboratory-
grade equipment to hardened, cost-effective, high-temperature industrial-grade 
machines. The AM industry can look to its predecessors in injection molding 
and computer numerical control machining for examples of how to establish new 
manufacturing technology and the supporting business case. The unique material 
requirements posed by AM processing have, during the technology’s infancy 
phase, tied machine manufacturers to material and even part sale activity. While 
this has provided a good revenue source to support the new companies, it has also 
impeded new applications by making new material development difficult for all 
but the largest of users and material companies. This dependence on material and 
part sales, and nonproductive patent litigation, has also distracted the machine 
manufacturers from improving upon their equipment with an eye toward higher-
volume, economical industrial manufacturing. Equipment manufacturers such as 
Toshiba, Haas Automation, MAG, Husky, and Arburg do not rely on material or 
part sales to bolster their equipment business, and if the AM industry is to grow 
successfully it might look to their business models and history for reference.

Beyond polymers the use of metals in AM for aerospace is equally as com-
plex and exciting. Leading the way in direct metal part manufacturing have been 
engine manufacturers. While direct part manufacturing is a highly dynamic field, 
the leveraging of AM’s ability to create highly complex shapes is very applicable 
to tooling for both metal and composites components. New tooling-focused 
machines, processes, and materials are being actively developed that leverage the 
process benefits of AM while delivering the performance of cast metals (Halloran 
et al., 2010) or long-fiber-reinforced composites (Wallen et al., 2011).

Independent of material or processing conditions, the analysis of complex 
geometries that can be built only with additive methods is also an active and 
important area of research. Even with material test data generated, the types of 
structures that AM can build, such as the trussed airfoils seen in Figure 4, are 
difficult to analyze for predictive behavior. This field of study is generating new 
software tools for the generation and predictive analysis of complex structures, 
such as three-dimensional trusses (Engelbrecht et al., 2009).

These descriptions of current research areas, along with examples such as 
Boeing’s use of SLS on commercial and military aircraft, show that the aerospace 
industry has the opportunity to lead, and responsibility to contribute to, this revo-
lutionary field of manufacturing technology.
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FIGURE 4  Two complex truss examples that indicate the difficulty of predictive analysis. 
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Additive Manufacturing Is Changing Surgery

Andrew M. Christensen

Medical Modeling Inc.

ABSTRACT

Additive manufacturing (AM) is changing how surgery is performed. Over the 
past two decades relatively small, continuous advances have pushed forward the 
concept of using AM as part of the surgical treatment of conditions ranging from 
arthritis of the hip or knee to ablation of malignant tumors of the head and neck. 
Historical uses of AM in medicine have been primarily limited to custom anatomi-
cal models based on medical imaging data and prototyping instruments for new 
designs (Figure 1). Today’s trend for treatment is toward surgery that is not “one 
size fits all” but surgery that is now tailored to the exact needs of each patient. 
AM plays a key role in making this happen in a time- and cost-efficient manner 
based on its built-in ability to create objects of almost unlimited complexity. This is 
evidenced by new applications for patient-specific surgical instrumentation whose 
design is driven by that patient’s surgical plan and AM techniques that allow for 
direct output of implantable metals.

BACKGROUND

Historically the use of additive manufacturing as applied to surgery was 
mostly related to manufacturing of surgical planning models based on patient-
specific medical image data (Mankovich et al., 1990). These “3D x-rays” allow 
surgeons to more closely evaluate complex anatomical structures before they 
enter the operating room. Most times these models depict hard-tissue anatomy 
(i.e., bone structures) and are used (a) to visualize anatomy preoperatively, (b) to 
allow for surgical simulation such as creation of bone cuts, or (c) for prebending 
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FIGURE 1  Images of typical medical-image-based models used in planning for surgery 
of the head and neck. Source: Courtesy of Medical Modeling Inc.

or sizing of off-the-shelf implant components, which can be “customized” to fit 
the bone model. 

In the late 1980s came the introduction of the first commercial additive 
manufacturing process called stereolithography (SL or sterolithography appa-
ratus [SLA]). Stereolithography offered immediate access to creating models of 
almost unlimited complexity from a three-dimensional computer-aided design 
(CAD) file in a translucent resin material. Immediately those surgeons who had 
previously been using subtractively manufactured models created from computed-
tomography (CT) scans started experimenting with this new additive fabrication 
technology. SLA allowed not only the creation of the external anatomy but also a 
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precise depiction of internal anatomy, including bony voids. Case reports imme-
diately surfaced and head and neck surgical applications became the mainstay of 
use of this technology. Historically many have asked why head and neck surgery 
was leading this area and why not orthopedics. The answer seemed to lie in the 
fact that for orthopedic procedures, which were far more numerous (by two 
orders of magnitude, give or take), the surgeons cared more about function and 
less about form. If you imagine a hip joint reconstruction, the primary focus sur-
rounds its biomechanical function and optimization of concentric wear from ball 
to cup. The reconstruction could look awful from an aesthetic standpoint but be 
perfectly functional from a biomechanical perspective. Reconstructive surgery of 
the head and neck, by contrast, has probably more to do with form than function. 
There are exceptions, such as reconstruction of the temporomandibular joint, but 
for the most part surgery of the facial skeleton has to do with restoring or creating 
symmetry. This pushes surgeons to agonize about fairly insignificant details such 
as forehead projection, symmetry between the left and right sides of the face, and 
interaction between the upper and lower teeth. This is probably why anatomical 
modeling technology by additive techniques found a home supporting surgical 
specialties such as oral and maxillofacial surgery, neurosurgery, and craniofacial 
surgery. 

ADDITIVE MANUFACTURING MATERIALS

Additive manufacturing methods exist today allowing one to directly output 
CAD models in many different types of materials. For surgical applications the 
interesting materials of late fall into one of two categories: (1) strong and durable 
plastics for use as instruments in surgery and (2) implantable metals. Strong and 
durable plastics are now used in surgical settings as one-time-use instruments on 
a daily basis around the globe. These have found great application in surgeries 
such as total knee replacement and reconstruction of the mandible using virtual 
surgical planning techniques. The main technologies that play a role in providing 
durable plastic parts are laser sintering (or selective laser sintering) and SL or 
SLA. A key to these materials being usable is the fact that they are biocompatible 
for limited in vivo use during surgery and can be sterilized for use in a sterile 
field, including contact with the patient’s body fluids and tissues. All materials for 
these applications need to be tested to some portion of the standard for materials 
biocompatibility, ISO 10993.

Implantable metals created using additive manufacturing have only been 
available for the past five years or so and represent a major step forward for the 
industry. Now, not only can one mock up a prototype of the implant or create a 
mold to create the implant in an indirect fashion, but one could directly output 
the implant in an implantable metal. There are a few companies making additive 
manufacturing equipment that can directly output parts in implantable metals 
including titanium, titanium alloys, cobalt-chrome alloy, and other metals. If the 
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parts can be certified to a surgical implant material standard (many ASTM and 
ISO standards exist), then it is possible for these materials to be used in the body. 
In Europe, parts created by Electro Optical Systems direct metal laser sintering 
process (www.eos.info) and Arcam AB’s electron beam melting process (EBM; 
www.arcam.com) are CE (Conformité Européenne) marked for sale. One of those, 
an acetabular cup system offered by Italian orthopaedic company Lima Ortho-
paedics, has been used clinically (i.e., implanted) in more than 15,000 patients 
in the past 3 years (Marin et al., 2010). This still represents a very small number 
of the total of hip-replacement surgeries used—the 2010 number worldwide is 
1.4 million hip replacements—but for additive manufacturing it is an impres-
sive number. The U.S. market has been slower to adopt this new technology as a 
mainstream manufacturing technique, but in the past year there are at least four 
devices that have been cleared by the U.S. Food and Drug Administration that 
involve metallic implants for spine and hip reconstruction made using additive 
manufacturing methods. The known clearances are all for implants created using 
the EBM process. Several custom implant concepts have been reported, including 
work at Walter Reed Army Medical Center and National Naval Medical Center on 
reconstruction for war veterans with large cranial defects. In this case a custom-
ized porous titanium implant is fabricated with integrated fixation for adherence 
to the surrounding skull with standard titanium screws.

VIRTUAL SURGICAL PLANNING

The advent of easier access to medical images has given rise to a whole new 
area of medicine that involves virtual planning in a CAD-type environment for 
the upcoming surgery. Imagine planning for the surgery of your knee (Figure 2) 
or hip or jaw with your surgeon before surgery to allow for optimization of the 
surgical plan and creation of custom instruments to help precisely guide this plan 
into reality. This sounds like science fiction but across the globe today thousands 
of patients per year are getting this “customized” treatment (Davis et al., 2010; 
Hirsch et al., 2009).

The major step forward here, in this author’s opinion, has been the combina-
tion of surgical planning software with online collaborative environments such as 
those popularized by WebEx and GoToMeeting. Two methods exist for virtual sur-
gical planning today and many methods are in the gray area between. The first is 
the “off-line method,” whereby the surgeon sends a service company his patient’s 
medical images and an order form with detailed instructions and awaits the surgi-
cal plan for approval. The surgical plan is developed by an engineering team using 
the inputs provided by the surgeon in conjunction with their proven workflow for 
treating the particular type of surgical situation. The second approach involves 
the surgeon sending a service company the medical images and the same detailed 
instructions. The difference is that the design of the surgical procedure is done in 
real-time collaboration between the surgeon and the engineering team during a 



Copyright © National Academy of Sciences. All rights reserved.

Frontiers of Engineering 2011:  Reports on Leading-Edge Engineering from the 2011 Symposium

ADDITIVE MANUFACTURING IS CHANGING SURGERY	 29

FIGURE 2  Customized, disposable instrument developed from a CT scan to guide total 
knee arthroplasty. Source: Courtesy of DePuy Orthopaedics.

web meeting conducted over the Internet (the “real-time” method). If we imagine 
the surgery being planned is a total knee replacement, the result of either tech-
nique is the development of a surgical plan for how the surgery will be performed, 
where bone cuts will be placed, what bone will be moved around or taken out, 
and where the prosthetic implant(s) will be placed. Once the surgical plan is cre-
ated, the output of that surgical plan could go down one of two major pathways: 
(1) creation of a one-of-a-kind custom implant based on the surgical plan, or (2) 
creation of custom, disposable surgical instrument(s) that would facilitate placing 
an off-the-shelf implant into its desired, predetermined position. 

THE FUTURE

If we can provide “designer” surgeries today and create fully custom surgical 
interventions, where might we go next? The answer probably lies in two major 
areas, both having to do with the implants themselves. Additive manufacturing 
plays a key role in the first next logical step: functional elements driving design. 
Today’s implants, while custom-fit or truly custom, are only custom in form. Their 
shape mimics the patient’s shape and they are meant to fit in a more stable manner 
than “off-the-shelf” interventions. It is commonly known that the more stable 
the implant, the longer it will last because loosening is the number one cause of 
failure for certain artificial joints like the hip or knee. Apart from something that 
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fits well, however, we need something that is designed just for you, something that 
takes your form and your function requirements and marries the two to create an 
implant that takes the shape that it needs to take, not the shape that an engineer 
predetermines it should take. As an example, we look at a hip stem implant. Typi-
cally this implant fills the intramedullary canal (marrow space) of the femur with 
a large amount of solid titanium material, either cemented or press-fit for stability. 
The issue with the current designs involves a one-size-fits-all mentality where this 
works for most, but people at the ends of the bell curve end up with problems with 
the stem being either too large or too small. Furthermore, working in conjunction 
with the size issue is a biomechanical issue called “stress shielding,” whereby the 
bone surrounding this large mass of metal is not stressed the way it was originally. 
There is a risk that this bone will resorb because it is not under appropriate levels 
of stress. In this instance, if we let form follow the functional requirements, we end 
up with a stem that fits the intramedullary canal but instead of being a large solid 
mass of metal it might look more like a combination of solid areas and patches of 
metallic mesh that vary based on the surrounding bone and the function required 
at that particular point along the canal. This idealized hip stem might allow just 
the right amount of flexural modulus so that the bone surrounding the implant 
not only does not die off but actually thrives. This concept is powerful, and addi-
tive manufacturing is ideal for its implementation based on the ability to create 
objects of almost unlimited complexity with a lot size of one being just as easy 
to fabricate as a lot size of 1,000.

Today’s alloplastic (man-made) biomaterials have not changed much in many 
years. Sure, there are newer variations of things and new categories such as ceram-
ics that are becoming more and more a mainstay for articulating surfaces. The next 
frontier for biomaterials involves moving toward regenerative medicine, whereby 
the materials we put into the body eventually help regenerate the body’s own 
natural tissues. Much work is going on today to look at creating artificial tissues 
of many types, from simple bone structures all the way up to complex organ sys-
tems like the kidney and lung (Mironov et al., 2009). Additive manufacturing is 
known to be an ideal fit for the future of these projects, such as printing a kidney, 
because of the way that you can control the internal structure of an object built up 
in three dimensions by creating it in thin, cross-sectional two-dimensional layers.

CONCLUSIONS

Major advances in applications and materials have led to additive manufactur-
ing (AM) playing a key role shaping the way surgery is performed today. Output 
of customized surgical instruments via AM and direct AM-fabricated implants 
will continue to expand into many other anatomical areas and surgical specialties. 
The future is bright for direct metallic implant production via AM technologies 
because they are fundamental to eventually creating truly “customized” devices 
that will focus on functional elements and restoring biomechanical stability in 
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replaced joints. Additive manufacturing plays a key role in progressing these 
advanced treatments, based on its core abilities to produce complex objects and 
to produce these objects with a lot size of one just as easily as producing a lot size 
of 100. This flexibility will allow for more personalization of care in the areas of 
joint replacements and, farther in the future, organs as the numbers of people need-
ing these therapies will continue to grow dramatically over the coming decades.
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The Shape of Things to Come: 
Frontiers in Additive Manufacturing

Hod Lipson

Cornell University

Additive manufacturing technologies—machines that can automatically 
fabricate arbitrarily shaped parts, pixel by pixel, layer by layer, from almost any 
material—have evolved over the past three decades from limited and expensive 
prototyping equipment in the hands of few, to small-scale commodity produc-
tion tools available to almost anyone. It has been broadly recognized that this 
burgeoning second industrial revolution will transform every aspect of our lives. 
Clearly, we will see the usual improvements we have come to expect of any 
burgeoning technology: more material options, better resolution, faster printing, 
easier and more reliable operation, and lower costs. But where will this tech
nology go next?

3D printing is only the tip of a much larger phenomenon. We can look at the 
evolution of additive manufacturing technologies’ past, present, and future as a 
series of milestones in humans’ increasing control over physical matter. 

PRINTING FORM: PROGRAMMING THE SHAPE OF MATTER

The first episode of this journey, maturing today, has been the unprecedented 
control over the shape of objects. Machines today can fabricate objects of almost 
any material—from nylon to glass, from chocolate to titanium—and with any 
complex geometry. This ability is transforming many fields to a degree that few 
inventions ever have—not just engineering, but many others, from biology to 
archeology, and from education to culinary arts.
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Complexity for Free

Perhaps the most dramatic impact of 3D printing is the ability to manufacture 
objects without factoring their complexity. Fabricating a solid block costs almost 
the same as fabricating an oddly shaped object with curved surfaces and notches. 
In either case, the printer will still scan back and forth, depositing one layer at a 
time, and only the material deposition pattern will change. In the same way that 
printing a picture of a circle takes no longer than printing a picture of the map of 
the world, printing a mousetrap does not take more time, resources, or skill than 
printing a paperweight. Regardless of how you want to measure cost—in produc-
tion time, material weight, energy waste, or in production planning effort—adding 
more features hardly changes the cost. In some cases, added complexity can even 
reduce cost; printing a block with a hole is cheaper and faster than a solid block 
without a hole. The marginal cost of added complexity is therefore near zero, in 
stark contrast with conventional manufacturing where every new feature—every 
additional hole, surface, protrusion, and corner—takes more planning effort, 
requires longer production time, and consumes more energy and possibly more 
raw material. 

Why do we care about the marginal cost of complexity? It is easy to under-
stand that lowering the cost of manufacturing complex products is a good thing, 
but the reason is more profound. Industrial revolutions are triggered when a funda-
mental cost associated with production drops dramatically, essentially taking that 
factor out of the equation. The industrial revolution of the 19th century occurred 
when the cost of power dramatically declined, as steam engines replaced horses 
and waterwheels. As a consequence, these power sources were not only replaced, 
but the range and types of work that machines could perform greatly expanded, 
leading to a cascade of innovation, such as railroads and factory automation. The 
Internet similarly reduced the cost of disseminating information and, as a conse-
quence, expanded the range and types of media that could be distributed—not just 
online newspapers, but also Wikipedia, blogs, and user-generated content. One 
could argue that 3D printing has drastically reduced the cost of making complex-
ity. Initially, this simply implies that this technology will gradually replace the old 
way of making the things we once made in more expensive ways. But in the longer 
term, the range and types of objects being manufactured will greatly expand.

The Personalization of Manufacturing

Alongside the vast new design possibilities, however, is the personalization 
of manufacturing. This trend has profound economic implication on how we will 
design and consume products in the future, who designs them, and where they 
are made (Lipson and Kurman, 2010). Most important, the ability of anyone to 
design and make complex products without the barriers of resources and skills 
of traditional manufacturing will democratize innovation and unleash the long 
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tail of human creativity. Look online right now and you will see thousands of 
objects for sale ready to be printed on demand, from custom-shaped hearing aids, 
to flapping-hovering micro air vehicles, to authentic-looking replicas of ancient 
cuneiforms (Figure 1).

FIGURE 1  From chocolate to titanium, from biology to archeology, and from robotics 
to avionics, 3D printing is a universal technology that will impact every industry and dis-
cipline. Sources: Figures 1a, 1c, 1d, 1e, and 1f courtesy of Cornell University and http://
creativemachines.cornell.edu. Figure 1b courtesy of WTWH Media. 
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PRINTING COMPOSITION:  
SHAPING THE INTERNAL STRUCTURE OF MATERIALS

The second episode of this journey, which we are beginning to experience 
now, is the control over the composition of matter—going beyond shaping 
just the external geometry to shaping the internal structure of materials with 
unprecedented fidelity. Using multimaterial additive manufacturing technologies, 
we can make materials within materials, embed and weave multiple materials 
into complex patterns, and cofabricate entangled components. For example, we 
can print hard and soft materials in patterns that create bizarre and new structural 
behaviors, like materials that expand laterally when pulled longitudinally. We are 
shedding the traditional limitations imposed by conventional manufacturing where 
each part is made of a single material. Instead, microstructure can be specified 
with micron-scale precision. With such possibilities, you will be able to print a 
custom tennis racket that cleverly enhances your unique backhand, or a replace-
ment spinal disc implant tailored for your aching back. While the possibilities are 
vast, however, few theories can predict properties of these new materials and few 
designers can exploit the new design space, so new design tools will be needed 
to augment human creativity.

From Bioprinting to Food Printing

There is literally no discipline that will remain unaffected by this unprecedented 
control over the shape and composition of matter. It is easy to imagine the implica-
tion for any field that involves the design and fabrication of physical objects, from 
mechanical engineering to art and architecture. But the technology can also change 
fields that have no immediate connection to engineering or to manufacturing. Con-
sider an example: the emerging field of 3D printing for medical applications. 

Custom-shaped prostheses.  One of the earliest applications of 3D printing to 
health-related applications was the fabrication of custom-shaped, complex pros-
thetic limbs and devices. A key challenge in many prosthetic devices is the inter-
face point with the body. For example, the ability to match the socket of a limb 
prosthesis to a patient’s bony prominences or muscular tissue can greatly improve 
both functionality and comfort. In many cases where the aesthetic appearance 
of a prosthetic is also a factor, the ability to custom shape the exterior to blend 
with its surrounding or match symmetrical features is an important advantage 
as well. The ability to further shape internal cavities, add strengthening girders, 
and shave material off non-load-bearing components can also help improve the 
weight-to-strength ratio of the device, making it both stronger and lighter. With 
more sophisticated multimaterial fabrication, one could imagine that the mechani-
cal performance of such devices could be tailored even further, improving their 
elasticity, shock bearing, and energetic performance. A second example of shaped 
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prostheses is hearing aids. A major factor in the comfort and effectiveness of 
hearing aids is their fit in the aural canal. With 3D printing, the patient’s canal 
can be optically scanned and a tailored soft prosthesis fabricated almost instantly. 

Custom implants.  One size fits all is not a good compromise when it comes 
to your hip-replacement implant. The idea of using 3D printing to fabricate 
custom-shaped implants dates back to the earliest days of free-form fabri-
cation. Custom-shaped titanium or platinum implants can be fabricated at exactly 
the right size and shape, either parametrically scaled to fit the patient or even 
produced directly from a computed tomography (CT) scan geometry of the 
original bone to be replaced or a symmetrical healthy bone. Since complexity is 
free, printed implants can go beyond the standard bone shape and include various 
cavities and connection points that make the bonding with existing tissue more 
compatible, reliable, and effective.

Bioprinting.  Instead of using titanium and other engineering materials, bio
printing involves fabricating implants (and other constructs) from biological 
materials directly. Early experiments involved 3D printing of biocompatible 
scaffolds, which were later infused with live cells and incubated before implanta-
tion. The live cells gradually replaced the scaffold, resulting in a custom-shaped 
live tissue-engineered implant. While the use of printed scaffolds is still prevalent, 
a further advance involves printing with biological cells directly with no scaf-
fold at all. In this case, the cells are first immersed in a biocompatible hydrogel 
ink—a bioink—and then printed into their target form. The bioink has two key, 
contradicting properties that make it tricky to develop: On the one hand, it needs 
to be fluid enough to be printed—to flow through the nozzle while not harming 
the cells that experience severe shear forces as they come out of the printhead. On 
the other hand, the bioink needs to be stiff enough to hold its shape after printing 
or else the material will ooze into a shapeless mass. Solving that challenge using 
a variety of chemical and optical cross-linking agents, we were able to fabricate 
cartilage implants in the shape of a meniscus directly from CT data. Unlike scaf-
fold infusion techniques, however, the ability to print with live cells directly opens 
the door to fabrication of heterogeneous tissue implants. Imagine the fabrication 
of something as complex as a spinal disk or a heart valve, which involves multiple 
cell types in a complex spatial arrangement that is critical to proper functionality 
(Cohen et al., 2006).

Drug screening models.  The ability to fabricate complex, multicell heterogeneous 
tissue arrangements in three dimensions has many applications beyond implants. 
One such exciting opportunity is the fabrication of models for drug screening. 
Traditionally, drugs and other treatments are tested first in simple petri dish-like 
environments that tries to replicate the anticipated target environment where the 
actual drug or treatment will be in use. These petri dishes or test tubes are rela-
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tively simple compared to the real environment, both in the range of cell types and 
in their spatial distribution. This mismatch often necessitates the use of animal 
models and other more sophisticated high-throughput testing procedures. The use 
of 3D bioprinting, however, opens the door to fabrication of 3D, spatially hetero-
geneous tissue models that more closely resemble the target application of a drug. 
One could imagine, for example, that cancer cells in the shape and distribution of 
a tumor could be fabricated directly and then the effectiveness of treatments tested 
directly in vitro. Such experiments could provide a more realistic prediction of 
drug effectiveness and shorten the cycle of drug development. 

Surgical planning.  A somewhat less obvious but equally important application 
of 3D printing is for preparation for surgery. Nonroutine, complex surgical pro-
cedures often involve manipulation of tissue and tools through an intertwined and 
unknown environment. Some operations also require the preparation and attach-
ment of permanent or temporary plates and other devices within the patient’s body. 
Just as it is easier to put a puzzle together the second time around, surgeons can 
substantially reduce the time and improve the reliability of an operation if they 
get a chance to practice it beforehand. This is especially true when a complex and 
nonroutine procedure is executed for the first time. For example, we have often 
been requested to three-dimensionally print a set of shattered or deformed bones 
produced from a CT scan of an injured dog coming into emergency surgery at the 
veterinary school. The surgeons will receive the printed bones and practice the 
surgery—learning to identify the fragments, optimize the reconstruction process, 
and prepare any necessary plates and jigs in advance. Informally, surgeons have 
reported that surgery time can be reduced by half, not to mention the increase in 
quality of care.

Surgical training.  Surgeons in training often get access to state-of-the-art surgi-
cal equipment and tools, but rarely do they get a chance to practice on realistic 
cases. It is unlikely that a training surgeon will get to practice removing a brain 
tumor, for example, because it is unlikely that an animal model or a human cadaver 
will be found with such a case or that a synthetic training model happens to avail-
able for purchase. With 3D printing, however, relevant and typical cases from 
real patients can be recorded and reproduced on demand for practice. With some 
modeling, it is even possible to combine cases and adjust the severity of cases 
on demand in order to challenge training surgeons at exactly the right level for 
the best learning experience. With multimaterial bioprinting, the training models 
could be fabricated with biological materials to provide an even more realistic 
training experience that also provides the feel and the responsiveness of the real 
wet tissue.

Custom medication.  An excellent example of an application of 3D printing 
where composition control is key is the fabrication of medical pills on demand. 
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A growing challenge for both doctors and patients is the administration of mul-
tiple medications simultaneously. Instead of keeping track of a dozen pills daily, 
a printer can now fabricate a single, custom-made pill for each patient. That pill 
contains the exact amount, combination, and arrangement of medication that 
a patient needs that day. The pill could have a special identification marking, 
eliminating much of the confusion and uncertainty associated with conventional 
delivery methods.

Food printing.  Perhaps the unforeseen killer app, food printing is for 3D print-
ing as video gaming is for computers. Based on the very same technology as 
bioprinting, food printing involves the fabrication of edible items from raw edible 
inks. The term “edible inks” does not quite do justice here: We are talking about 
chocolate and peanut butter, cookie dough and frosting. And it does not have to 
be all bad: You can even print with organic pesto and locally made goat cheese. 
Download the recipe, load in the frozen food cartridges, and hit print. The recipe 
dictates which material goes where and what in-line cooking procedure is applied 
during deposition and after. We have printed with all the materials above and more, 
creating chocolate confections with frosted decorations and vanilla cookies with 
vertical text lettering in chocolate inside. Imagine a cookie printer with sliders to 
adjust the crispiness, flavor, color, and texture in any arbitrary way. How about a 
checkerboard lasagna? Your imagination is the limit. While some find the idea of 
printed foods the epitome of processed foods, others find the whole idea fascinat-
ing in its vast new opportunities to innovate. Download and share recipes, tailor 
variants to your liking, and have freshly made dishes just for you. 

PRINTING FUNCTION:  
PROGRAMMING BEHAVIOR OF ACTIVE MATERIALS

The third and final episode of this journey, of which we are only beginning to 
see early signs, is the control over behavior. In this section we go beyond control-
ling just the shape of matter, past controlling just its composition; we will now be 
able to program these materials to function in arbitrary ways—to sense and react, 
to compute and behave. This last step entails a blurring between material and 
code (Gershenfeld, 2005), leading to what is essentially programmable matter—
moving from an object’s mechanical functionality to controlling how it processes 
information and energy as well. When this day comes, you will be able to print 
virtually anything, from a cellphone to a robot that will walk out of the printer, 
batteries included. But that robot will not look at all like today’s robots because it 
will not be limited by the constraints imposed by conventional manufacturing, nor 
will it be designed directly by humans. The ability to manufacture such arbitrary 
active systems comprising both passive and active substructures will have opened 
the door to a new space of designs and a new paradigm of engineering, one that 
is not unlike biology. 
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THE NEW CAD

For the past four decades, computer-aided design (CAD) tools have played a 
critical role in the product design process, but to a large extent, CAD tools have 
remained relatively unchanged in their role and format. User interfaces have 
improved, geometric manipulations have become faster and more reliable, and 
graphics have become three-dimensional and photorealistic. But conceptually, 
CAD software remains today merely a passive 3D drawing board that records our 
intentions but offers little insight or ideas of its own. 

As 3D printing technologies become more abundant, the traditional barriers 
of resources and skill for manufacturing have all but vanished. The limit is now 
our imagination, and our imagination is, unfortunately, limited. I have seen over 
and over how fresh students faced with the blank page of CAD and the unlimited 
capability of a 3D printer design nothing more than a rectangular object with a few 
linear notches. To a large extent, this is a cultural blindness evolved out of years 
of observing mass-produced objects made subject to traditional manufacturing 
constraints. But on the other hand, this is also due to the design thinking imposed 
by conventional CAD tools and the lack of new design tools that take advantage 
of the vast new design space offered by 3D printing capabilities.

It is clear that while the classical CAD paradigm will remain dominant for 
the foreseeable future, new paradigms for design tools are beginning to emerge 
(Figure 2).

Function Representations

As our ability to control the shape, composition, and behavior of materials 
advances, it becomes more appropriate to think about geometry and material speci-
fication as programming rather than as drawing. For example, say you would like 
to fabricate a helical surface with elliptical perforations at some semiperiodic pat-
tern. Making something like that would be a complicated and expensive nightmare 
using traditional manufacturing techniques, so that kind of capability is buried deep 
down the advanced CAD options menu, if it can be found at all. It would involve 
multiple steps and would bring the CAD software to its knees. But unencumbered 
by traditional manufacturing constraints, a growing number of designers would want 
to explore exactly those kind of geometries, easily and quickly. And why not? There 
are, in fact, many more crazy shapes than regular shapes, but they are just currently 
difficult to explore. The helical perforated shape might be more easily described 
using a procedural construction process rather than a target geometry (Pasko et al., 
2011)—in other words, algorithmic rather than descriptive geometry—much like 
biology describes phenotypes using a developmental process, or like a software 
engineer describes the appearance of a dynamic web page. 
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FIGURE 2  The New CAD. Beyond geometric modeling, products are described by 
interactive evolution, through procedural construction algorithms, or by compiling high-
level requirement and constraints automatically. Sources: Figure 2a courtesy of Cornell 
University and http://endlessforms.com. Figure 2b: Pasko et al., 2011. Courtesy of Turlif 
Vilbrandt. Figure 2c designed by Jon Hiller. Reprinted courtesy of Cornell University and 
http://creativemachines.cornell.edu.
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Matter Compilers

An alternative approach to design is to specify what the design needs to 
accomplish rather than what it needs to look like and then to let the machine 
compile the design to your specification. Some products, especially those that 
have a purely functional role, would fit well into such a design process. Consider, 
for example, the task of designing a supporting bracket. We know the geometric 
constraints of the load and support contact points, the weight to be carried, and the 
material properties. Specify those requirements, hit the design button, and watch 
how the optimal design emerges automatically. The optimal design will not be 
a block with rectangular notches and holes. Instead, an organic-looking optimal 
structure with beautifully shaped cavities will emerge—something that would 
take a human designer years to come up with manually. Now say the bracket 
cannot be installed because of a pipe protruding into the bracket’s location. No 
problem—add the pipe protrusion constraint and recompile. Programming by 
specifying the target behavior and constraints, then compiling it into functional 
geometry, can address complex requirements as well as optimally exploit the new 
manufacturing capabilities afforded by multimaterial 3D printing as they become 
available. In a way, the designer becomes the customer, and the CAD software 
becomes the designer.

Interactive Evolution

What happens when the desired object cannot be described quantitatively? 
Such situations occur frequently in the design of objects that have an aesthetic 
component that defies quantification. Imagine you need to design a perfume 
bottle. While some aspects of the design can be specified quantitatively, such as 
the desired volume and size, others, such as the look and feel, are more difficult to 
describe. Moreover, those skilled at the art of assessing perfume bottles may have 
no inclination to dabble in CAD speak. Instead, a new type of CAD software can 
display a range of initial design concepts and can allow an expert to indicate which 
ones they like, or to put it in perhaps less gentle terms, which they least dislike. 
Armed with this information, the machine can begin to infer automatically a sense 
of aesthetic that the designer has in mind and can generate a new set of solutions. 
These solutions will still obey the quantitative requirements—the bottle volume 
and size, say—but they will more closely match the designer’s aesthetic prefer-
ences. Repeating this process through a sequence of solutions and selections, the 
designer might be able to design what might be a complex perfume bottle with 
relatively little CAD expertise. Importantly, the designer might actually come 
across new ideas and be provoked into new corners of the design space where no 
person has been before. Using this process, visitors to the EndlessForms website 
(Clune and Lipson, 2011) have collaboratively designed objects from furniture to 
faces, and from bottles to butterflies. 
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FabApps

What if I want to design a toothbrush to print on my 3D printer today? It 
is unlikely that I will be able to design a good, ergonomic, and safe toothbrush. 
Even though a toothbrush seems like a simple product, it takes years of experience 
and know-how to design a successful one. Yet with the advent of 3D printers, it 
is likely that people will want to do exactly that—design their own products with 
almost no experience and little patience to learn. The solution may be in the form 
of simple CAD applications dedicated to a narrow product and which encapsulate 
all the relevant knowledge, yet expose just the right level of flexibility to the user. 
Such FabApps (term coined by Daniel Cohen and Jeffrey Lipton), similar to the 
iPhone apps that you can download for 99 cents, specialize in the design of one 
particular product.  In contrast with general-purpose CAD, FabApps use extensive 
built-in know-how to guide a user through the design of one item and ensure the 
resulting product will be successful. A toothbrush app can ask for dimensions of 
your hand and mouth, process pictures of your face and palm, walk you through 
fifty different options and ask twenty more questions, and then produce the perfect 
toothbrush that uniquely fits your needs and is guaranteed to be a success. 

CONCLUSION

3D printing is only the tip of a series of milestone in humans’ increasing 
control over physical matter. If humans distinguished themselves from their evo-
lutionary ancestors by making tools, then additive manufacturing represents the 
ultimate tool—perhaps changing human culture forever in ways we can hardly 
anticipate.
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Semantics is the study of meaning. A large number of naturally occurring 
phenomena follow certain semantic rules, for example, the semantics of human 
speech, semantics associated with an image of a scene, and the semantics of natu-
ral language. Accurate semantic processing is required for a number of high-level 
information-understanding tasks such as inferring author sentiment given a blog 
or review; searching through a collection of documents, images, and videos; and 
translating text from one language to another. For example, it may be hard to infer 
the positive sentiment expressed by the statement, “The Prince of Egypt succeeds 
where other movies have failed,” without the aid of semantics-based inference. 

In the past few years, there has been an explosion in the amount of human-
generated content on the Internet and exponential growth in the number of times a 
user turns to the Internet to perform a daily activity. It is estimated that we create 
about 1.6 billion blog posts, 60 billion emails, 2 million photographs, and 200,000 
videos on the Internet every day. These days, users read the news, watch televi-
sion, and stay connected to their friends and family via the Internet, yet users’ 
need for Internet-based applications is now greater than ever before. Satisfying 
these ever-increasing demands requires a deeper semantic understanding of all 
the content on the Web. This session focuses on semantics processing algorithms 
for natural language and images since they constitute a large majority of the data 
on the Internet.

In the context of natural language, there are many different levels of semantic 
processing, ranging from word- and sentence-level analysis to more complex 
analysis of discourse. The task of understanding the meaning of words and their 
relationships falls under the former; whereas, the ability to infer the meaning of 
pronouns (e.g., he, she) and inferring sentiment expressed by a paragraph are 



Copyright © National Academy of Sciences. All rights reserved.

Frontiers of Engineering 2011:  Reports on Leading-Edge Engineering from the 2011 Symposium

48	 FRONTIERS OF ENGINEERING

examples of the latter. Ani Nenkova (University of Pennsylvania) begins with a 
survey of some of the techniques that have been successfully applied to automatic 
text understanding and will point out some of the outstanding challenges. She also 
sheds light on the impact that text quality has on semantic processing algorithms.

The proliferation of Internet use has led to the creation of large bodies of 
knowledge such as Wikipedia. Furthermore, the social aspect of the Web has 
resulted in collaboratively generated content (e.g., Yahoo! Answers). Accurate 
semantic processing of such sources of knowledge can lead to knowledge-rich 
approaches to information access that go far beyond the conventional word-based 
methods. Evgeniy Gabrilovich (Yahoo! Research) describes using collaboratively 
generated content for representing the semantics of natural language and presents 
new information retrieval algorithms enabled by this representation.

Images and video form a key component of the overall Internet experience. 
Accurate semantic understanding of images and video can lead to faster and better 
search. Samy Bengio (Google Research) discusses algorithms that learn how to 
“embed” images and their descriptions (labels or annotations) within a common 
space. Such a space can be used to find the nearest annotations to a given image. 
He shows how one can construct a “visio-semantic” tree from such annotations.

Tables, plots, graphs, and diagrams are yet another way information is repre-
sented on web pages. These data-driven images are complicated objects that have 
a close relationship with the surrounding text. For example, they may be used to 
illustrate the text’s conclusions or provide additional data. Unfortunately, state-
of-the-art algorithms treat diagrams in the same way as photos or illustrations. 
As a result, searching for a relevant diagram online often yields very poor quality 
results. Michael Cafarella (University of Michigan) covers smart semantic pro-
cessing algorithms for plots, graphs, and diagrams. He also discusses ways such 
data can be summarized to make it easier for end-user consumption.
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Automatic Text Understanding of  
Content and Text Quality

Ani Nenkova
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Reading involves two rather different kinds of semantic processing. One is 
related to understanding what information is conveyed in the text and the other to 
appreciating the style of the text—how well or poorly it is written. For people, text 
content and stylistic quality are inextricably linked. For machines, robust under-
standing of written material has become feasible in many contexts but text quality 
has been out of reach so far. The mismatch matters a great deal because people 
rely on machines to locate and navigate information sources and increasingly read 
machine-generated text, for example as machine translations or text summaries. 

In this presentation I discuss some of the simple and elegant intuitions that 
have enabled semantic processing in machines, as well as some of the emerging 
directions in text quality assessment. 

TEXT SEMANTICS (MEANING)

Reading and Understanding the Web

A single insight about language semantics has led to successes in a variety 
of automatic text understanding tasks. Words tend to appear in specific contexts 
and these contexts convey rich information about the type of word, its meaning, 
and connotation (Harris, 1968). Computers can learn much semantic informa-
tion without human supervision simply by collecting statistics of (hundreds of) 
thousands of texts.

The context of a target word, consisting of other phrases or words that occur 
nearby in texts more often than expected by chance, is accumulated over large 
text collections. For example, the word tea may be characterized by the context 
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[drink:60, green:55, milk:40, sip:30, enjoy:10, . . .]. 
Each entry shows a word that appeared five words before or after tea, and the 
number of times the pair was seen in a large text collection. Taking just the number 
of occurrences of context words makes the representation even more convenient, 
because various standard (geometric) approaches exist for comparing the dis-
tance between numeric vectors. In this manner, a machine can compute the simi-
larity between any two words.

Here is an example from Pantel and Lin (2002) of the 15 words most similar 
to wine computed by this approach: 

Wine: beer, white wine, red wine, Chardonnay, 
champagne, fruit, food, coffee, juice, Cabernet, 
cognac, vinegar, Pinot noir, milk, vodka, . . .

The list may not look immediately useful but is certainly impressive if one 
considers how little similarity there is in the sequence of letters wine, beer, 
Chardonnay. 

Building upon these representations, it has become possible to automati-
cally discover words with multiple senses by clustering words similar to them 
(plant: (plant, factory, facility, refinery) (shrub, 
ground cover, perennial, bulb)), finding synonyms and antonyms. 
To aid analysis of customer reviews, researchers at Google developed a large 
lexicon of almost 200,000 positive and negative words and phrases, identified 
through their similarity to a handful of predefined positive or negative words such 
as excellent, amazing, bad, horrible. Among the positive phrases 
in the automatically constructed lexicon were cute, fabulous, top of 
the line, melt in your mouth; negative examples included subpar, 
crappy, out of touch, sick to my stomach (Velikovich et al., 2010). 

Another line of research in semantic processing exploits the stable meaning 
of some contexts. For example, patterns like “X such as Y,” if occurring often in 
texts, is very likely an indicator that Y is a kind of X (i.e., “Red wines such as 
Cabernet and Pinot noir . . .”). Similarly a phrase like “The mayor of X” is a good 
indicator that X is a city. NELL (Never Ending Language Learning, http://rtw.
ml.cmu.edu/rtw/) is a system that constantly learns unary and binary predicates, 
corresponding to categories and relations such as isCity(Philadelphia) 
and playsInstrument(George_Harrison, guitar). The learn-
ing of each type of fact starts with minimal supervision in the form of several 
examples of category instances or entities between which a relation holds, given 
by the researchers. Then the system starts an infinite loop in which it finds web 
pages that contain the examples, finds phrase patterns that typically occur with the 
examples, selects the best patterns that indicate the predicate with high probability, 
and then applies the patterns to new texts to discover more instances for which 
the predicate is true. Different flavors of this approach to machine understanding 
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have been developed to help search and question answering (Etzioni et al., 2008, 
Pasca et al., 2006).

Reading and Understanding a Text

In the semantic processing I have discussed so far, the computer reads numer-
ous textual documents with the objective to learn representations of words, come 
up with a lexicon of phrases with positive or negative connotation, or learn cat-
egory instances and relations. A more difficult task for a computer is to understand 
a specific text.

Much traditional research related to computer processing of a single text has 
relied on supervised techniques. Researchers invested effort to prepare collections 
in which human annotators marked positive and negative examples of a semantic 
distinction of interest. For example, they could mark the different senses of a 
word, the part of speech of words, or would mark that Roger Federer is a person, 
Bulgaria is a country. Then features describing the context of the categories of 
interest would be extracted from the text, and a statistical classifier would use 
the positive and negative examples to combine the features and predict the same 
type of information on unseen text. More recently it has become clear that the 
unsupervised approach in which computers accumulate knowledge and statistics 
from large amounts of text and the supervised approach can be combined effec-
tively and result in better systems for semantic processing. 

When reading a specific text, computers also need to resolve what entity in 
the document is referred to by pronouns such as “he/his,” “she/her,” and “it/its.” 
Systems are far from perfect but are getting better at this task. Usually pronouns 
appear in the text near noun phrases, i.e., “the professor prepared his lecture,” 
but in other situations gender and number information is necessary to correctly 
resolve the pronoun, as in, “John told Mary he had booked the trip.” Machines 
can rather accurately learn the likely gender of names and nouns, again by reading 
large volumes of text and collecting statistics of co-occurrence. Statistics about 
the co-occurrence of a pronoun of a given gender and the immediately preceding 
noun or honorifics and names (Mr. John Black, Mrs. Mary White), collected over 
thousands of documents, give surprisingly good guesses about the likely gender 
of nouns (Bergsma, 2005). 

TEXT QUALITY (STYLE)

Automatic assessment of text quality, or style, is a far more difficult task 
compared to the acquisition of semantics, or at least considerably less researched. 
Much of the effort in my lab has been focused on developing models of text 
quality. I will discuss two successful endeavors: prediction of general and specific 
sentences and automatic assessment of sentence fluency in machine translation 
and summary coherence in text summarization.
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A well-written text contains a balanced mix of general overview statements 
and specific detailed sentences. If a text contains too many general sentences it 
will be perceived as insufficiently informative, and too much specificity can be 
confusing for the reader.

To train a classifier, we exploit a resource of 1 million words of Wall Street 
Journal text with discourse annotations (Louis and Nenkova, 2011a). The dis-
course annotations, among other things, specify the way two adjacent sentences in 
the text are related. There could be an implicit comparison between two statements 
(John is always punctual. Mary often arrives late.), or a contingency (causal) rela-
tion (I hurt my foot. I cannot go dancing tonight.), or temporal relations.

One of the discourse relations annotated in the corpus is instantiation. It holds 
between two adjacent sentences where the second gives a specific example of infor-
mation mentioned in the first, as in, “He is very smart. He solved the problem in 
five minutes.” We considered that the first sentence is general while the second is 
specific in all instances of instantiation relation. We computed a number of features 
that according to our intuition would distinguish between the two categories. We 
expected that the presence of opinion or evaluative statements would characterize 
the general sentences as well as unusual use of language that would later be inter-
preted or clarified in a specific sentence. Among the features were 

•	 the length of the sentence. 
•	 the number of opinion or subjective words, derived from existing 

dictionaries.
•	 the specificity of words in the sentences, derived from corpus statistics 

as the fraction of documents in one year of New York Times articles that 
contain the word. The fewer documents contain the word, the more 
specific it is. 

•	 mentions of numbers and people, companies, and geographical locations; 
such mentions are detected automatically.

•	 syntactic features related to adjectives, adverbs, verbs, and prepositions.
•	 probabilities of sequences of one, two, or three consecutive words com-

puted over one year of New York Times articles.

A logistic regression classifier, trained on around 2,800 examples of general 
and specific sentences from instantiation relations, learned to predict the distinc-
tion incredibly well. On a completely independent set of news articles, five differ-
ent people were asked to mark each sentence as general or specific. For sentences 
in which all five annotators agreed about the class, the classifier can predict the 
correct class with 95 percent accuracy. For examples on which only four out of 
the five annotators agreed, the accuracy is 85 percent. For all examples, which 
included sentences for which people found it hard to classify in terms of general 
and specific, the accuracy of prediction was 75 percent. Moreover, the confidence 
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of the classifier turned out to be highly correlated with annotator agreement, so 
it was possible to identify which sentences would not fit squarely into one of the 
classes. The degree of specificity of a sentence given by the classifier gives an 
accurate indication of how a sentence will be perceived by people. 

Applying the general-or-specific classifier to samples of automatic and human 
summaries of clusters of news articles has demonstrated that machine summaries 
are overly specific and has indicated ways for improving system performance 
(Louis and Nenkova, 2011b).

Word co-occurrence statistics and subjective language have also been suc-
cessful in automatically distinguishing implicit comparison, contingency, and 
temporal discourse relations (Pitler et al., 2009). Identification of such relations 
is not only necessary for semantic processing of text, it is also required for robust 
assessment of text quality (Pitler and Nenkova, 2008). Finally, statistics on types, 
length, and distance between verb, noun, and prepositional phrases, as well as 
probabilities of occurrence and co-occurrence of words, are highly predictive of 
the perceived quality of summaries (Nenkova et al., 2010). 
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Proliferation of ubiquitous access to the Internet enables millions of Web 
users to collaborate online in a variety of activities. Many of these activities result 
in the construction of large repositories of knowledge, either as their primary aim 
(e.g., Wikipedia) or as a by-product (e.g., Yahoo! Answers). In this paper, we dis-
cuss how to use the cornucopia of world knowledge encoded in the repositories 
of collaboratively generated content (CGC) for advancing computers’ ability to 
process human language. 

Prior to the advent of CGC repositories, many computational approaches to 
natural language employed the WordNet electronic dictionary (Fellbaum, 1998), 
which covers approximately 150,000 words painstakingly encoded by profes-
sional linguists over the course of more than 20 years. In contrast, the collaborative 
Wiktionary project (www.wiktionary.org) includes more than 2.5 million words 
in English alone. Encyclopaedia Britannica, published since 1798, has approxi-
mately 65,000 articles, while Wikipedia has over 3.7 million articles in English 
and over 15 million articles in over 200 other languages. Ramakrishnan and 
Tomkins (2007) estimated the amount of user-generated content produced world-
wide on a daily basis to be 8-10 gigabytes, and this amount has likely increased 
considerably since then.

REPOSITORIES OF COLLABORATIVELY GENERATED CONTENT 
AS AN ENABLING RESOURCE

The unprecedented amounts of information in CGC enable new, knowledge-
rich approaches to natural language processing, which are significantly more 
powerful than the conventional word-based methods. Considerable progress has 
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been made in this direction over the past few years. Examples include explicit 
manipulation of human-defined concepts and their use to augment the bag of 
words in information retrieval (Egozi et al., 2011), or using Wikipedia for better 
word sense disambiguation (Bunescu and Pasca, 2006; Cucerzan, 2007).

One way to use CGC repositories is to treat them as huge additional corpora, 
for instance, to compute more reliable term statistics or to construct comprehen-
sive lexicons and gazetteers. They can also be used to extend existing knowledge 
repositories, increasing the concept coverage and adding usage examples for pre-
viously listed concepts. Some CGC repositories, such as Wikipedia, record each 
and every change to their content, thus making the document authoring process 
directly observable. This abundance of editing information allows us to come 
up with better models of term importance in documents, assuming that terms 
introduced earlier in the document life are more central to its topic. The recently 
proposed Revision History Analysis (Aji et al., 2010) captures this intuition to 
provide more accurate retrieval of versioned documents.

An even more promising research direction, however, is to distill the world 
knowledge from the structure and content of CGC repositories. This knowledge 
can give rise to new representations of texts beyond the conventional bag of words 
and allow reasoning about the meaning of texts at the level of concepts rather than 
individual words or phrases. Consider, for example, the following text fragment: 
“Wal-Mart supply chain goes real time.” Without relying on large amounts of 
external knowledge, it would be quite difficult for a computer to understand the 
meaning of this sentence. Explicit Semantic Analysis (ESA) (Gabrilovich and 
Markovitch, 2009) offers a way to consult Wikipedia in order to fetch highly rele-
vant concepts such as “Sam Walton” (the Wal-Mart founder); “Sears,” “Target,” and 
“Albertsons” (prominent competitors of Wal-Mart); “United Food and Commercial 
Workers” (a labor union that has been trying to organize Wal-Mart’s workers); and 
“hypermarket” and “chain store” (relevant general concepts). Arguably, the most 
insightful concept generated by consulting Wikipedia is “RFID” (radio frequency 
identification), a technology extensively used by Wal-Mart to manage its stock. 
None of these concepts are explicitly mentioned in the given text fragment, yet 
when available they help shed light on the meaning of this short text.

In the remainder of this article, I first discuss using CGC repositories for 
computing semantic relatedness of words and then proceed to higher-level appli-
cations such as information retrieval.

COMPUTING SEMANTIC SIMILARITY OF WORDS AND TEXTS

How related are “cat” and “mouse?” And what about “preparing a manu-
script” and “writing an article?” Reasoning about semantic relatedness of natural 
language utterances is routinely performed by humans but remains challenging for 
computers. Humans do not judge text relatedness merely at the level of text words. 
Words trigger reasoning at a much deeper level that manipulates concepts—the 
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basic units of meaning that serve humans to organize and share their knowledge. 
Thus, humans interpret the specific wording of a document in the much larger 
context of their background knowledge and experience.

Prior work on semantic relatedness was based on purely statistical techniques 
that did not make use of background knowledge (Deerwester et al., 1990), or on 
lexical resources that incorporate limited knowledge about the world (Budanitsky 
and Hirst, 2006). CGC-based approaches differ from the former in that they 
manipulate concepts explicitly defined by humans, and from the latter in the sheer 
number of concepts and the amount of background knowledge. One class of new 
approaches to computing semantic relatedness uses the structure of CGC reposi-
tories, such as category hierarchies (Strube and Ponzetto, 2006) or links among 
the concepts (Milne and Witten, 2008). Given a pair of words whose relatedness 
needs to be assessed, these methods map them to relevant concepts, (e.g., articles 
in Wikipedia) and then use the structure of the repository to compute the related-
ness between these concepts. Gabrilovich and Markovitch (2009) proposed an 
alternative approach that uses the entire content of Wikipedia and represents the 
meaning of words and texts in the space of Wikipedia concepts. Their method, 
ESA, represents texts as weighted vectors of concepts. The meaning of a text frag-
ment is thus interpreted in terms of its affinity with a host of Wikipedia concepts. 
Computing semantic relatedness of texts then amounts to comparing their vectors 
in the space defined by the concepts, for example, using the cosine metric.

Subsequently proposed approaches offer ways to combine the structure-based 
and concept-based methods in a principled manner (Yeh et al., 2009). Beyond 
Wikipedia, Zesch et al. (2008) proposed a method for computing semantic related
ness of words using Wiktionary. Recently, Radinsky et al. (2011) proposed a 
way to augment the knowledge extracted from CGC repositories with temporal 
information by studying patterns of word usage over time. Consider, for example, 
an archive of the New York Times spanning 150 years. Two words such as “war” 
and “peace” might rarely co-occur in the same articles, yet their patterns of use 
over time might be similar, which allows us to better judge their true relatedness.

CONCEPT-BASED INFORMATION RETRIEVAL

Information retrieval systems traditionally rely on textual keywords to index 
and retrieve documents. Keyword-based retrieval may return inaccurate and 
incomplete results when different keywords are used to describe the same con-
cept in the documents and in the queries. Furthermore, the relationship between 
those related keywords may be semantic rather than syntactic, and capturing 
it thus requires access to comprehensive human world knowledge. Previous 
approaches have attempted to tackle these difficulties by using manually built 
thesauri, by relying on term co-occurrence data, or by extracting latent word 
relationships and concepts from a corpus. ESA introduced in the previous sec-
tion, which represents the meaning of texts in a very high-dimensional space of 
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Wikipedia concepts, has been shown to offer superior performance over the pre-
vious state-of-the-art algorithms. In contrast to the task of computing semantic 
relatedness, which usually deals with short texts whose overlap is often empty, 
information retrieval usually deals with longer documents. It is noteworthy that 
in such cases optimal results can be obtained by extending the bag of words 
with concepts rather than merely relying on the conceptual representation alone.

Intuitively, one might expect domain-specific knowledge to be key for 
processing texts in terminology-rich domains such as medicine. However, as 
Gabrilovich and Markovitch (2007) showed, it is the general purpose knowledge 
that leads to much higher improvements in text classification accuracy. In the 
follow-up article (Gabrilovich and Markovitch, 2009), the authors also showed 
that using larger repositories of knowledge,(e.g., later Wikipedia snapshots) leads 
to superior performance as more knowledge becomes available.

Potthast et al. (2008) and Sorg and Cimiano (2008) independently proposed 
CL-ESA, a cross-lingual extension to ESA. Using cross-language links available 
between a growing number of Wikipedia articles, the approach allows to map the 
meaning of texts across different languages. This allows, for example, formulat-
ing a query in one language and then using it to retrieve documents written in a 
different language.

CONCLUSION

Publicly available repositories of collaboratively generated content encode 
massive amounts of human knowledge about the world. In this paper, we showed 
that the structure and content of these repositories can be used to augment repre-
sentation of natural language texts with information that cannot be deduced from 
the input text alone.

Using knowledge from CGC repositories leads to double-digit accuracy 
improvements in a range of tasks, from computing semantic relatedness of 
words and texts to information retrieval and text classification. The most impor-
tant aspects of using exogenous knowledge are its ability to address synonymy 
and polysemy, which are arguably the two most important problems in natural 
language processing. The former manifests itself when two texts discuss the same 
topic using different words, and the conventional bag-of-words representation is 
not able to identify this commonality. On the other hand, the mere fact that the 
two texts contain the same polysemous word does not necessarily imply that 
they discuss the same topic, since that word could be used in the two texts in two 
different meanings. We believe that concept-based representations are so success-
ful because they allow generalizations and refinements, which partially address 
synonymy and polysemy.
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ABSTRACT

Image annotation is the task of providing textual semantic to new images, 
by ranking a large set of possible annotations according to how they correspond 
to a given image. In the large-scale setting, there could be millions of images to 
process and hundreds of thousands of potential distinct annotations. In order 
to achieve such a task, we propose to build a so-called embedding space, into 
which both images and annotations can be automatically projected. In such a 
space, one can then find the nearest annotations to a given image or annotations 
similar to a given annotation. One can even build a visiosemantic tree from these 
annotations that corresponds to how concepts (annotations) are similar to each 
other with respect to their visual characteristics. Such a tree will be different from 
semantic-only trees, such as WordNet, which do not take into account the visual 
appearance of concepts.

INTRODUCTION

The emergence of the Web as a tool for sharing information has caused a mas-
sive increase in the size of potential data sets available for machines to learn from. 
Millions of images on web pages have tens of thousands of possible annotations 
in the form of HTML tags that can be conveniently collected by querying search 
engines (Torralba et al., 2008), tags such as in www.flickr.com, or human-curated 

1  This work summarizes the following papers: Weston et al. (2010) with Samy Bergio and Nicolas 
Usunier, and Bengio et al. (2010) with Jason Weston and David Grangier.
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labels such as in www.image-net.org (Deng et al., 2009). We therefore need 
machine learning algorithms for image annotation that can scale to learn from 
and annotate such data. This includes (i) scalable training and testing times and 
(ii) scalable memory usage. In the ideal case we would like a fast algorithm that 
fits on a laptop, at least at annotation time. For many recently proposed models 
tested on small data sets, it is unclear if they satisfy these constraints.

In the first part of this work, we study feasible methods for just such a goal. 
We consider models that learn to represent images and annotations jointly in 
a low-dimension embedding space. Such embeddings are fast at testing time 
because the low dimension implies fast computations for ranking annotations. 
Simultaneously, the low dimension also implies small memory usage. To obtain 
good performance for such a model, we propose to train its parameters by learn-
ing to rank, optimizing for the top annotations in the list, for example, optimizing 
precision at k (p@k).

In the second part of this work, we propose a novel algorithm to improve 
testing time in multiclass classification tasks where the number of classes (or 
labels) is very large and where even a linear algorithm in the number of classes 
can become computationally infeasible. We propose an algorithm for learning 
a tree structure of the labels in the previously proposed joint embedding space, 
which, by optimizing the overall tree loss, provides a superior accuracy to existing 
tree labeling methods.

JOINT EMBEDDING OF IMAGES AND LABELS

We propose to learn a mapping into a feature space where images and anno-
tations are both represented, as illustrated in Figure 1. The mapping functions 
are therefore different but are learned jointly to optimize the supervised loss of 
interest for our final task, that of annotating images. We start with a representation 
of images x d∈ℜ  and a representation of annotations i Y1, ,{ }∈ϒ = , indices 
into a dictionary of possible annotations. We then learn a mapping from the image 
feature space to the joint space ,Dℜ

x : ,I
d D)(Φ ℜ → ℜ

while jointly learning a mapping for annotations,

i Y: 1, , .W
D

) { }(Φ → ℜ

These are chosen to be linear maps, i.e., x VxI )(Φ =  and i WW i)(Φ = , where 
Wi  indexes the ith column of a D Y×  matrix, but potentially any mapping could 
be used. In our work, we use sparse high-dimensional feature vectors of bags of 
visual terms for image vectors x and each annotation has its own learned repre-
sentation (even if, for example, multiword annotations share words). Our goal is, 
for a given image, to rank the possible annotations such that the highest ranked 
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FIGURE 1  Joint embedding space. 

annotations best describe the semantic content of the image. We consider the 
following model:

f x i x W Vx,i W

T

I i
T) ) )( ( (= Φ Φ =

where the possible annotations i are ranked according to the magnitude of f x ,i )(
largest first.

Image Labeling as a Learning-To-Rank Task

Labeling an image can be viewed as a ranking task where, given an image, 
one needs to order labels such that the top ones correspond to the image while the 
bottom ones are unrelated to it. Various learning-to-rank methods have been pro-
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posed in the machine learning literature over the years, some of which can scale to 
large data sets while others cannot. The simplest scalable approach is the follow-
ing. One can decompose the ranking task as a large sum of several smaller tasks:

loss f x f x1 ,
y y

yyx
∑∑∑ ) )( (= − +

+
+ −

−+

where for each training image x, we want the score of each good label y+ to be 
higher than the score of any bad label y– by a margin of at least 1, otherwise we 
pay the corresponding price. This loss can be trained very efficiently on very large 
data sets using stochastic gradient descent. However, a better alternative would 
be a loss that concentrates on the top of the ranking, instead of considering every 
triplet (x,y+,y–) uniformly. In a previous study (Weston et al., 2010), we proposed 
the weighted approximate-rank pairwise (WARP) loss, which can weigh each 
of the triplets according to the estimated rank of the good labels and still yields an 
efficient implementation. The resulting model is much faster to train and obtains 
a much better performance at the top of the ranking.

Large-Scale Learning

We trained an embedding model with the WARP loss on a very large data set, 
containing more than 10 million training images and more than 100,000 labels, 
where labels correspond to queries uttered on Google Image Search and images 
attributed to these labels were images often clicked for these queries. That meant 
a very noisy data set, where queries are in several languages, with many spelling 
mistakes and many apparently similar queries.

An interesting side effect of training such a model is that it provides a natural 
way of organizing labels among themselves, by looking at the nearest labels of 
a given label in the embedding space. Table 1 shows some examples of the near-
est labels of some labels, where we see several misspellings, translations, and 
semantically similar labels.

Finally, we show in Table 2 examples of images from our test set (there were 
more than 3 million of them, different from the 10 million training images), as 
well as the nearest 10 labels in the embedding space.

LEARNING LABEL TREES

Labeling images when the number of labels is large (in the section Joint 
Embedding of Images and Labels, we had on the order of 100,000 labels) can 
be prohibitive for real-time applications. We thus proposed (Bengio et al., 2010) 
a novel approach to learn a label tree, where each node makes a prediction of 
the subset of labels to be considered by its children, thus decreasing the number 
of labels at a logarithmic rate until a prediction is reached. Existing approaches 
(Beygelzimer et al., 2009a, 2009b; Hsu et al., 2009) typically lose accuracy com-
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TABLE 1  Nearest labels in the embedding space learned on the Web data.

Target Label Nearest Labels

Barack obama barak obama, obama, barack, barrack obama, bow wow, george bush

david beckham beckham, david beckam, alessandro del piero, del piero, david becham

Santa santa claus, papa noel, pere noel, santa clause, joyeux noel, tomte

dolphin delphin, dauphin, whale, delfin, delfini, baleine, blue whale, walvis

Cows cattle, shire, dairy cows, kuh, horse, cow, shire horse, kone, holstein

Rose rosen, hibiscus, rose flower, rosa, roze, pink rose, red rose, a rose

pine tree abies alba, abies, araucaria, pine, neem tree, oak tree, pinus sylvestris

Mount fuji mt fuji, fujisan, fujiyama, mountain, zugspitze, fuji mountain

eiffel tower eiffel, tour eiffel, la tour eiffel, big ben, paris, blue mosque, eifel tower

Ipod i pod, ipod nano, apple ipod, ipod apple, new ipod, ipod shuffle

f18 f 18, eurofighter, f14, fighter jet, tomcat, mig21, f 16

Target Image Nearest Labels Target Image Nearest Labels

delfini, orca, dolphin, 
mar, delfin, dauphin, 
whale, cancun, killer 
whale, sea world

barrack obama, barack 
obama, barack hussein 
obama, barack obama, 
james marsden, jay 
z, obama, nelly, falco, 
barack

eiffel tower, 
statue, eiffel, mole 
antoneliana, la tour 
eiffel, londra, cctv 
tower, big ben, 
calatrava, tokyo tower

ipod, ipod nano, nokia, 
i pod, nintendo ds, 
nintendo, lg, pc, nokia 
7610, vino

	

TABLE 2  Examples of the top 10 labels obtained for some test images. 

Source: Adapted from Weston et al., 2010.

pared to naive linear time approaches. Instead, we apply the following two steps: 
(a) learning a label tree and (b) learning predictors for each of the nodes of the tree.

Learning the Label Tree Structure

In order to learn a label tree such as the one in Figure 2, we proceed as fol-
lows. Given a set of labels in a node, we look for a partition of that set into subsets 
such that, inside a subset, labels are difficult to distinguish with classifiers trained 
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FIGURE 2  Example of a label tree. 

on their corresponding images, whereas it is easier to distinguish images belong-
ing to labels of a subset from images belonging to labels of another subset. We 
do so by computing the confusion matrix between all labels, where we count the 
number of times our classifiers confuse class i with class j, and use this matrix 
to apply spectral clustering (Ng et al., 2002). This procedure can then be applied 
recursively to obtain a complete label tree. Table 3 gives an example of labels that 
were clustered together thanks to that technique.
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Learning a Label Embedding Tree

Once labels are organized into a tree, one can retrain jointly an embedding 
model (using the algorithm described in the section Joint Embedding of Images 
and Labels) where each image can now be labeled either with its original labels, 
or with any of the nodes of the tree that contains them. Moreover, whenever an 
internal node is selected as a positive label for a given image during training, we 
select a competing negative label as a sibling node in the label tree, as this cor-
responds to how the tree would then be used at test time.

The result provides a structure of labels based on both semantic and visual 
similarities. Furthermore, the performance of a label embedding tree is not only 
faster at test time, it is also better on average, as can be seen in the literature 
(Bengio et al., 2010).
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TABLE 3  Examples of obtained clusters of labels.

great white sharks, imagenes 
de delfines, liopleurodon 
meduse, mermaid tail, monstre 
du loch ness, monstruo del 
lago ness, oarfish, oceans, sea 
otter, shark attacks, sperm 
whale, tauchen, whales

apple iphone 3gs, apple ipod, 
apple tablet, bumper, iphone 
4, htc diamond, htc hd, htc 
magic, htc touch pro 2, iphone 
2g, iphone 3, iphone 5g, 
iphone app, iphone apple, 
iphone apps, iphone nano

chevy colorado, custom 
trucks, dodge ram, f 250, ford 
excursion, ford f 150, mini 
truck, nissan frontier, offroad, 
pickup, toyota tundra
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Weston, J., S. Bengio, and N. Usunier. 2010. Large scale image annotation: Learning to rank with 
joint word-image embeddings. Proceedings of the European Conference on Machine Learning 
and Principles and Practice of Knowledge Discovery in Databases, Barcelona, Spain, September 
20–24, 2010.
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Searching for Statistical Diagrams

Shirley Zhe Chen, Michael J. Cafarella, and Eytan Adar

University of Michigan

INTRODUCTION

Statistical, or data-driven, diagrams are an important method for com-
municating complex information. For many technical documents, the dia-
grams may be readers’ only access to the raw data underlying the documents’ 
conclusions.

Unfortunately, finding diagrams online is very difficult using current search 
systems. Standard text-based search will only retrieve the diagrams’ enclosing 
documents. Web image search engines may retrieve some diagrams, but they 
generally work by examining textual content that surrounds images, thus missing 
out on many important signals of diagram content (Bhatia et al., 2010; Carberry 
et al., 2006). Even the text that is present in diagrams has meaning that is hugely 
dependent on their geometric positioning within the diagram’s frame; a number in 
the caption means something quite different from the same number in the x-axis 
scale (Bertin, 1983).

There has been growing commercial interest in making data-driven diagrams 
more accessible, with data search systems such as SpringerImages (http://www.
springerimages.com/) and Zanran (http://www.zanran.com/q/). While there is a 
huge amount of research literature on search and image-related topics, diagram 
search per se is largely unexplored.

In this paper we propose a Web search engine exclusively for data-driven 
diagrams. As with other Web search engines, our system allows the user to 
enter keywords into a text box in order to obtain a relevance-ranked list of 
objects. Our system addresses several challenges that are common among 
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different search engines but that require solutions specifically tailored for 
data-driven diagrams.

Diagram Corpus Extraction

Obtaining the text of a Web document is usually as easy as downloading and 
parsing an HTML file; in contrast, statistical diagrams require special processing 
to extract useful information. They are embedded in PDFs with little to distinguish 
them from surrounding text, the text embedded in a diagram is highly stylized with 
meaning that is very sensitive to the text’s precise role, and, because diagrams are 
often an integral part of a highly engineered document, they can have extensive 
“implicit hyperlinks” in the form of figure references from the body of the sur-
rounding text. Our Diagram Extractor component attempts to recover all of the 
relevant text for a diagram and determine an appropriate semantic label (caption, 
y-axis label, etc.) for each string.

Ranking Quality

All search engines must figure out how to score an object’s relevance to a 
search query, but scoring diagrams for relevance can yield strange and surprising 
results. We use the metadata extracted from the previous step to obtain search 
quality that is substantially better than naive methods.

Snippet Generation

Small summaries of the searched-for content, usually called snippets, allow 
users to quickly scan a large number of results before actually selecting one. 
Conventional search engines select regions of text from the original documents, 
while image search engines generally scale down the original image to a small 
thumbnail. Neither technique can be directly applied to data-driven diagrams. 
Obviously, textual techniques will not capture any visual elements. Figure 1 shows 
that image scaling is also ineffective: although photos and images remain legible 
at smaller sizes, diagrams quickly become difficult to understand.

This paper describes DiagramFlyer, a search engine for finding data-driven 
diagrams in Web documents. It addresses each of the above challenges, yielding 
a search engine that successfully extracts diagram metadata in order to provide 
both higher-quality ranking and improved diagram “snippets” for fast search 
result scanning.

The techniques we propose are general and can work across diagrams found 
throughout the Web. However, in our current testbed we concentrate on diagrams 
extracted from PDFs that were discovered and downloaded from public Web pages 
on academic Internet domains. Our resulting corpus contains 153,000 PDFs and 
319,000 diagrams. We show that DiagramFlyer obtains a 52% improvement in 
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FIGURE 1  Scaling down images works well when generating visual snippets for photos, 
but diagrams can quickly become illegible. 

search quality over naive approaches. Furthermore, we show that DiagramFlyer’s 
hybrid snippet generator allows users to find results 33% more accurately than 
with a standard image-driven snippet. We also place DiagramFlyer’s intellectual 
contributions in a growing body of work on domain-independent information 
extraction—techniques that enable retrieval of structured data items from unstruc-
tured documents, even when the number of topics (or domains) is unbounded.

FIGURE 2  The data processing pipeline. An offline component crawls the Web for PDFs, 
extracts the statistical graphics, and constructs an inverted text index over the resulting 
extracted metadata. This index and the diagrams are then fed to an online system that ranks 
diagrams according to users’ queries and generates query-appropriate search snippets. The 
dark blue boxes signify research components described in this paper. 
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SYSTEM OVERVIEW

As with a traditional Web search engine, DiagramFlyer employs a pipeline of 
offline corpus-processing steps that produce output then used by an online search 
query system. The system architecture is seen in Figure 2.

The offline pipeline has three components:

1.	 The PDF Crawler attempts to download a large number of Web-hosted 
scientific papers for diagram search.

2.	 The Diagram Extractor receives the resulting stream of nearly 153,000 
papers. This extractor attempts to identify all the diagrams in the corpus 
and then annotate the text in each diagram with an appropriate semantic 
role. As seen in Figure 3, the Diagram Extractor identifies eight roles 
within the diagram (legend, caption, title, etc.). It also looks for any sur-
rounding text that mentions the figure, labeling the relevant sentences as 

FIGURE 3  Diagram metadata labels for a sample diagram. Some labels, such as title and 
legend, are found in different places for different graphics. 
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“context.” For the testbed system, we used two-dimensional data-driven 
plots (including scatterplots, time series, and bar plots).

3.	 The Index Builder constructs a search index over the extracted and anno-
tated diagrams. The index tracks each extracted field separately so that 
keyword matches on individual parts of the diagram can be weighted 
differently during ranking.

As seen in Figure 4, DiagramFlyer’s online search system is similar in appear-
ance to traditional Web search engines. Answering an online query requires two 
additional components: 

1.	 The Search Ranker assesses the relevance of each diagram in its index. 
Our system’s main advantage over a standard search ranker is its access 
to the textual features generated by the Diagram Extractor.

2.	 Finally, the Snippet Generator generates a brief summary of each search 
hit, ordering them according to the Search Ranker. DiagramFlyer’s 
Snippet Generator creates special diagram-specific snippets that contains 
both graphical and textual elements.

ALGORITHMS

As mentioned above, our system has three main novel components. Because 
of space limitations, this version of the paper only discusses the Diagram Extractor 
component.

The Diagram Extractor uses a PDF extractor to obtain all text strings from the 
document. It then employs a four-stage processing sequence to recover groups of 
labeled text strings that correspond to real data-driven diagrams:

1.	 A trained text-centric classifier gives strings an initial label based strictly 
on textual features, such as the number of words in a string, whether a 
string is capitalized, distribution of parts of speech, and so on.

2.	 We then group labeled strings together into geometrically neighboring 
sets that loosely correspond to diagrams. Sets without critical labels, such 
as relevant x- and y-axis data, are thrown away. This filters out a huge 
number of strings that are not relevant to any diagram.

3.	 We then recompute labels for each string, using the initial labels to com-
pute a series of position-sensitive features. For example, one important 
feature is a text string’s distance to the nearest x-axis scale. This round 
of classification substantially improves label precision and recall.

4.	 Finally, we group the resulting labeled strings into sets that represent the 
final diagram estimates. This step relies heavily on the semantic label 
applied above; for example, a caption string should always be part of the 
lower portion of a diagram.
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FIGURE 4  A screenshot of the DiagramFlyer search system. 
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This output is then fed to the Search Ranker and Snippet Generator 
components.

EXPERIMENTAL RESULTS

The Diagram Extractor is a query-independent component, and so it can be 
evaluated strictly using our downloaded corpus of scientific papers. We started 
with 4.7 billion URLs from the English segment of the ClueWeb09 data set (http://
lemurproject.org/clueweb09.php/). Of these, we retained those pointing to PDF 
documents. To target PDFs that are more likely to contain diagrams, we further 
restricted the crawl to the .edu domain. A query workload is critical for evaluat-
ing our Search Ranker and Snippet Generator components, but we do not discuss 
them in this abbreviated paper.

To determine the best implementation for the Diagram Extractor, we evalu-
ated three slightly different versions:

•	 text-only: Just the simple textual classifier.
•	 all-classifiers: The textual classifier and the position-sensitive classifier, 

without filtering.
•	 full: All steps.

We trained these classifiers using all of the text segments derived from more 
than 260 data-driven diagrams that were randomly chosen from the PDF corpus; 
the segments were labeled by hand. We tested the results using another set of 180 
similarly generated and labeled diagrams. The evaluation results are shown in the 
following table (the best scores for any task are shown in bold).

Recall Precision

text-only all full text-only all full

Title 0.256 0.651 0.674 0.344 0.609 0.617

y-scale 0.782 0.796 0.754 0.889 0.843 0.900

y-label 0.835 0.864 0.874 0.775 0.752 0.797

x-scale 0.903 0.835 0.835 0.616 0.915 0.896

x-label 0.241 0.681 0.681 0.340 0.842 0.835

Legend 0.520 0.623 0.656 0.349 0.615 0.631

caption 0.952 0.887 0.839 0.450 0.887 0.929

nondiagram 0.768 0.924 0.313 0.850 0.909 0.838
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The precision gain of full over all-classifiers is due to the diagram group 
filter. On a set of 449 candidate diagram groups, this filter removed 165 bad ones 
and just 11 good ones. For most labels, this filter does not influence recall much. 
However, it dramatically reduces recall of non-diagram text in the full case, from 
0.9239 to 0.3126. In the case of non-diagram, a reduction in recall is actually a 
good sign: Most of the “bad candidates” arise from diagrams that are pictorial or 
otherwise not data driven and would not make sense in the downstream search 
engine. Reducing recall for this label means that strings that are unnecessary for 
any diagram are being removed from the output and possibly downstream diagram 
detection. Although all-classifiers has a comparable overall performance, we 
chose full in DiagramFlyer to emphasize precision over recall.

It is clear that title and legend are the metadata items that are most difficult to 
classify. In some ways, the result is not surprising: title is not always presented, 
and legend can appear in several different locations. Finally, we also evaluated 
our method for diagram regrouping. We successfully reconstructed 89 diagrams 
out of a potential 119, with just 20 incorrect ones. These incorrect outputs arose 
from splitting a single diagram or joining two distinct diagrams.

RELATED WORK

There is a vast literature on text search, snippet generation, image search, 
and image processing; much of it is not relevant to the unusual demands of 
searching statistical diagrams. There has been some work in specialized diagram 
understanding, for example, in processing telephone system diagrams (Arias et 
al., 1995), but this work is extremely tailored to a narrow diagram type and is not 
suitable for a general search application.

Only a few pieces of work process diagrams in ways suitable for Web-style 
search. Huang et al. (2003) proposed an automatic mechanism to recover actual 
numerical quantities from diagrams’ graphical components; it may be usable at 
large scale. Huang et al. (2005) attempted to label regions of chart text, similar to 
the Diagram Extraction phase, albeit with fewer labels and somewhat lower accu-
racy, and it is unclear whether their technique can handle multidiagram images. 
The most relevant is work from Kataria et al. (2008) and Lu et al. (2009). They 
extract information from paper-embedded diagrams, recovering both text labels 
and graphical elements; their text recovery component focuses on recovering OCR 
text, with some amount of label recovery as a side effect of the technique. Their 
system uses some of the same features as DiagramFlyer’s Diagram Extractor, 
though it is not clear how much their technique can be extended to yield more 
fine-grained labels, and they do not focus on any tasks downstream from the 
extraction stage.
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CONCLUSION

We have shown that domain-independent diagram extraction is possible. In 
the full presentation we also present evidence that shows how this system enables 
higher-quality search relevance and snippet generation than is possible using 
standard techniques.
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Buildings account for 40 percent of the primary energy usage and 70 percent 
of all the electricity consumption in the United States.1 Construction, operation, 
and demolition of buildings generate tremendous pollution that directly and 
indirectly causes urban air quality problems and climate change. Poor design of 
buildings and systems not only wastes resources and energy and causes adverse 
impacts on the environment but also creates uncomfortable and unhealthy indoor 
environments. In addition, as the impact of humans on the environment at both 
local and global scales becomes increasingly apparent, sustainable development 
of buildings has emerged as an important goal throughout the entire life span of 
a building project. 

Sustainability implies the ability of a system to maintain itself or be main-
tained over time without threatening the stability of other systems upon which 
it depends. However, just like their ecological counterparts, complex human-
designed systems such as buildings sometimes exhibit emergent behaviors that 
make their sustainability difficult to model and evaluate, and thus design and 
optimize, especially in situations where the performance of those systems depends 
on dynamic interactions among nature, humans, and systems. Modern design con-
cepts of high-performance buildings, associated with the usage of new building 
materials and advanced mechanical and electrical systems, result in an increased 
need for understanding the integration of building elements and systems, includ-
ing humans who design and operate them. To reach the net-zero-energy building 
goal by 2030 will require highly multidisciplinary efforts from many collaborators 
such as policy makers, architects, urban planners, material scientists, civil engi-

1  U.S. Energy Information Administration, 2010. 
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neers, mechanical engineers, environmental engineers, those in the construction 
industry, social scientists, and even public health practitioners throughout the long 
life cycle of buildings.

This session introduces the emerging integration and transformation effort 
of the architecture/engineering/construction industry to increase social, eco-
nomic, and environmental benefits via sustainable building development. John 
Ochsendorf (Massachusetts Institute of Technology [MIT]) introduces the current 
challenges and opportunities for low-carbon buildings by presenting the cutting 
edge in benchmarking building performance and building life-cycle cost assess-
ment. Using case studies of ultra-low-carbon buildings designed by his team at 
MIT, he discusses the best integrated design strategies and future research and 
industry needs.

Next, John Haymaker (Design Process Innovation) uses industry case studies 
and surveys to summarize the difficulties that building design teams have defin-
ing and searching through solution spaces and how this results in unsustainable 
designs. He presents an emerging platform of industrial and academic tools that 
are helping professional and student teams execute far more efficient and effec-
tive design processes. 

Jelena Srebric (Pennsylvania State University) discusses the challenges in 
modeling the energy and environmental performance of an entire building. She 
defines key questions that multiscale modeling can address for an engineer fac-
ing a design of new or renovation of old buildings with sustainability in mind. 
She also analyzes the strengths and weaknesses of existing multiscale modeling 
opportunities and concludes with a discussion on future needs in developing new 
building multiscale models.

Chris Pyke (U.S. Green Building Council) wraps up the session with an 
industry perspective that covers the use of location-based services and social net-
works to drive market transformation for sustainable building. He demonstrates 
an innovative Geographic Information System-based platform for conducting 
dynamic, multicriteria benchmarking and facilitating the collection and analysis of 
unprecedented information about the experience of occupants in and around green 
buildings. He discusses how these new tools will drive continuous performance in 
a number of specific areas, including greenhouse gas emissions reduction, water 
conservation, and public health. It is evident that the ability to identify, compare, 
and reward high-achieving projects and individuals is central to green building’s 
success.
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ABSTRACT

Buildings are responsible for higher greenhouse gas emissions than any 
other sector of society. Furthermore, the portion of emissions due to building 
construction and operation has been increasing in recent decades. These emis-
sions are primarily due to heating, cooling, and lighting, though the embodied 
emissions in materials are also significant. Major new initiatives are under way 
to reduce the energy consumed by buildings, but there are numerous technical, 
economic, and policy barriers. This paper summarizes some of the key challenges 
for the design and implementation of future low-carbon buildings in the United 
States and identifies opportunities for the engineering profession. More efficient 
building design represents one of the most cost-effective opportunities for large-
scale carbon reductions on a national and global scale. A greater emphasis on 
integrated building design for the full life cycle can lead to dramatically improved 
building performance. Finally, a series of recent projects demonstrates successful 
life-cycle design for low-carbon buildings.

INTRODUCTION

This paper outlines some of the key challenges facing the engineering of 
low-carbon buildings. Though buildings have major environmental impacts 
due to water use, raw material consumption, and other natural resource deple-
tion, it is useful to focus on greenhouse gas emissions due to the central role of 
buildings in mitigating climate change. In particular, carbon dioxide equivalent 
(CO2e) provides a simple metric for building environmental performance. As the 



Copyright © National Academy of Sciences. All rights reserved.

Frontiers of Engineering 2011:  Reports on Leading-Edge Engineering from the 2011 Symposium

84	 FRONTIERS OF ENGINEERING

FIGURE 1  U.S. energy consumption by sector. Source: U.S. DOE, 2010.

largest source of carbon emissions in the United States, buildings also represent 
a significant opportunity (Figure 1). The Intergovernmental Panel on Climate 
Change (IPCC) has identified buildings as the sector offering the greatest potential 
for carbon reductions (IPCC, 2007). Similarly, the World Business Council for 
Sustainable Development (WBCSD) has demonstrated that global energy use of 
buildings could be reduced 60% by 2050 using existing technologies (WBCSD, 
2009). McKinsey Consulting has identified the building sector as the most 
cost-effective strategy for carbon abatement, with most building improvements 
providing carbon reductions at a negative cost (McKinsey Consulting, 2007). In 
short, there are a range of strategies in the building sector to save both money 
and carbon emissions. Clearly engineers have a major role to play in helping to 
reduce the carbon emissions of existing and new buildings, though a number of 
challenges exist.

Several current initiatives in the United States provide targets for improved 
carbon performance of buildings. The 2030 Challenge establishes targets for 
carbon reductions of new buildings, with increasing standards in the coming 
two decades (Architecture2030, 2011). The current aim is to design buildings 
to use 60% less energy than average for the building type. The reduction target 
increases by 10% every five years (e.g., lowering to 70% reductions by 2015), 
until carbon-neutral buildings are the target in the year 2030. These design goals 
are to be met through three primary approaches: (1) improved design strategies, 
(2) more efficient technologies and systems, and (3) off-site renewables (up to 
a maximum of 20%). While the 2030 Challenge is voluntary at present, many 
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leading engineering firms have committed to pursuing its goals, and a number 
of architecture firms are now tracking the energy consumption of their new 
buildings in relation to the 2030 Challenge goals. Other countries in the world 
have binding legal requirements to achieve dramatic carbon reductions in new 
buildings in the coming decade, though the closest legal target in the United 
States is California’s Assembly Bill 32, which mandates reductions to 1990 
emissions levels by 2020 (Assembly Bill 32, 2011). Such policies, as well as 
more stringent building codes, can serve as important motivators for engineers 
and architects. 

CHALLENGES FOR LOW-CARBON BUILDINGS

While engineers play a crucial role in the design of more sustainable build-
ings, they often get involved too late in the design process. Many of the key deci-
sions are taken in the earliest design stages, when building orientation, glazing 
ratio (ratio of area of glass to area of opaque wall), and the overall form of the 
building are decided. Once these critical decisions have been made, engineers can 
attempt to optimize a poor design, but it is difficult to arrive at low-carbon design 
without having engineers involved in the initial design. The challenge is to inte-
grate engineering analysis in a manner that provides rapid feedback to architects 
and the rest of the design team early in the process. This requires engineers who 
are trained as designers and can pose multiple solutions to open-ended problems. 
In short, the design of high-performance buildings requires integrated, systems 
thinking from the earliest conceptual design stage. 

There is a need to train more engineers in the fields of building science and 
sustainable design. In particular, most engineering schools do not directly address 
the design and operation of buildings, since the field of sustainable building 
design falls among the disciplines of mechanical engineering, civil engineering, 
and architecture. Though there are a small number of programs in architectural 
engineering, the number of architectural engineering graduates nationally is much 
lower than traditional engineering disciplines, and the coming decades will require 
more engineers in this field. Despite the dramatic economic and environmental 
impact of buildings, the engineering of sustainable buildings is missing from most 
schools of engineering in the United States. 

Finally, there is an acute lack of spending on research and development 
(R&D) for sustainable buildings. Compared to other sectors such as the automo-
bile or electronics industries, the construction industry does not spend nearly as 
much on R&D. It has been estimated that only 0.25% of gross sales in construction 
are spent on R&D in the United States (Gould and Lemer, 1994). Furthermore, 
only 0.2% of federal research funding is spent on topics related to green buildings 
(USGBC, 2008). The scarcity of research funding means that fewer researchers 
are working on the vital topic of sustainable building technology, despite the 
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pressing urgency of climate change and the favorable economics for carbon reduc-
tions through improved buildings. 

OPPORTUNITIES FOR LOW-CARBON BUILDINGS

The key to improved building performance is integrated design, which 
incorporates systems thinking at the conceptual design stage. Decisions about 
building orientation, façade systems, heating and cooling strategies, and glazing 
ratios play a crucial role in the final energy performance of the building. Building 
design must be climate specific and should be tailored to the regional climate. 
The choice of materials plays a central role in the embodied carbon of any build-
ing, and it also has implications for the carbon emissions due to the operation of 
buildings, through thermal mass. However, most traditional architectural design 
software does not include the capacity to analyze energy or environmental per-
formance. In the past decade, several tools have been developed to aid architects 
and engineers in the early design stage. One example is the MIT Design Advisor, 
which allows for the rapid estimation of building energy use based on massing, 
orientation, climate, glazing ratios, and more (MIT, 2011). More recently, the 
DIVA platform has been developed to allow architects to run basic performance 
simulations in the early design stage within existing architectural design software 
(www.diva-for-rhino.com). In order to influence the initial design phase, these 
programs provide rapid feedback to architects. Though such programs are devel-
oping quickly, there is still an urgent need for improved design software as well 
as engineers capable of systems-level building design. 

A multidisciplinary education focusing on sustainable design can attract a 
new generation of engineers to the profession. In addition to engineering exper-
tise in heat transfer, thermal science, materials engineering, and other traditional 
building science disciplines, sustainable buildings require expertise in design 
thinking and creative problem solving. Furthermore, there is demand in the market 
for increased literacy in rigorous sustainability metrics and for expertise in life-
cycle environmental and economic performance of buildings. Integrated graduate 
education in the built environment, such as the Solving Urbanization Challenges 
by Design program at Columbia, which combines engineering, architecture, and 
planning, can help to provide the broad education needed for sustainable building 
designers and researchers (IGERT, 2011). 

To increase R&D funding for sustainable buildings, new partnerships are 
required between industry, academia, and government. The Concrete Sustain-
ability Hub at MIT is one example of such a partnership, which is advancing our 
knowledge of the environmental performance of buildings through rigorous life-
cycle assessment of the carbon emissions of buildings. From federal sources, the 
National Science Foundation (NSF) is a particularly appropriate venue for greater 
research funding in sustainable buildings. A number of NSF Graduate Research 
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Fellowships could be established for students working in building science, which 
would help to attract more researchers to the field. 

CASE STUDIES

Many significant low-carbon buildings have been constructed in recent years, 
which can serve as inspiration for engineers and architects. Some noteworthy 
examples for a range of different building types include 

•	 Residential building: BedZED, Beddington, England
•	 School: Richardsville Elementary School, Richardsville, Kentucky
•	 Office building: National Renewable Energy Laboratory, Golden, Colorado
•	 Cultural building: Mapungubwe Visitor’s Center, South Africa

In these and most other cases of sustainable buildings, the crucial design strate-
gies were developed by a collaborative team of architects and engineers early in 
the design process. By setting clear targets for energy consumption, these designs 
were achieved at similar costs as conventional construction, with significant life-
cycle economic benefits due to reduced operating energy requirements. These 
and other projects demonstrate that the technology for carbon-neutral buildings 
exists today.

CONCLUSIONS

Buildings are widely recognized as the largest opportunity for cost-effective 
carbon reductions in the United States and around the world. While engineers 
have a vital role to play in transforming the built environment into a low-carbon 
future, there are numerous areas for improvement. In particular, a new emphasis 
on conceptual design, life-cycle thinking, and innovative research partnerships 
can help to advance the field, reduce carbon emissions, and train a new genera-
tion of engineers. 
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Expanding Design Spaces

John Haymaker

Design Process Innovation

ABSTRACT

Current sustainability design practice is struggling to create design spaces 
that leverage advances in building technology, computer science, and human col-
laboration. But the methods for and interest in creating such spaces exists. This 
paper describes an evolving platform of tools to improve the design spaces that 
will enable a more sustainable built future.

INTRODUCTION

Design research in the twentieth century oscillated between a view of design 
as a discipline and as science (Cross, 2001). In the former, design synthesis is an 
innately human-centric process aided by technology for documentation and analy-
sis. In the latter, technology is at the center of both synthesis and analysis—design 
is a technical process from which the best designs emerge. In both cases, design is 
broadly seen as a process in which stakeholders and computer tools construct inter-
related design spaces of objectives, alternatives, impacts, and value in search of the 
best design (Clevenger and Haymaker, 2011a). 

The previous century also saw a dramatic increase in awareness about 
sustainability—the ability of a designed system to be maintained over time 
without threatening the stability of other systems upon which it depends (Zhai 
and Pearce, 2011). In recent years, scientific and practical dialogue has actively 
sought design methods to enable the integrated sustainability of social, environ-
mental, and economic systems at multiple scales and dimensions. In response, 
significant progress and convergence in design methods for sustainability are 
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being made. New organizational and contractual arrangements and physical and 
virtual collaboration spaces make it feasible to assemble large, multidisciplinary 
teams. New rating systems, guidelines, and codes help define objectives. Build-
ing information models and parametric modeling help generate alternatives. 
Automated analysis tools can analyze energy, structure, schedule, cost, and many 
other performance objectives. Designers have at their disposal a rich and grow-
ing set of human and technological processes for constructing design spaces and 
understanding and maximizing multistakeholder value.

These developments come hopefully just in time. In the next decades, project 
teams will design unprecedented amounts of new and refurbished buildings and 
infrastructure. As resources become increasingly scarce, building technologies 
more numerous, and the impacts of the built environment more apparent, archi-
tecture, engineering, and construction (AEC) professionals will need to make 
profoundly complex and difficult decisions. To find the best designs, they will 
need to construct and communicate very large design spaces, which help them 
fully understand the objectives, exhaustively search the alternatives, system-
atically do the analysis, and explicitly communicate the value of their projects. 
Even as government, industry, and academic leaders are calling for professionals 
to apply these new methods, however, successful adoption is proving difficult. 
There is still a large gap between the available and emerging methods and the 
ability of design teams to reliably and successfully and consistently apply them 
in practice. The traditional precedence-based design processes still taught and in 
use today construct and communicate small design spaces that leave better designs 
undiscovered. Project teams lack sociotechnical platforms and methodologies that 
allow them to relate all of these new methods and information to effectively and 
efficiently construct and explore larger, better design spaces.

Many research fields are relevant to developing this new platform, including 
organizational theory and social networking, design theory and methodol-
ogy, building information and process modeling, model-based analysis, multi
disciplinary design optimization, decision science, human-computer interaction, 
economics, and artificial intelligence. Numerous research methods involving 
ethnography, theory building, tool building, data analysis, and action research 
are relevant to understanding where existing methods fail and how to better fit 
and improve this platform. This presentation discusses one ongoing effort to 
develop such a platform for collaboratively constructing sustainable building and 
infrastructure design spaces.

The next section summarizes methods to describe the quality and clarity of 
design spaces and the efficiency and effectiveness of the processes used to con-
struct them. These definitions are then used to illustrate how design spaces are 
constructed and communicated today. Subsequently, the paper summarizes work 
to construct an integrated platform of tools. Tests in the laboratory and in prac-
tice illustrate the ways elements of the platform can individually and collectively 
improve design space quality and clarity considerably over current methods. 
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Nevertheless, significant opportunity remains to improve the performance of this 
platform. The presentation concludes with a discussion of future work.

HOW TO MEASURE DESIGN PROCESSES

To improve design processes, it is necessary to model and measure them. 
Design theory and methodology, process modeling, lean construction, and deci-
sion analysis provide the foundation for methods and metrics for describing and 
measuring design processes. 

Design integrates numerous processes, organizations, and products. To help 
designers and researchers model and understand this complexity, we develop 
graphical process communication methods to help teams formally describe and 
relate these components (Haymaker, 2006).	

Design requires communication of processes, but it is necessary to know how 
to efficiently communicate them. The Mock Simulation Design Charette measures 
and compares the efficiency and effectiveness of process communication methods 
(Senescu and Haymaker, 2011). 

Design involves the exploration of design spaces. The Design Explora-
tion Assessment Methodology (Clevenger et al., 2010) provides metrics and 
procedures to measure and compare design processes in terms of the challenge 
addressed, the strategy implemented, and the exploration achieved. 

Design is about making and communicating decisions. The Rationale Clarity 
Framework (Chachere and Haymaker, 2011) helps teams measure how clearly 
they communicate decision rationale. 

These methods for capturing and measuring the efficiency, quality, and clarity 
of AEC design processes, spaces, and decisions enable the assessment of current 
practice and provide key insights as to how to improve these processes. 

ASSESSMENTS OF CURRENT AEC PROCESSES

My research group employs ethnographic-action research (Hartmann et al., 
2009) and laboratory design charettes to understand the performance of projects. 
We build detailed process models that help us understand the design and analysis 
tasks that teams perform. We find that designers’ tacit knowledge alone is insuf-
ficient to guide them for the challenges they face today, and yet they still perform 
a narrow search of small design spaces (Clevenger and Haymaker, 2011b). We 
find design teams struggle to communicate process (Senescu et al., 2011a) and 
design rationale (Haymaker et al., 2011).

We use surveys to test our observations. For example, we found that lead-
ing high-rise design firms, consisting mainly of architects, spend many hours 
generating few options and analyze them principally in terms of architectural 
and economic criteria (Gane and Haymaker, 2010). A survey of a leading multi
disciplinary engineering firm confirms these observations and finds that design 
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teams spend over 50 percent of their time on non-value-adding information man-
agement tasks (Flager and Haymaker, 2007). 

In summary, we find in practice today that underrepresented teams develop 
inadequate statements of objectives and analyses and rely on potentially invalid 
precedent knowledge to perform limited and superficial searches of poorly defined 
and communicated design spaces. 

PLATFORM TO IMPROVE AEC PROCESSES

To address these limitations, we have developed and tested a collaborative 
platform of tools that assist building design teams to generate, evaluate, and 
develop consensus around far larger and better formulated design spaces than 
achieved in practice today.

The Process Integration Platform (PIP) provides highly visual and interac-
tive tools to help teams communicate design processes (Senescu and Haymaker, 
2011). PIP helps to communicate processes within a project team to improve 
collaboration between project teams to improve process sharing and, across a 
firm or industry, to promote understanding and to drive innovation and process 
improvement.

Collaborative design generation processes help teams create and manage 
alternative spaces. Perspectors help teams assemble graphs of geometric trans-
formations that generate and manage dependent geometric designs (Haymaker 
et al., 2004). Multi Attribute Interaction Design helps teams conceptualize and 
relate parameters to discover synergistic interactions that help them tunnel through 
cost barriers and maximize multidisciplinary value (Ehrich and Haymaker, 2012). 
Design Scenarios helps them transform these initial parameters into parametric 
geometric design spaces suitable for multidisciplinary analysis (Gane et al, 2011).

Analysis processes help teams understand the impacts of their designs. 
Members of my research group develop, test, and industrialize advanced analysis 
and optimization processes. For example, ThermalOpt integrates a parametric 
Building Information Model (Digital Project) with energy (EnergyPlus) and 
day lighting (Radiance) simulation engines using an open data model (Industry 
Foundation Classes) (Welle et al., 2011) to provide an integrated thermal design 
optimization environment. Biopt is a method for shape and member sizing opti-
mization of steel frame structures (Flager et al., 2011). 

Management processes are needed to help teams set up and explore design 
spaces. For example, the Attribute Management Methodology for Multidisciplinary 
Optimization gives designers control over how attributes of building objects are 
transferred and varied in optimization processes (Welle and Haymaker, 2010). 
The ability to represent and process so much information requires efficient ways 
to organize and leverage it to make complex multistakeholder decisions. After a 
design space is constructed, importance analysis reveals key parameters on build-
ing performance, helping design teams focus their exploration (Clevenger et al., 
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2008). Multi-Attribute Collaborative Design Analysis and Decision Integration 
helps teams integrate objectives, alternatives, analyses, and values to efficiently 
develop consensus around decisions (Haymaker and Chachere, 2006). 

Platforms for bringing multiple stakeholders and their tools together and to 
orchestrate their interaction are emerging. For example, Filter Mediated Design 
investigates the feasibility of multiple designers and agents collaborating using 
various interaction protocols around a central model (Haymaker et al., 2000), 
whereas Process Integration and Design Optimization enables the wrapping and 
orchestration of commercial tools in a workflow (Flager et al., 2009). Collabora-
tive spaces, like the iRoom at Stanford and platforms like PIP, help teams con-
figure an entire socio-technical infrastructure to meet project-specific challenges. 

We actively test the tools and platform in the classroom, in the labora-
tory, and in practice. Building and communicating high-quality design spaces 
can efficiently lead to improved design. Through this applied research, we are 
investigating how best to synthesize and use these tools and to train designers 
in the use of them. In an afternoon, it is feasible to work with a large group of 
diverse stakeholders to explicitly capture and communicate project objectives; 
investigate several hundred alternatives for energy, structural, daylight, and other 
implications; document qualitative analyses on a subset of these options; and 
clearly communicate which alternatives perform best and why, as well as provide 
instantaneous data about process efficiency and effectiveness and design space 
clarity and quality. This stands in stark contrast to the undersized and poorly com-
municated design spaces designers are able to explore today. 

CONCLUSION

This presentation summarized one ongoing effort to develop an integrated 
process platform for efficient and effective construction and communication of 
design spaces. This, and research in other labs referenced in our papers, represents 
an emerging and exciting new paradigm in design for sustainable buildings. The 
two views of design research from the past century—discipline and science—are 
merging, but there are many cultural and technical challenges ahead. Multi
disciplinary engineering needs a common language, a platform of fully realized 
tools that allow designers to design and broadly communicate processes and 
results. I see several steps to creating such a platform: incentive structures that 
enable academic researchers and the software industry to invest the time needed to 
develop the platform, training, and time for designers to use and perfect the plat-
form, and case studies to validate the need for and further improve the platform. 
My hope is that the power of such a platform can transcend the current political, 
economic, and technical barriers that keep us from making sustainable decisions. 
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Sustainable Buildings
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Existing urban settlements are composed of buildings that use approximately 
40 percent of the total primary energy consumption in the United States, and 
as a result are the major contributors to greenhouse gas emissions based on an 
International Energy Agency (IEA) report (EIA, 2011). In fact, buildings use 
more energy than either the transportation or industry sectors. This intense energy 
demand is projected to increase in the next couple of decades based on IEA pro-
jections through the year 2035. As a result, building infrastructure has become an 
important research area and funding agencies have launched new initiatives such 
as (1) the Department of Energy’s Energy Innovation HUB on Building Energy 
Efficiency and (2) the National Science Foundation’s Emerging Frontiers in 
Research and Innovation on Science in Energy and Environmental Design in 2010. 
Furthermore, the issue of energy-efficient and environmentally friendly buildings 
was also addressed in the National Academy of Engineering’s report entitled, The 
Grand Challenges for Engineering in the chapter “Restore and Improve Urban 
Infrastructure.” One technology that can support addressing this grand challenge 
in engineering is the predictive multiscale modeling of transport processes in and 
around buildings. 

Contemporary approaches to multiscale modeling of buildings in urban 
settlements are limited to isolated case studies on energy consumption of building 
systems and resultant projected CO2 emissions. The full integration of results into 
a comprehensive understanding of system behavior does not exist or is based on 
simplified, linear approximations of various system components. Only recently 
have models and simulation platforms emerged that implement comprehensive 
modeling of buildings in urban settlements. At present, novel approaches to 
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addressing simulation challenges are derived from two disciplinary domains, each 
informed by its own respective fields of expertise:

1.	 Meteorologists and climatologists have introduced constraining anthro-
pogenic sources in prognostic weather and climate models to better 
understand urban heat islands as well as outdoor air quality and contami-
nant dispersion in cities.

2.	 Building scientists have explored weather and climate forcing for air-
flow, energy, and contaminate simulations in and around buildings to 
understand building energy consumption, ventilation/infiltration, and 
contaminant dispersion.

The connection among all of these disparate fields of study is the universal 
system of transport equations solved numerically for appropriate temporal and 
spatial scales. The solution of transport equations typically includes mass 
and momentum equations to solve the airflow field, while the addition of partial 
differential equations to represent scalars, such as temperature and contaminant 
concentrations, or solid phase for particles are problem specific. The required 
computational power to directly solve these partial differential equations is enor-
mous. For example, the fastest petaflops supercomputers allow up to approxi-
mately 1012 grid resolution that is only sufficient to solve simple indoor airflows 
in a single room, where a typical Reynolds number is 105. Directly solving an 
outdoor airflow problem is impossible, as Reynolds numbers are on the order of 
107. Therefore, the required grid resolution for a simple outdoor airflow problem 
would be close to 1016. As a compromise, building simulations have to be based 
on accurate physical models that can be successfully implemented and solved 
with the available computational power.

For the past couple of decades, modeling of buildings was accomplished 
using several approximations that were quite important for understanding physi-
cal transport processes in and around buildings even as we were gaining access 
to unprecedented computational power. More recently, those models are being 
coupled in unifying simulation platforms, and novel methods for leveraging differ-
ent models are being discovered. For example, multizone modeling (MZ), energy 
simulations (ES), and computational fluid dynamics (CFD) based on Reynolds-
averaged Navier-Stokes equations all have their strengths and weaknesses in mod-
eling building transport processes. MZ can predict infiltration rates, bulk flow, and 
contaminant transport; ES can predict building energy consumption; while CFD 
can predict detailed airflow, temperature, and contaminant concentrations. For 
the same simulation domain of a single building, MZ typically requires seconds, 
ES takes minutes, and CFD needs hours to run a model on a personal computer. 
This is due to different levels of model complexity, which correspond to the level 
of details that each model provides. No matter how simple or complex, each of 
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these models has supported development of sustainable building solutions, such 
as natural and hybrid ventilation, advanced building enclosure materials, and 
unconventional mechanical systems.

Initial approaches to sustainable building solutions have focused on simula-
tion models of a single building and the environmental impacts at the occupancy 
and building scales based on past climatic conditions. This historic overlay was 
partially due to both the limited computational capacity and our limited under-
standing of driving transport processes for buildings. Simulations at the single-
building scale are now widely used even though there are still important issues 
to be resolved with the accuracy of these models. Contemporary work is focused 
on improving the accuracy of existing single-building models via in situ valida-
tion studies and assimilation of in situ measured data into simulation platforms. 
Energy simulation models can produce results that closely track measured data 
or can produce errors as large as an order of magnitude when compared to the 
actual building energy consumption. During recent validation efforts, it was found 
that one of the largest sources of error in physical models was due to modulat-
ing factors driven by human behavior. Those factors include building systems 
management and maintenance, occupancy rates, and how occupants use building 
systems. In our recent study, we have also found that human behavior factors 
can become insignificant for building energy consumption when the outdoor and 
indoor air temperatures are very different, such as during typical winter days in 
the northeastern United States. Overall, as our understanding of physical transport 
processes and their modulating factors improve, so should model accuracy.

In the next couple of decades, it is expected that with ever-increasing numbers 
of buildings and renovations of existing structures, the impact on augmenting local 
microclimates will be on the order of a 103-meter radius, which will also amplify 
large-scale transport processes in the boundary layer and lower troposphere. 
Therefore, buildings should not be simulated based on past climatic conditions, 
and sustainable building design concepts have to be conceptualized on much 
larger spatial and temporal scales than the comparatively miniscule footprint of 
a single building and its associated annual energy consumption. This presents a 
unique opportunity for unprecedented synthesis of simulation models from meteo-
rology and engineering, where a range of scales encapsulating relevant processes 
should be integrated, including (1) mesoscale predictions at a scale of ∼105 m, 
(2) weather forecasting (∼103 m), (3) microscale outdoor transport processes 
(∼100 m), and (4) indoor transport processes (∼10–1 m). The range of relevant 
spatial and temporal scales is substantial, but this challenge represents a profound 
opportunity for innovations in simulation technology that will enable progress in 
the development of sustainable urban settlements. There are several outstanding 
efforts that are attempting to address this exciting and daunting research problem 
globally, including those led by scientists from Japan (Yamaguchi and Shimoda, 
2010), Europe (Rasheed et al., 2011), the United States (Chen et al., 2011), as 
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well as the building science research group led by the author. If successful, these 
efforts can be extended from performance predictions to sustainable engineering 
of urban settlements at an unprecedented scale.
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ABSTRACT

The green building movement seeks to transform the way that built environ-
ments are designed, constructed, and operated. Over the past decade, the tools 
of this transformation have included market interventions such as professional 
training and accreditation, project rating systems, and the third-party certification 
processes. These interventions have made a demonstrable difference in the indus-
try with levels of participation exceeding 10% of new commercial construction in 
leading metropolitan areas. Today, the movement is envisioning the interventions 
it will need to dramatically scale up and extend this impact. The foundation for 
these new approaches will rest on information technology and analytics—tools 
that will provide unprecedented insights into market activity and allow near-real-
time comparison and benchmarking. These emerging capabilities will create new 
dimensions for market competition, competitive advantage for high-performing 
projects, and increasing risks for low performers. Taken together, these approaches 
will accelerate and intensify the movement toward high-performance, green build-
ings and communities

INTRODUCTION

The green building movement seeks to advance the design, construction, and 
operation of built environments to promote human health, well-being, and the 
restoration of the natural environment. The contemporary green building move-
ment began two decades ago with a powerful mental image and a simple idea. 
The image was a classic curve—the distribution of practice across the industry 
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ranging from a few scofflaws, through the average-performing majority, to a small 
group of innovators—a variation on a pattern recognized across many industries 
(Roger, 1962). The idea was to use strategic market interventions to permanently 
shift this distribution toward higher performance. At the time, very little informa-
tion existed to define this conceptual distribution of practice, and there was little 
experience with specific market interventions.

The lack of experience or data did not deter the movement. The nascent green 
building industry set course and went to work with passion. The early areas of 
focus included efforts to create a broad-based industry coalition, grow a trained 
workforce, create assessment tools, and reward buildings based on performance 
and achievement. There are clear signs of success in each of these areas. Here, 
we will focus on new opportunities pertinent to project-based information and 
analytics.

Green building practice rests on tools and processes to design and assess 
high-performance green buildings and communities (i.e., projects). These tools 
and processes allow practitioners to identify and communicate about relative 
merits of green building strategies (e.g., integrative design, energy efficiency, or 
water conservation), the achievement of milestones (e.g., facilities management 
policies), and, ultimately, the performance of whole systems ranging from interior 
spaces to neighborhoods (e.g., whole-building energy performance).1 These tools 
and processes are codified in building rating systems, such as the U.S. Green 
Building Council’s Leadership in Energy and Environmental Design (LEED™)2 
and a number of analogous systems around the world (Cole, 1999).

LEED provides practitioners with a platform to advance the consideration of 
issues related to location and transportation, design and engineering processes, 
construction activity, site planning, energy, water, materials, indoor environmental 
quality, and innovation. One of LEED’s fundamental benefits to the market is 
greater transparency about the achievements and performance of buildings with 
regard to these previously invisible characteristics.

Over the past decade, the day-to-day tools underlying LEED have been a 
simple paper scorecard and, at the end of the process, a glass plaque displayed 
in a building lobby. It is remarkable to consider the impact that these simple ele-
ments have had on the industry. Today, we have the opportunity to build on these 
fundamental goals and concepts with information technologies that can vastly 
accelerate and scale up their impact. This paper describes one vision for this new 
phase of information-powered, analytically driven market transformation.

1  In this context, the term “performance” refers to a measurable, typically quantitative metric, such 
as energy efficiency, renewable energy generation, water consumption, or occupant satisfaction. The 
term “achievement” refers to binary or qualitative activities, such as policies, procedures, or discrete 
choices (e.g., green cleaning, commissioning, or the use of third-party certified building products). 
The terms are often used together as “performance and achievement” to reflect the typical range of 
green building practice.

2  See www.usgbc.org/leed for more information.
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MARKET EFFICIENCY

Classical economics assumes that market participants have equal and imme-
diate access to information (Fama, 1970; Malkiel, 2003). Markets use this infor-
mation to set prices and value assets. Today, real estate markets have developed 
sophisticated tools to provide information on the financial aspects of individual 
buildings and portfolios. Commercial information services provide data and 
benchmarking related to capital cost, sales price, tenancy, and a myriad of other 
factors. Markets for this information are sophisticated and highly segmented. 
However, there are no readily accessible, consistent, or comprehensive resources 
to address the non-financial dimensions of assets, such as energy use, water con-
sumption, or occupant experience in or around the property. The absence of this 
information contributes to inefficient markets, impairs innovation, and, in some 
cases, contributes to market failure (Gillingham et al., 2009).

The most direct remedy to this situation is to create public and private mecha-
nisms to provide information on the non-financial aspects of assets, that is, the 
green dimensions of homes and commercial buildings. This can be accomplished 
through public labeling programs and private efforts to create asset dashboards 
and key performance metrics. The development of these programs is accelerating, 
witnessed by the success of building-level Energy Performance Certificates in the 
European Union, green building certification, and, in a few major metropolitan 
areas, municipal energy benchmarking (IEA, 2010). However, these efforts only 
scratch the surface. Ultimately, we need to connect information about energy 
performance with detailed information about project attributes (e.g., technologies, 
management strategies, etc.) and utilization (e.g., occupancy schedules and occu-
pant density). These data must then be embedded in tools and services explicitly 
designed to foster constructive competition and accelerate market transformation.

ACCELERATING THE DIFFUSION OF INNOVATION

Information about outcomes and performance are the foundation and cur-
rency for the next generation of green buildings. However, by itself, this is not 
sufficient to propel market transformation. Information alone does not drive the 
change. It needs to be interpreted and attached to mechanisms that create clear 
market opportunities for high-performing projects and, by extension, competi-
tive risks for low performers. This is where our interest diverges from agnostic 
market analytics. The green building movement seeks to use this information to 
drive permanent, self-sustaining change. Simply providing richer reporting on 
the status quo is inadequate. Our success will ultimately be measured by the rate 
and magnitude of change.

This means that we seek to use information technology to actively accelerate 
the diffusion of innovation. This concept refers to the rate with which new prac-
tices are taken up by market participants. Some industries have a long tradition 
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of embracing diffusion theory and working across research, development, and 
deployment to accelerate change. For example, programs to increase appliance 
efficiency have raised the bar repeatedly over the past decades and achieved 
notable success (Gillingham et al., 2006; Nadel et al., 2003).

The building sector as a whole has not traditionally embraced these concepts, 
particularly for whole buildings or real estate portfolios. Yet, information tech-
nologies create opportunities for new, scalable market interventions. We recognize 
and address three key dimensions in our work:

•	 Define outcomes—dimensions for performance and evaluation. Green 
building is not, in isolation, an outcome. It is a framework, and we have 
developed new approaches to define and evaluate specific outcomes 
expected from green buildings. These outcomes provide the basis for 
market competition and differentiation.

•	 Understand and reward relatively high performers. These new perfor-
mance dimensions can be used to sort and rank projects, discover their 
underlying practices, products, and services, and create performance-
based reward systems.

•	 Inspire and assist relatively low performers. Conversely, this information 
creates the opportunity for low-performing projects to identify higher-
performing peers and potential solution providers. 

Outcomes

Over the past decade, green building has been rooted in a single, simple 
perform dimension: the total number of points a project achieves with respect to 
the criteria of a rating system. This dimension is segmented into categories, such 
as LEED’s Certified, Silver, Gold, and Platinum. The act of certification and, at 
times, the level certification became a goal in itself.

Over the past several years, we have explored new approaches to expand this 
traditional focus, including developing and implementing a multidimensional 
framework linking green building outcomes and practices. Our terminology 
has evolved with our understanding. An initial version of this framework was 
released with LEED 2009 (USGBC, 2008). In this framework, every green build-
ing “credit” (a.k.a. strategy) is quantitatively associated with 13 environmental 
“impact categories,” such as greenhouse gas emissions, resource depletion, and 
smog formation (Figure 1). This is used to assign weights (points) to individual 
credits. It also allows credit achievement to be used to track specific outcomes—
literally unpacking information collected during certification.

In LEED 2012, these categories will be adapted to include seven core green 
building outcomes (e.g., greenhouse gas emissions reduction) supported by a set 
of more than 30 metrics (e.g., energy efficiency, renewable energy production). 
The bottom line is that the design of the next generation of ratings systems will 
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FIGURE 1  LEED is an outcome-oriented rating system. Points (relative weights) are 
assigned based on the association between credits (a.k.a., strategies) and outcomes (e.g., 
greenhouse gas emissions reductions).

be closely tied to specific outcomes. In turn, these design tools will create oppor-
tunities for advanced analytics relating project performance and achievement to 
specific outcomes. We can unpack certification-based data to focus on specific 
outcomes and their associated strategies.

Taken together, a paradigm is rapidly emerging that will allow green buildings 
to be defined and analyzed across a set of well-defined, sometimes standardized, 
performance dimensions or outcomes (e.g., UNEP SBCI, 2010). These outcomes 
or performance dimensions can be as “simple” as energy use intensity (e.g., annual 
energy use per square unit of floor space) or much more complicated, synthetic 
measures, such as the 29 weighted factors included in the LEED 2009 GHG Index. 
Each of these metrics provides a new dimension to rank and sort green building 
projects with respect to different goals and outcomes.

Higher Performers

Each performance dimension is populated with real projects using third-party 
verified data collected during the certification process. In every case, we have 
the opportunity to identify and reward high performers. Simply scoring based 



Copyright © National Academy of Sciences. All rights reserved.

Frontiers of Engineering 2011:  Reports on Leading-Edge Engineering from the 2011 Symposium

106	 FRONTIERS OF ENGINEERING

on performance (e.g., an Energy Star score) is a first step. However, technology 
allows us to create and share more valuable information. We seek to understand 
the factors that contribute to a level of performance and achievement (Figure 2). 
Fundamentally, we want to understand how projects achieve a given level of 
relative performance. This means identifying and tracking relationships between 
people, organizations, practices, technologies, and a myriad of other factors. Each 
high-performing project has value as a model for lower-performing projects and 
a milestone for those that achieved it.

Today, we can use a demonstration information system called the Green Build-
ing Information Gateway (www.gbig.org) to begin to identify and explore high-
performing projects across multiple outcome dimensions. For example, Table 1 
illustrates the performance and achievement of an exemplary office building in 
Chicago, Illinois, across six categories. The accompanying density plots compare 
the selected project (the dark triangle) with others certified using the same rating 
system, in this case LEED for Existing Building: Operations & Maintenance (more 
information is available from http://www.gbig.org/projects/10049661). 
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Figure 2

FIGURE 2  The Green Building Information Gateway (GBIG) provides data on the dis-
tribution of performance across populations of green building projects. This information 
can be used to understand “how” high-performing projects deliver above average results. 
This provides the basis for recognition and competitive advantage.
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Source: Green Building Information Gateway (www.gbig.org), URL: http://www.gbig.org/projects/ 
10049661.

TABLE 1  A sample “nutrition” label for an exceptionally high-achieving 
LEED-certified project.

Our ambition is to use this type of data and information technology to shorten 
cycles between innovation, market uptake, operational performance, and positive 
recognition. This means creating highly-scalable information systems to collect 
data on performance, practice, and technology in near real time and provide 
dynamic, context-relevant benchmarking and recommendations. This will pro-
vide decision makers with clear and timely information for their market; green 
“comps” not currently available in the real estate industry. 

Lower Performers

The green building industry has always been comfortable recognizing high 
performers. The preceding approach to high performers accelerates this process 
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and increases the timeliness and relevance of information flows as tools for market 
transformation. However, for every high performer there are a commensurate 
number of underperformers. Outside of Lake Woebegone, such underperformers 
are statistically inevitable.

Yet, we have been less aggressive in rigorously searching them out and trying 
to understand and assist them. We must find a way around our inhibitions regard-
ing underperformance and low achievement. We must pursue an understanding of 
these projects that is equal to or greater than our energies devoted to recognizing 
and rewarding high performance.

Fortunately, we can adapt the same foundation of information technologies 
to identify projects that underperform or achieve less than their peers (Figure 3). 
We can then dive deeper to understand why these projects lag their peers and 
recommend specific strategies for improvement based on practices used by com-
parable higher-performing projects. We want to understand the challenges and, 
if necessary, create new or improved interventions to barriers such as technology 
limitations, technical understanding, or first costs.
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Figure 3

FIGURE 3  Information in GBIG can also be used to understand “why” relatively low- 
performing projects deliver below average result. This provides the basis for critical 
evaluation and improvement.
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Again, we can use the Green Building Information Gateway (www.gbig.org) 
to begin to identify and explore relatively low-achieving projects across multiple 
outcome dimensions. Table 2 illustrates selected metrics for a LEED for New 
Construction (version 2.2) project in Washington, DC (more information is avail-
able from http://www.gbig.org/projects/10100317).

Fundamentally, this is a simple mirror image of our approaches to high 
performers. We seek to use information technologies to “unpack” projects, iden-
tify similar, higher-performing projects, and use data analysis to flag potential 
problems. We have the opportunity to use information technologies to highlight 
strategies used by comparable higher-performance projects.

Source: Green Building Information Gateway (www.gbig.org), URL: http://www.gbig.org/projects/ 
10100317. 

TABLE 2  A sample “nutrition” label for a relatively low-achieving LEED-
certified project. 
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CONCLUSION

The success of green building over the past decade attests to the ability for 
relatively simple interventions to produce demonstrable market transformation. 
The coming decade requires new tools and approaches to bring these concepts to 
scale and to generate the pace of change needed to achieve our mission of creating 
sustainable, healthy, high-performance built environments.

My belief is that this change will be powered by a new generation of infor-
mation technologies specifically designed and deployed to promote market-based 
competition across multiple dimensions, to understand and learn from high 
performers, and to recognize and improve low performers. Every performance 
dimension we track provides an opportunity for competitive differentiation. 
Every high-performing project we identify and rank provides an opportunity to 
learn, recognize, and reward. Every low-performing project we touch provides an 
opportunity for education, investment, and improvement.

The critical technologies are in hand or rapidly emerging, including search, 
recommendation engines, distributed sensors, social media, service-based soft-
ware architectures, and cloud solutions. We will engage orders-of-magnitude more 
projects and, ultimately, move from an episodic “certification event” to a regime 
of continuous performance and real-time monitoring. We can see the contours of 
this new world and envision its sweeping implications for green building practice.
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Introduction
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The brain has always been attractive to engineers. Neurons and their connec-
tions, like tiny circuit elements, process and transmit information in a dramatic 
way that is intimately curious to researchers in the computer science and engi-
neering fields. Neurons are amazing computational devices capable of both robust 
response to widely varied inputs and adaptability to changing conditions. Our 
most advanced computing systems are still dwarfed by the computational power 
of the human brain. Even small groups of neurons are capable of intricate inter-
actions that produce basic mechanisms of learning and memory, highly parallel 
processing, and exquisite sensing capabilities.

Science has made great strides in the past few decades toward uncovering 
the basic principles underlying the brain’s ability to receive sensation and control 
movement. These discoveries, along with revolutionary advances in computing 
power and microelectronics technology, have led to an emerging view that neural 
prosthetics, or electronic interfaces with the brain for restoration or augmentation 
of physiological function, may one day be possible. While the creation of a “six 
million dollar man” may still be far into the future, neural prostheses are rapidly 
becoming real potential treatments for a broad range of patients with injury or 
disease of the nervous system. 

This session focuses on the types of engineering technology used to interface 
with the nervous system. This includes technology for stimulating the nervous 
system for restoration of sensory function as well as methods for extracting motor 
intention from the brain for use in artificial prostheses. In addition, we consider 
how lessons learned about the way the nervous system processes information can 
also be applied to circuit design—both for prosthetics and consumer circuits in 
general.
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The papers in this session give perspectives from both academia and industry. 
Clinical studies are presented that span both basic research and commercial appli-
cations. Finally, discussion of emerging technologies that combine genetic and 
optical approaches provide a glimpse into the state of the art in neural interfacing 
technology.

James Weiland (Doheny Eye Institute, University of Southern California) 
covers the historical use of electrical stimulation of the nervous system and then 
focuses on recent clinical development of retinal implants to restore sight. He 
also gives a brief overview on the emerging field of optogenetics. Eric Leuthardt 
(Washington University) discusses the use of neural recording devices to extract 
motor command signals for applications as communication aids and brain machine 
interfaces for disabled populations. Finally, Rahul Sarpeshkar (Massachusetts 
Institute of Technology) presents new paradigms of “neuromorphic” processing—
how we can learn from the brain’s amazing processing properties and apply that 
knowledge in next-generation applications like cochlear prostheses.
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Retinal Prosthetic Systems for  
Treatment of Blindness

James D. Weiland and Mark S. Humayun

Doheny Eye Institute, University of Southern California

Most functions of the human body are controlled by small electrical signals 
delivered via nerves. Thus, it is no surprise that electrical signals applied to the 
body from external sources can modulate physiological activity. In fact, reports 
of such physiological electromodulation date back to the eighteenth century, but 
scientists of that time lacked the understanding of neurophysiology to understand 
the basic mechanism behind electricity’s ability to modulate biological activity. 
Advances in neurobiology, medicine, and engineering have allowed informed 
design of clinically beneficial implantable neurostimulation devices that are now 
used for a number of debilitating neurological diseases.

Implantable neural stimulators activate nerve cells. Nerves are a class of cells 
responsible for processing and communicating information between the brain and 
other parts of the body (Kandel et al., 1991). Sensory receptors are specialized 
nerve cells that convert physical stimuli into electrical signals that can be relayed 
by other nerve cells to the brain. Nerve cells are polarized, meaning an electrical 
potential can be measured across the cell membrane. Transient changes in mem-
brane potential signal to other cells that an event has occurred. Neural networks 
composed of connected neurons determine if that event, along with inputs from 
others cells, requires action by other parts of the nervous system. Diseases or 
injuries that damage nerve cells, particularly sensory cells, can result in significant 
disability for the affected individual, including loss of sensory input, diminished 
capability to process information, or reduced motor function.

How can an electrical signal generated by an implanted device activate a 
nerve cell? It is not as simple as two wires being connected. Part of the complexity 
arises from the difference in electrical charge carriers; in metals, electrons carry 
charge, whereas in the body, ions carry charge. The conversion from electrons to 
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ions occurs at the electrode, typically a metal or metal oxide, in direct contact 
with the extracellular fluid. An electrical signal applied to the electrode will cause 
current flow in the tissue via movement of charged ions, which include ions of 
sodium, chloride, and potassium, among others. The end effect of this charge 
movement is to depolarize the nerve cell membrane, after which the natural sig-
naling mechanism of the nerve cell takes place and the brain, and person, observe 
an electrically elicited sensation or modulated function.

A number of successful neurostimulators are in widespread use. Cochlear 
implants stimulate the auditory nerve to give hearing to deaf people. Using these 
implants allows deaf people to hear so well that they can talk on a telephone. 
Unrelenting pain sensations sometimes result from nerve damage or disease. 
Implantable devices that stimulate the lower spinal cord are known to decrease 
or even eliminate the feeling of pain. One of the most dramatic successes of 
electrical stimulation is in the treatment of Parkinson’s disease. By stimulating 
a part of the brain called the thalamus, many symptoms of Parkinson’s subside 
almost immediately. Parkinson’s patients with uncontrollable tremor or rigidity 
that severely limits motor function show improved coordination within minutes 
of commencing stimulation. 

TREATING BLINDNESS WITH ELECTRICAL STIMULATION

The retina is the light-sensitive, multilayer tissue that lines the interior 
surface of the back of the eye (Figure 1) (see http://webvision.med.utah.edu/). 
Photoreceptors are the light-sensing cells of the retina, while the other cells pro-
cess photoreceptor signals and send information to the brain via the optic nerve. 
When photoreceptors degenerate due to disease, the retina can no longer respond 
to light. However, the other nerve cells of the retina remain in sufficient numbers 
that electrical stimulation of these cells results in the perception of light. Blind-
ness often results from progressive degeneration of the photoreceptors, which are 
the sensory nerves of the eye. Diseases like retinitis pigmentosa and age-related 
macular degeneration blind millions (Gehrs et al., 2010; Hartong et al., 2006). At 
first, symptoms are subtle, including difficulty seeing at night or blurred central 
vision. Ultimately, these conditions result in blindness. Given that vision is the 
sense by which people obtain most of the information about their environment, 
blindness has an extremely detrimental impact on the afflicted.

Electrical stimulation has been proposed as a treatment for blindness for 
decades, but only recently have systems been implemented that are consistent 
with clinical deployment. This first documented use of electrical stimulation to 
create visual perception dates to 1755, when Charles LeRoy discharged a large 
capacitor through the head of a blind person, who described “flames descending 
downwards” (Marg, 1991). Over time, as science, medicine, and engineer-
ing progressed, feasibility of a permanent implant to stimulate the retina was 
established.
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FIGURE 1  Cross section of the retina and other layers of the eye (choroid and sclera). 
The rods and cones are the photoreceptors that sense light. The other cells process this 
information and transmit electrical impulses via the optic nerve fibers to the brain. Source: 
Image from http://www.catalase.com/retina.gif.

RETINAL PROSTHESES:  
GENERAL DESCRIPTION AND CURRENT CLINICAL SYSTEMS

A retinal prosthesis consists of several components that perform specific 
functions: a camera to convert photons to digital data, a processing unit to generate 
stimulus commands based on the image, analog drivers to produce stimulus cur-
rent, and an array of stimulating electrodes to deliver stimulus current to the retina 
(Weiland et al., 2005). As shown in Figure 2, the electrode array can be positioned 
in two locations in the eye, the epiretinal surface and the subretinal space, and 
these anatomical locations have come to define the two basic approaches that are 
being pursued for retinal prostheses. An epiretinal implant will rest on the inner 
limiting membrane of the retina, whereas a subretinal implant would be inserted 
in the space occupied by photoreceptors in a healthy retina.

Systems have been tested in blind humans in several clinical trials. For 
brevity, the two main trials that have produced the most significant results will be 
discussed. Retina Implant, GmbH has developed an externally powered, subretinal 
microphotodiode array (Figure 3-top). This device has been tested in 12 subjects 
(Zrenner et al., 2011). The device has 1,500 repeating units on a single silicon 
chip. Each unit has the following elements: a microphotodiode to sense light, 
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FIGURE 2  Retinal prosthesis concept. An image is captured by a camera and transmitted 
to an implant. The implant applies a patterned, complex stimulus to the retina via an array 
of electrodes on the surface of the retina (epiretinal) or underneath the retina (subretinal). 
Source: Weiland et al., 2005. 

digital and analog circuitry to scale a voltage stimulus based on sensed light, and 
a microelectrode to apply the stimulus to the retina. The voltage stimulus pulse 
is supplied by a source that is outside the eye. The best test subject was able to 
read large letters (although it took a long time to do so) and demonstrated visual 
acuity of approximately 20/1000. The ARGUS II retinal prosthesis (Second Sight 
Medical Products, Inc.) has been implanted in 30 subjects (Figure 3-bottom). The 
ARGUS II has 60 electrodes. An external camera unit delivers image informa-
tion wirelessly to the implant. The best visual acuity result to date is 20/1200 
(Humayun et al., 2011). Letter reading was demonstrated in 22 of 30 subjects. 
Like the subretinal device, reading letters took much longer than reading with 
natural vision. 

These results have generated considerable excitement in ophthalmology, 
vision research, and biomedical engineering. The possibility of restoring vision 
captures the imagination of many, and the reports from the human implantees 
testify to the promise of this approach. In controlled tests, improved mobility is 
clearly evident, and the subjects report more confidence during ambulation. How-
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FIGURE 3  (top) A subretinal implant developed by Retina Implant GmbH has been tested 
in 11 subjects. The microphotodiode array that is implanted in the subretinal space is to the 
far left, while the remainder of the implant is cabling to allow connection to external test 
equipment. The epiretinal implant system developed by Second Sight Medical Products, 
Inc. includes (bottom left) a videocamera mounted in a pair of glasses, (bottom center) a 
wearable image processing system, and (bottom right) an epiretinal implant with compo-
nents inside and outside the eye. Stimulus commands generated by the wearable image 
processing system are transmitted wirelessly to the implant via an inductive coil in the 
glasses frame. Source: (top) Zrenner et al., 2011. (bottom) Ahuja et al., 2011.

ever, from an objective analysis of the data as a whole, one must conclude that 
there remains a long road before the claim of “vision restoration” can be consid-
ered valid. By all measures, the individuals are still considered blind, even when 
the devices function well. The best reported visual acuity was 20/1000, whereas 
the cutoff for legal blindness is 20/200 (normal vision is 20/20). The field of view 
is limited. The ARGUS II device extends to 20 degrees (which is at the limit for 
legal blindness), but natural vision has a 180-degree field. The subretinal approach 
is limited in this regard, with current implants less than 10 degrees.

CHALLENGES FOR ARTIFICIAL VISION

To increase visual acuity with future implants, both technical and biologi-
cal advances are needed. Simulations of artificial vision project that about 1,000 
individual pixels are needed to allow visual function such as reading (at near 
normal speed) and face recognition. Improvements in electronic packaging (the 
materials and assembly techniques that protect the circuits from saline) will be 
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needed to allow 1,000 signals from the circuits to connect to the retina. Low-power 
integrated circuits must be developed to generate a complex stimulus pattern to 
evoke form perception. Even if these barriers are overcome, more needs to be 
understood about how to connect the device to the retina. The subretinal device 
described above has 1,500 electrodes, but it does not achieve the visual acuity 
possible if each of these electrodes were acting independently. As electrode arrays 
become denser with smaller electrodes, better positioning of individual electrodes 
is needed to increase electrode-retina proximity. This will allow each electrode to 
activate a small part of the retina, thereby increasing visual acuity. Better stimula-
tion strategies are needed to make the vision appear more natural and less artifi-
cial. Currently, perceptions fade within seconds as neural adaptation mechanisms 
attenuate the artificial input. Research questions should focus on optimizing the 
stimulus protocols to maximize user performance.

A new approach to artificial vision has potential to address some of the chal-
lenges facing electronic retinal prosthesis. The “optogenetic” technique modi-
fies individual neurons to incorporate light-sensitive ion channels into the cell 
membrane, the most common light-sensitive channel being channelrhodopsin2 
(ChR2) (Gradinaru et al., 2010). Ion channels are the means by which ions pass 
through the cell membrane, and whether channels are open or closed contributes 
to membrane potential. When light of a specific wavelength is shone on the cell, 
ChR2 ion channels open, resulting in depolarization of the cell. Bi et al. (2006) 
first demonstrated that this could be used to modify retinal ganglion cells, show-
ing that light-evoked neural responses were present in a mouse model of retinal 
degeneration when the mouse retina cells contained ChR2, and others have 
extended this work. The optogenetic approach has some significant advantages 
over the bioelectronic approach. By making each cell light sensitive, vision can 
potentially be restored to near-normal acuity. Also, using light as the activating 
signal allows the optics of the eye to focus an image on the retina. In other words, 
the optogenetic technique can come much closer to restoring natural vision, versus 
artificial vision provided by bioelectronic approaches. However, artificial vision 
based on optogenetics has its own set of challenges that preclude clinical use. The 
main issue relates to sensitivity. Currently, modified cells require bright, blue light 
(460 nm) to be activated, roughly 7 orders of magnitude above the light sensitivity 
threshold in normally sighted people. It is not clear how such intense light would 
interact with a diseased retina, with remnant light sensitivity. Also, it is not known 
if cells can be modified permanently.

SUMMARY

These are interesting times for retinal prostheses. Clinical trials have shown 
both the promise and limitations of electrical stimulation as a treatment for blind-
ness. Working in this field, one is constantly reminded of the wondrous sense of 
vision available to most people, how reliant we are on vision, and the devastating 
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impact of vision loss. Given the complexity of vision, it is clear that prosthetic 
vision systems will, for the foreseeable future, provide vision that is artificial in 
appearance and below the resolution needed for complex, visually guided tasks. 
However, even a slight improvement in vision can have a large impact on quality 
of life. Restoring the ability to see large objects and detect motion can provide 
more confidence for someone as they navigate through unfamiliar environments. 
In addition, the brain has an amazing ability to adapt to new input and the indi-
vidual, through experience, can use other contextual and sensory information to 
better understand what they are “seeing” via an artificial vision system. Although 
important breakthroughs have been achieved in this field, it is still early, and the 
journey toward restoration of high-acuity vision will involve concerted efforts by 
scientists, engineers, clinicians, and, most importantly, blind patients.
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The Evolution of Brain-Computer Interfaces
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ABSTRACT

The notion that a computer can decode brain signals to infer the intentions 
of a human subject and then enact those intentions directly through a machine is 
emerging as a realistic technical possibility. These types of devices are known as 
brain-computer interfaces or BCIs. The evolution of these neuroprosthetic tech-
nologies could have significant implications for patients with motor disabilities 
by enhancing their ability to interact and communicate with their environment. 
Classically, the cortical physiology that has been most investigated and utilized 
for device control has been brain signals from the primary motor cortex. To date, 
this classic motor physiology has been an effective substrate for demonstrat-
ing the potential efficacy of BCI-based control. Emerging research in cortical 
physiology, however, now stands to further enhance our understanding of the 
cortical physiology underpinning human intent and provides further signals for 
more complex brain-derived control. In this review, we discuss the current status 
of BCIs and detail the emerging research trends that stand to further augment 
clinical application in the future. 

INTRODUCTION

The notion that the brain can be directly accessed to allow a human being 
to control an external device with thoughts alone is emerging as a real option for 
patients with motor disabilities. This area of study, known as neuroprosthetics, has 
sought to create devices, known as brain-computer interfaces (BCIs), that acquire 
brain signals and translate them to machine commands such that they reflect 



Copyright © National Academy of Sciences. All rights reserved.

Frontiers of Engineering 2011:  Reports on Leading-Edge Engineering from the 2011 Symposium

124	 FRONTIERS OF ENGINEERING

the intentions of the user. In the past 20 years, the field has progressed rapidly 
from fundamental neuroscientific discovery to initial translational applications. 
Examples are seen in the seminal discoveries by Georgopoulus and Schwartz that 
neurons in the motor cortex, when taken as a population, can predict the direction 
and speed of arm movements in monkeys (Georgopoulos et al., 1982, 1986; Moran 
and Schwartz, 1999a). In the subsequent decades, these findings were translated to 
increasing levels of brain-derived control in monkeys and to preliminary human 
clinical trials (Hochberg et al., 2006; Taylor et al., 2002). Fundamental to the evo-
lution of neuroprosthetic application, this brain-derived control is dependent on 
the emerging understanding of cortical physiology as it encodes information about 
intentions. In recent years, an emerging understanding of how the cortex encodes 
motor and nonmotor intentions, sensory perception, and the role that cortical 
plasticity plays in device control have led to new insights in brain function and 
BCI application. These new discoveries stand to further expand the potential of 
neuroprosthetics in regards to both control capability and patient populations that 
will be served. In this review, we provide an overview of current BCI modalities 
and of emerging research on the use of nonmotor areas for BCI applications, and 
we assess their potential for clinical impact. 

BRAIN-COMPUTER INTERFACE:  
DEFINITION AND ESSENTIAL FEATURES

A BCI is a device that can decode human intent from brain activity alone in 
order to create an alternate communication channel for people with severe motor 
impairments. More explicitly, a BCI does not require the “brain’s normal output 
pathways of peripheral nerves and muscles” to facilitate interaction with one’s 
environment (Wolpaw et al., 2000, 2002). A real-world example of this would 
entail a quadriplegic subject controlling a cursor on a screen with signals derived 
from individual neurons recorded in the primary motor cortex without the need 
of overt motor activity. It is important to emphasize this point. A true BCI creates 
a completely new output pathway for the brain.

As a new output pathway, the user must have feedback to improve the 
performance of how one alters one’s electrophysiological signals. Similar to 
the development of a new motor skill (e.g., learning to play tennis), there must 
be continuous alteration of the subject’s neuronal output. The output should be 
matched against feedback from intended actions such that the subject’s output 
(swinging the tennis racket or altering a brain signal) can be tuned to optimize 
performance toward the intended goal (getting the ball over the net or moving 
a cursor toward a target). Thus, the brain must change its signals to improve 
performance, but additionally the BCI may also be able to adapt to the changing 
milieu of the user’s brain to further optimize functioning. This dual adaptation 
requires a certain level of training and a learning curve, both for the user and for 
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the computer. The better the computer and subject are able to adapt, the shorter 
the training that is required for control.

There are four elements essential to the practical functioning of a BCI plat-
form (Figure 1): 

1.	 Signal acquisition, the BCI system’s recorded brain signal or information 
input;

2.	 Signal processing, the conversion of raw information into a useful device 
command;

3.	 Device output, the overt command or control functions that are admin-
istered by the BCI system; and

4.	 Operating protocol, the manner in which the system is altered and turned 
on and off (Wolpaw et al., 2002).

All of these elements play in concert to manifest the user’s intention in his or her 
environment.

Signal acquisition is some real-time measurement of the electrophysiological 
state of the brain. This measurement of brain activity is usually recorded via 
electrodes, but this is by no means a theoretical requirement. These electrodes 
can be either invasive or noninvasive. The most common types of signals include 
electroencephalography (EEG), electrical brain activity recorded from the scalp 

FIGURE 1  Essential features and components of a BCI. There are four essential elements 
to the practical functioning of a brain computer interface platform: (1) signal acquisition, 
the BCI system’s recorded brain signal or information input; (2) signal processing, the 
conversion of raw information into a useful device command; (3) device output, the overt 
command or control functions that are administered by the BCI system; and (4) operating 
protocol, the manner in which the system is turned on and off, and the way the user or a 
technical assistant adjusts parameters of the previous three steps in converting intentions to 
machine commands. All of these elements play in concert to manifest the user’s intention 
in his or her environment (Schalk et al., 2004b). Source: Leuthardt et al. (2009).
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(Elbert et al., 1980; Farwell and Donchin, 1988; Freeman et al., 2003; Pfurtscheller 
et al., 1993; Sutter, 1992; Vidal, 1977); electrocorticography (ECoG; Leuthardt et 
al., 2004, 2005), electrical brain activity recorded beneath the skull (Leuthardt 
et al., 2004, 2005; Schalk et al., 2004a); field potentials, electrodes monitoring 
brain activity from within the parenchyma (Andersen et al., 2004); and “sin-
gle units,” microelectrodes monitoring individual neuron action potential firing 
(Georgopoulos et al., 1986; Kennedy and Bakay, 1998; Laubach et al., 2000; 
Taylor et al., 2002). Figure 2 shows the relationship of the various signal platforms 
in terms of anatomy and population sampled. Once acquired, the signals are then 
digitized and sent to the BCI system for further interrogation.

In the signal-processing portion of BCI operation, there are two essential 
functions: feature extraction and signal translation. The first function extracts 
significant identifiable information from the gross signal, and the second converts 
that identifiable information into device commands. The process of converting a 
raw signal into one that is meaningful requires a complex array of analyses. These 
techniques can vary from assessment of frequency power spectra, event-related 
potentials, and cross-correlation coefficients for analysis of EEG or ECoG signals 
to directional cosine tuning of individual neuron action potentials (Levine et al., 
2000; Moran and Schwartz, 1999a; Pfurtscheller et al., 2003). The impetus for 
these methods is to determine the relationship between an electrophysiologic 
event and a given cognitive or motor task. As an example, after recordings are 
made from an ECoG signal, the BCI system must recognize that a signal altera-
tion has occurred in the electrical rhythm (feature extraction) and then associate 
that change with a specific cursor movement (translation). As mentioned above, 
it is important that the signal processing be dynamic such that it can adjust to the 

FIGURE 2  Signals for BCI. Three general categories of signals that are used for BCI 
application and their anatomic location relative to the brain and its respective covering 
layers. EEG, electroencephalography; ECoG, electrocorticography. Source: Leuthardt et 
al. (2009).
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changing internal signal environment of the user. In regards to the actual device 
output, this is the overt action that the BCI accomplishes. As in the previous exam-
ple, this can result in moving a cursor on a screen; other possibilities are choosing 
letters for communication, controlling a robotic arm, driving a wheelchair, or 
controlling some other intrinsic physiologic process such as moving one’s own 
limb or controlling one’s bowel and bladder sphincters (Leuthardt et al., 2006a).

An important consideration for practical application is the overall operating 
protocol. This refers to the manner in which the user controls how the system 
functions. The “how” includes such things as turning the system on or off, 
controlling the kind of feedback and how fast it is provided, how quickly the 
system implements commands, and switching between various device outputs. 
These elements are critical for BCI functioning in the real-world application of 
these devices. In most current research protocols, these parameters are set by the 
investigator. In other words, the researcher turns the system on and off, adjusts 
the speed of interaction, or defines very limited goals and tasks. These are all 
things that the user will need to be able to do by him- or herself in an unstructured 
applied environment. 

CURRENT BCI PLATFORMS

There are currently three general categories of BCI platforms that have been 
put forward as possible candidates for clinical application. These categories 
are primarily determined by the source from which the controlling brain signal 
is derived. The first category uses EEG, which involves brain signals acquired 
from the scalp. The second category, referred to as “single-unit systems,” uses 
intraparenchymal microelectrodes that detect action potential firings of individual 
neurons. The third is an intermediate modality in which electrodes acquire signal 
from the cortical surface directly (either above or below the dura). The current 
status of each of these platforms is briefly reviewed in terms of level of control, 
surgical considerations, and current clinical populations served.

EEG-Based Systems

EEG-based BCIs use electrical activity recorded from the scalp (Birbaumer et 
al., 1999; Blankertz et al., 2006; Farwell and Donchin, 1988; Kübler et al., 2005; 
McFarland et al., 1993, 2008a; Millan et al., 2004; Muller et al., 2008; Pfurtscheller 
et al., 1993, 2000; Sutter, 1992; Vaughan et al., 2006; Wolpaw and McFarland, 
1994, 2004; Wolpaw et al., 1991). Most BCI studies in humans used EEG, probably 
because this recording method is convenient, safe, and inexpensive. 

EEG has a relatively poor spatial resolution. This is because a large brain 
area must be involved to generate the necessary detectable signals (Freeman 
et al., 2003; Srinivasan et al., 1998). Despite this limitation, signals relevant to 
BCI research can still be found in the EEG. This includes modulations of mu 



Copyright © National Academy of Sciences. All rights reserved.

Frontiers of Engineering 2011:  Reports on Leading-Edge Engineering from the 2011 Symposium

128	 FRONTIERS OF ENGINEERING

(8-12 Hz) or beta (18-25 Hz) rhythms produced by sensorimotor cortex. These 
rhythms show nonspecific changes (typically decreases in amplitude) related 
to movements and movement imagery. They do not contain specific informa-
tion about the details of movements, such as the position or velocity of hand 
movements. This may be an important limitation because signals associated 
with specific movement parameters are typically used in BCI systems based on 
action potential firing rates. Another issue of EEG recordings is that the detected 
amplitudes are very small. This makes them susceptible to artifacts created by 
sources outside the brain such as electromyographic signals produced by muscle 
contractions. Despite these potentially limiting issues, EEG-based BCIs have been 
shown to support higher performance than is often assumed, including accurate 
two-dimensional (McFarland et al., 2008a; Wolpaw and McFarland, 2004) and 
even three-dimensional control of a computer cursor (McFarland et al., 2008b). 
To date, the large majority of clinical application of BCI technologies for people 
with severe motor disabilities have been demonstrated using EEG (Kübler et al., 
2005; Nijboer et al., 2008; Vaughan et al., 2006). Ultimately, this intrinsic lack of 
signal robustness may have important implications for chronic application of BCI 
systems in real-world environments. BCI systems based on EEG typically require 
substantial training (Birbaumer, 2006; Wolpaw and McFarland, 2004) to achieve 
accurate one- or two-dimensional device control (about 20 or 50 thirty-minute 
training sessions, respectively), although some reports have reported training 
requirements that are shorter (Blankertz et al., 2006). These shortcomings of noise 
sensitivity and prolonged training are fundamental limitations in the scalability of 
widespread clinical application of EEG-based BCIs. 

In summary, EEG has been shown to support much higher performance than 
previously assumed and is currently the only modality that has been shown to 
actually help people with paralysis. However, because of its important limita-
tions, it is currently not clear to what extent EEG-based BCI performance, in the 
laboratory and in clinical settings, can be further enhanced.

Single-Neuron-Based Systems

From a purely engineering point of view, the optimal method to extract elec-
trical information from the brain would be to place a series of small recording 
electrodes directly into the cortical layers (1.5–3 mm) to record signals from indi-
vidual neurons. This, in essence, is what single-unit action potential BCI systems 
do, and they have been very successful for limited time periods in both monkeys 
(Carmena et al., 2003; Serruya et al., 2002; Taylor et al., 2002; Velliste et al., 2008) 
and humans (Hochberg et al., 2006; Kennedy and Bakay, 1998). To extract single-
unit activity, small microelectrodes having ~20-micron-diameter tips are inserted 
in the brain parenchyma where relatively large (e.g., 300 microvolt) extracellular 
action potentials are recorded from individual neurons from 10-100 microns away. 
These signals are usually bandpass filtered from 300 to 10,000 Hz and then passed 
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through a spike discriminator to measure spike time occurrences. The firing rates 
of individual neurons are computed in 10- to 20-millisecond bins and “decoded” 
to provide a high-fidelity prediction to control either a computer cursor or robot 
endpoint kinematics (Georgopoulos et al., 1986; Moran and Schwartz, 1999b; 
Wang et al., 2007). Given its high spatial resolution (100 microns) as well as its 
high temporal resolution (50-100 Hz), this modality arguably provides the highest 
level of control in BCI applications. 

Unfortunately, there are two major problems with single-unit BCIs. First, 
the electrodes must penetrate into the parenchyma, where they cause local neural 
and vascular damage (Bjornsson et al., 2006). Second, single-unit action poten-
tial microelectrodes are very sensitive to encapsulation. Insertion of penetrating 
devices in the brain parenchyma damages neurons and vasculature, which can 
initiate a cascade of reactive cell responses, typically characterized by activation 
and migration of microglia and astrocytes toward the implant site (Bjornsson et 
al., 2006). The continued presence of devices promotes formation of a sheath 
composed partly of these reactive astrocytes and microglia (Polikov et al., 2005; 
Szarowski et al., 2003). This reactive sheath can have numerous deleterious 
effects, including neural cell death and an increased tissue resistance that electri-
cally isolates the device from the surrounding neural tissue (Biran et al., 2005; 
Szarowski et al., 2003; Williams et al., 2007). Research into novel biomaterial 
coatings and/or local drug delivery systems that may reduce the foreign body 
response to implanted electrodes is ongoing but, to date, is far from clinical 
application (Abidian and Martin, 2008; Seymour and Kipke, 2007; Spataro et al., 
2005). Until these issues are solved, this remains a limitation for developing a 
long-term BCI system based on single-unit activity.

Electrocorticography-Based Systems

Over the past 5 years, the use of ECoG as a signal platform for BCI has 
gained mounting enthusiasm as a more practical and robust platform for clinical 
application. As detailed above, both EEG- and single-unit-based systems have 
been impeded for large-scale clinical application. This is either due to prolonged 
user training and poor signal-to-noise limitations with EEG, or due to inability to 
maintain a consistent signal with current single-unit constructs (Bjornsson et al., 
2006; Szarowski et al., 2003; Wolpaw and McFarland, 2004). The use of ECoG 
has been posited to be an ideal trade-off for practical implementation (Leuthardt 
et al., 2004). When compared to EEG, the signal is substantially more robust. 
Its magnitude is typically five times larger, its spatial resolution is much greater 
(0.125 versus 3.0 cm for EEG), and its frequency bandwidth is significantly higher 
(0-500 Hz versus 0-40 Hz for EEG) (Boulton et al., 1990; Freeman et al., 2003; 
Srinivasan et al., 1998). Of particular note, the access to higher-frequency band-
widths carries particularly useful information amenable to BCI operation (Gaona 
et al., 2011). Many studies have demonstrated that different frequency bands 
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carry specific and anatomically distinct information about cortical processing. The 
lower-frequency bands known as mu (8-12 Hz) and beta (18-25 Hz), which are 
detectable with EEG, are thought to be produced by thalamocortical circuits and 
show broad anatomic decreases in amplitude in association with actual or imag-
ined movements (Huggins et al., 1999; Levine et al., 1999; Pfurtscheller et al., 
2003; Rohde et al., 2002). The higher frequencies only appreciable with ECoG, 
also known as gamma band activity, are thought to be produced by smaller cortical 
assemblies. Gamma activity shows close correlation with action potential firing of 
tuned cortical neurons in the primary motor cortex in monkey models (Heldman 
et al., 2006). Additionally, these high-frequency changes have been associated 
with numerous aspects of speech and motor function in humans (Chao et al., 
2010; Crone et al., 1998, 2001a, 2001b; Gaona et al., 2011; Leuthardt et al., 2004; 
Schalk et al., 2007). Beyond higher information content, since the ECoG signal is 
recorded from larger electrodes that do not penetrate the brain, these constructs 
should have a higher likelihood for long-term clinical durability. This expectation 
of good long-term stability of ECoG sensors is supported by some pathologic and 
clinical evidence. For example, in cat, dog, and monkey models, long-term sub-
dural implants showed minimal cortical or leptomeningeal tissue reaction while 
maintaining prolonged electrophysiologic recording (Bullara et al., 1979; Chao 
et al., 2010; Loeb et al., 1977; Margalit et al., 2003; Yuen et al., 1987). Addition-
ally, preliminary work in humans using the implantable NeuroPace device for the 
purpose of long-term subdural electrode monitoring for seizure identification and 
abortion has also been shown to be stable (Vossler et al., 2004). 

The use of ECoG for BCI applications has been primarily studied in motor-
intact patients with intractable epilepsy requiring invasive monitoring. Similar to 
EEG-based BCI systems, the ECoG approach has primarily focused on the use of 
changes in sensorimotor rhythms from motor cortex. What has been distinct, how-
ever, has been the access to the higher-frequency gamma rhythms with ECoG. Use 
of these higher-frequency rhythms has provided a significant advantage in regards 
to training requirements and multidimensional control. In 2004, Leuthardt et al. 
demonstrated the first use of ECoG in closed-loop control in a one-dimensional 
cursor control task with minimal training requirements (under 30 minutes). In 
additional experiments, the same group and others have demonstrated that specific 
frequency alterations encode very specific information about hand and arm move-
ments (Leuthardt et al., 2004; Pistohl et al., 2008; Sanchez et al., 2008; Schalk 
et al., 2007). In 2006, Leuthardt et al. further demonstrated that ECoG control 
using signal from the epidural space was also possible (Leuthardt et al., 2006b). 
Schalk et al. (2008) showed that ECoG signals can be used for two-dimensional 
control whose performance was within the range of that shown before using 
invasive single-unit systems. Because the electrode arrays cover broad regions 
of cortex, several groups have begun to explore alternate cognitive modalities 
and their cortical physiologies to expand BCI device control. Felton et al. (2007) 
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showed that, in addition to motor imagery, sensory imagery could also be used for 
device control. The same group also demonstrated that the auditory cortex could 
be trained to acquire simple control of a cursor (Wilson et al., 2006). Ramsey et 
al. (2006) showed that higher cognitive functions, such as working memory in the 
dorsal lateral prefrontal cortex, can also be used for effective device operation. 
Recently, Leuthardt et al. (2011) demonstrated that phonemic content taken from 
speech networks could also be used for simple device control.

Taken together, these studies show that ECoG signals carry a high level 
of specific cortical information, and that these signals can allow a user to gain 
control rapidly and effectively. It is worth noting that these control paradigms 
have not been extended to motor-impaired subjects thus far. How these cortical 
signals will be affected in the setting of a spinal cord injury or ALS has not been 
explicitly tested. 

CONCLUSIONS

The field of neuroprosthetics is growing rapidly. The cortical physiology that 
underpins the manner in which a human brain encodes intentions is beginning 
to be understood. This will have a significant impact in augmenting function for 
those with various forms of motor disabilities. As research stretches beyond motor 
physiology, the field of neuroprosthetics now stands to further expand in capabil-
ity and in diversity of clinical populations served. The evolving understanding 
of cortical physiology as it relates to motor movements, language function, and 
plasticity could all provide higher levels of complexity in brain-derived control. 
Given the rapid progression of these technologies over the past decade and the 
concomitant swift ascent of computer processing speeds, signal analysis tech-
niques, and emerging ideas for novel biomaterials, neuroprosthetic implants will 
hopefully in the near future be as common as deep brain stimulators are today. 
The clinical advent of this technology will usher in a new era of restorative neuro
surgery and new human-machine interfaces. 
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Ultra Low-Power Biomedical and  
Bio-Inspired Systems

Rahul Sarpeshkar 
Massachusetts Institute of Technology

Biological systems are incredibly energy efficient and compute with unreli-
able and noisy components to perform reliable and precise computations. For 
example, the brain computes with a staggering energy efficiency of approximately 
0.2 femtojoules (fJ) per floating-point operation, and the cell, which is even more 
energy efficient, uses only 20 kT of energy per active biomolecular operation, i.e., 
only 8 × 10–20 Joules or 20 units of thermal energy (Sarpeshkar, 2010). Similarly 
impressive numbers for the energy efficiency of the eye, ear, and organs of the 
body may be found in the literature (Sarpeshkar, 2010). The creation of circuits 
that are inspired by biology can lead to novel architectures and systems that have 
applications outside of biology. Such circuits can also be immediately applied to 
repair biological systems when they do not work (i.e., in neural prosthetics). This 
talk illustrates how the synergy between biological and electronic circuits has led 
to ultra-low-power and noise-robust systems for people who are deaf, blind, and 
paralyzed and to advanced ear-inspired radio receivers. It concludes with a discus-
sion of cytomorphic or cell-inspired systems that establish an important bridge 
between electronics and chemistry (Sarpeshkar, 2010). Such systems lay a rigor-
ous foundation for an analog-circuits approach to systems and synthetic biology, 
fields highly important in the future of medicine and biological engineering. 

A rigorous comparison of the pros and cons of analog versus digital com-
putation (Sarpeshkar, 1998) reveals that analog computation, which exploits 
freely available physical basis functions in the underlying technology that are 
not necessarily logical or linear to compute, is more energy efficient than digital 
computation at low precision and vice versa (Sarpeshkar, 1998). Biology exploits 
this insight to compute in a novel and highly energy-efficient collective analog 
or hybrid fashion that is not purely digital or purely analog but an intimate com-
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bination of both (Sarpeshkar, 2010). Engineering systems can take inspiration 
from biology to also compute in this fashion, and they can improve energy effi-
ciency by delaying digitization after an optimal amount of analog preprocessing 
(Sarpeshkar, 2010).

One example of a bio-inspired collective analog system is the radio frequency 
(RF) cochlea (Mandal et al., 2009), an electronic chip that takes inspiration from 
the spectrum analysis of the inner ear or cochlea to create an energy-efficient and 
ultrafast broadband RF spectrum analyzer. This chip exploits the fact that the ear’s 
spectrum-analysis architecture is the fastest and most hardware efficient known to 
man—faster than a digital fast Fourier transform or an analog filter bank. It effi-
ciently maps the partial differential equations that describe fluid membrane-hair 
cell interaction in the biological cochlea at kilohertz audio frequencies to inductor-
capacitor-amplifier interaction in the RF cochlea at gigahertz frequencies. The 
resulting broadband RF cochlea chip operates with 20-fold lower hardware cost 
than a traditional analog filter bank or with 100-fold lower power than a system 
that directly digitizes its RF input to perform spectrum analysis. The RF cochlea 
is useful as a front end in advanced cognitive or software radios of the future 
(Sarpeshkar, 2010). 

The use of analog circuits to perform energy-efficient spectrum analysis 
is also useful in bionic ear or cochlear implant processors for people who are 
profoundly deaf. Cochlear-implant processors compress spectral information 
present in a microphone signal in a nonlinear fashion such that it is suitable 
for charge-balanced tonotopic current stimulation of a cochlear electrode array 
implanted near the auditory nerve. For example, a digitally programmable analog 
cochlear-implant processor described in the literature (Sarpeshkar et al., 2005) 
lowered power consumption by 20-fold over a conventional design that performs 
analog-to-digital conversion followed by digital signal processing; it enabled 
flexible 86-parameter programming in a patient who understood speech with it 
on her first try (Sarpeshkar, 2006); it was highly robust to several sources of noise 
including transistor mismatch, 1/f or pink noise, power-supply noise, RF crosstalk, 
thermal noise, and temperature variations; and it is at or near the energy-efficient 
optimum even at the end of Moore’s law. Thus, this processor is amenable to fully 
implanted and low-cost systems of the future: Its 251-µW power consumption 
enables it to function on a small 100-mAh battery with 1,000 wireless recharges 
for 30 years. A more advanced 357-µW bio-inspired asynchronous interleaved 
sampling cochlear-implant processor uses a novel bio-inspired method of nerve 
stimulation similar to that present in the auditory nerve. It enables fine-time 
encoding of phase information in a signal without requiring a high sampling rate 
(Sit and Sarpeshkar, 2008). Hence, it enables music information to be encoded 
in an energy-efficient fashion without requiring a high number of electrodes 
or requiring high-stimulation power consumption, a bottleneck in the field of 
cochlear implants. It is also important for improving speech understanding in 
noise. Similarly, a companding algorithm inspired by tone-to-tone suppression 
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and gain control in the cochlea has led to improved speech performance in noise 
(Oxenham et al., 2007; Turicchia and Sarpeshkar, 2005). 

Recent work has reported an ultra-energy-efficient adiabatic energy-recycling 
neural stimulator that can lower power dissipation of nerve stimulation in implants 
for people who are deaf, blind, or paralyzed, or in other neural, cardiac, or 
muscle-stimulation applications by a factor of at least 2 to 3 (Arfin and Sarpeshkar, 
2011). Such work can be combined with state-of-the-art micropower neural 
amplifiers that operate near the fundamental limits of physics (Wattanapanitch 
et al., 2007), with (1) 1 nJ/bit near-field RF telemetry systems that enable trans-
cutaneous wireless bidirectional data transmission in implants (Mandal and 
Sarpeshkar, 2008), (2) energy-efficient wireless recharging circuits that operate 
at the limits of physics set by coil quality factors (Baker and Sarpeshkar, 2007), 
(3) novel highly area and power efficient battery-recharging circuits (Do Valle et 
al., 2011), (4) highly energy-efficient bio-inspired processors for neural decod-
ing (Rapoport and Sarpeshkar, 2010), (5) highly energy-efficient imagers and 
novel cochlear-implant-inspired image-processing algorithms (Turicchia et al., 
2008), (6) bio-inspired analog vocal tracts for speech and hearing prostheses that 
perform well in noise (Wee et al., 2011), and (7) blocking-capacitor-free highly 
miniature precision neural stimulation (Sit and Sarpeshkar, 2007). The integration 
of several such ultra-low-power and bio-inspired innovations can enable ultra-
low-power, low-cost, highly miniature, and fully implanted neural prosthetics for 
people who are deaf, blind, or paralyzed or for people who have other conditions 
(Sarpeshkar, 2010). Examples of complete working systems that successfully 
stop a bird from singing via wireless neural stimulation (Arfin et al., 2009), per-
form wireless recording from a monkey (Wattanapanitch and Sarpeshkar, 2011), 
and summarize system aspects of design (Sarpeshkar et al., 2008) are given in 
the literature. Sarpeshkar (2010) discusses the practical engineering constraints 
needed in such devices.

As these examples illustrate, analog and bio-inspired circuits have enabled 
and are continuing to enable noise-robust, highly miniature, and ultra-low-power 
operation in neural prosthetics, a necessity to reduce advanced research to practical 
clinical applications (Sarpeshkar, 2010). In fact, the deep and astounding math-
ematical similarities between a form of electronics termed subthreshold electronics 
and chemistry (Sarpeshkar, 2010) suggest that the impact of electronics on the 
future of medicine may not be confined to neural, cardiac (Turicchia et al., 2010), 
or muscular prosthetics but in fact could be much broader: It could encompass a 
whole new way of thinking about biological circuits–simulating them, designing 
them, and fixing them. 

The average 10-µm cell is a marvel of nanotechnology, performing 1 × 107 
energy-consuming biochemical operations per second in its stochastic, nonlinear, 
feedback 30,000-node gene-protein and protein-protein network with just 1 pW of 
power (Sarpeshkar, 2010). Efficient precise computation with noisy components 
is achieved via clever nonlinear, feedback, and hybrid analog-digital strategies in 
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cells in biology (Hahnloser et al., 2000) as it is in the most advanced ultra-low-
power analog electronic systems of today. Circuits in cell biology and circuits in 
electronics may be viewed as being highly similar, with biology using molecules, 
ions, proteins, and DNA rather than electrons and transistors. The striking math-
ematical similarities between chemical reaction dynamics and electronic current 
flow in the subthreshold regime of transistor operation, including the Boltzmann 
stochastics of current flow (Sarpeshkar, 2010), imply that one can mimic and 
model large-scale chemical-processing systems in biological and artificial net-
works very efficiently on an electronic chip at time scales that could potentially 
be a million times faster. This key idea has been built on to show how to create 
current-mode subthreshold transistor circuits for modeling arbitrary chemical 
reactions in protein-protein (Mandal and Sarpeshkar, 2009a) and gene-protein 
networks (Mandal and Sarpeshkar, 2009b; Sarpeshkar, 2010). 

The latter work shows that we can potentially attempt to simulate cells, 
organs, and tissues with ultrafast highly parallel analog and hybrid analog-digital 
circuits, including molecular stochastics and cell-to-cell variability on large-
scale “supercomputing” electronic chips. Such molecular dynamics simulations 
are extremely computationally intensive, especially when the effects of noise, 
nonlinearity, network-feedback effects, and cell-to-cell variability are included. 
Stochastics and cell-to-cell variabililty are highly important factors for predicting 
a cell’s response to drug treatment (e.g., the response of tumor cells to chemo
therapy treatments). In turn, analog circuit-design techniques can also be mapped 
to design and create synthetic-biology circuits that have been shown to be in 
accord with biological data (Danial et al., 2011). Thus, they can affect the treat-
ment of gene therapies in diseases like cancer and diabetes, or affect the under-
standing of how such circuits malfunction, thus leading to better drug therapies. 

The deep links between energy and information allow one to articulate 
information-based principles for ultra-low-power design that apply to biology or 
to electronics (Sarpeshkar, 2010). Engineering can aid biology through analysis, 
instrumentation, and repair (medicine). Biology can aid engineering through bio-
inspired design. The positive-feedback loop created by this two-way interaction 
can amplify and speed progress in both disciplines and shed insight into both 
(Sarpeshkar, 2010).
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