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Preface

This volume highlights the papers presented at the National Academy of
Engineering’s 2010 U.S. Frontiers of Engineering Symposium. Every year, the
symposium brings together 100 outstanding young leaders in engineering to share
their cutting-edge research and technical work. The 2010 symposium was held
September 23-25, and hosted by IBM at the IBM Learning Center in Armonk,
New York. Speakers were asked to prepare extended summaries of their presenta-
tions, which are reprinted here. The intent of this book is to convey the excitement
of this unique meeting and to highlight cutting-edge developments in engineering
research and technical work.

GOALS OF THE FRONTIERS OF ENGINEERING PROGRAM

The practice of engineering is continually changing. Engineers today must
be able not only to thrive in an environment of rapid technological change and
globalization, but also to work on interdisciplinary teams. Cutting-edge research
is being done at the intersections of engineering disciplines, and successful
researchers and practitioners must be aware of developments and challenges in
areas that may not be familiar to them.

At the 2-1/2—day U.S. Frontiers of Engineering Symposium, 100 of this
country’s best and brightest engineers, ages 30 to 45, have an opportunity to learn
from their peers about pioneering work being done in many areas of engineer-
ing. The symposium gives early career engineers from a variety of institutions
in academia, industry, and government, and from many different engineering
disciplines, an opportunity to make contacts with and learn from individuals they
would not meet in the usual round of professional meetings. This networking

Copyright © National Academy of Sciences. All rights reserved.
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may lead to collaborative work and facilitate the transfer of new techniques and
approaches. It is hoped that the exchange of information on current developments
in many fields of engineering will lead to insights that may be applicable in spe-

cific disciplines and thereby build U.S. innovative capacity.

The number of participants at each meeting is limited to 100 to maximize
opportunities for interactions and exchanges among the attendees, who are chosen
through a competitive nomination and selection process. The topics and speakers
for each meeting are selected by an organizing committee of engineers in the same
30- to 45-year-old cohort as the participants. Different topics are covered each

year, and, with a few exceptions, different individuals participate.

Speakers describe the challenges they face and communicate the excite-
ment of their work to a technically sophisticated but non-specialized audience.
Each speaker provides a brief overview of his/her field of inquiry; defines the
frontiers of that field; describes experiments, prototypes, and design studies that
have been completed or are in progress, as well as new tools and methodologies,
and limitations and controversies; and summarizes the long-term significance of

his/her work.

THE 2010 SYMPOSIUM

The four general topics covered at the 2010 meeting were: cloud comput-
ing, engineering and music, autonomous aerospace systems, and engineering
inspired by biology. The Cloud Computing session described how this disruptive
technology changes the way users design, develop, deploy, utilize, and dissemi-
nate applications and data. Following an overview presentation on the potential
of cloud computing, there were talks on the challenges of providing transparent
interfaces to the users while maintaining massive scale, developing robust cloud

applications, and the environmental ramifications of cloud computing.

Technology has strongly influenced music since the first musical instruments
and continues to do so in a variety of ways. In the Engineering and Music session,
presentations covered advances in very large-scale music information retrieval,
non-mainstream ways that people outside the engineering community are using
technology to create music, the use of laptop computers in collaborative live
performance, and utilizing mathematics to analyze and better understand music
as well as incorporating mathematical representations into visualizations for live

performance.

Autonomous Aerospace Systems was the focus of the third session, which
included presentations on techniques for enabling “intelligence” in autonomous
systems through probabilistic models of the environment and the integration of
human operators in the control/planning loop, challenges for automation posed
by NASA’s current and future space missions, the role of health awareness in
systems of multiple autonomous vehicles, and automation and autonomy in the

deployment of the next generation air transportation system.

Copyright © National Academy of Sciences. All rights reserved.
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The symposium concluded with the session Engineering Inspired by Biology,
which highlighted the diverse role biology is playing in contemporary engineer-
ing. Talks focused on engineering challenges in the analysis of genetic variation,
gene expression, and function; engineering biomimetic peptides for targeted drug
delivery; and using biomolecules for actuation as motor-powered devices within

systems.

In addition to the plenary sessions, the participants had many opportunities to
engage in informal interactions. On the first afternoon of the meeting, participants
broke into small groups for “get-acquainted” sessions during which individuals
presented short descriptions of their work and answered questions from their col-
leagues. This helped attendees get to know more about each other relatively early
in the program. On the second afternoon, there were tours of the IBM T.J. Watson
Lab in Yorktown Heights and the IBM Industry Solutions Lab in Hawthorne.

Every year, a distinguished engineer addresses the participants at dinner on
the first evening of the symposium. The speaker this year was Dr. Bernard S.
Meyerson, vice president for innovation at IBM, who gave a talk on the topic,

Radical Innovation to Create a Smarter Planet.

NAE is deeply grateful to the following organizations for their support of the
2010 U.S. Frontiers of Engineering Symposium: IBM, The Grainger Foundation,
Air Force Office of Scientific Research, Defense Advanced Research Projects
Agency, Department of Defense-DDR&E Research, National Science Founda-
tion, Microsoft Research, and Cummins Inc. NAE would also like to thank the
members of the Symposium Organizing Committee (p. iv), chaired by Dr. Andrew

M. Weiner, for planning and organizing the event.
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Introduction

AL R. Burr
Virginia Tech

DiLma DA Sipva
IBM Research

Cloud computing is emerging as a disruptive technology that will change
the way users, especially scientists and engineers, design, develop, deploy, use,
and disseminate their applications and data. By decoupling lower-level computer
system details from application development, and freeing users to focus on their
technical and scientific missions, cloud computing is likely to have a profound
impact on our lives.

Computer-based simulations and applications are considered a “third-pillar”
of scientific discovery, which complements the traditional pillars of theory and
experimentation. Currently, these simulations and applications, which require
significant investment in the acquisition and maintenance of system infrastruc-
ture, are used only by seasoned computer scientists. Cloud computing promises
to lower the entry barrier and allow for the easy integration of knowledge gained
from scientific observation and for predictions of future responses or outcomes.

The speakers in this session highlight some recent advances in technologies
that are shaping the modern cloud-computing paradigm. Their talks cover a wide
range of “cloud aspects,” from designing innovative computer systems to how
such systems can be used and configured in an energy-efficient way.

Armando Fox (UC-Berkeley) begins with an overview of how next-generation
clouds should look. Based on user feedback and a survey of requirements, he
discusses the major trends as computer scientists work toward realizing future
clouds and making them amenable to wide-scale use and adaptation, enabling the
democratization of supercomputing. Next, Luiz Andre Barroso (Google) describes
the basics of cloud computing—how such systems are realized, the challenges to
providing transparent interfaces to users while maintaining unfathomable scale,

Copyright © National Academy of Sciences. All rights reserved.
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and support for user applications in a seamless, world-wide “supercomputer”
(i.e., the cloud).

In the third talk, YY Zhou (UC-San Diego) describes the challenges of
building robust applications in the cloud. Finally, Parthasarathy Ranganathan
(HP Labs) describes the environmental and energy implications of using hundreds
of thousands of computing nodes at a central location. He also discusses how
building architecture and software design can be done in ways that reduce the
carbon footprint of the supporting cloud infrastructure.

Copyright © National Academy of Sciences. All rights reserved.
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Opportunities and Challenges of
Cloud Computing

ArmanDO Fox
University of California, Berkeley

Computer science is moving forward so quickly and is so focused on its
recent history that we are often surprised to learn that visionary ideas were articu-
lated long before the technology for their practical implementation was developed.
The following vision of “utility computing” is excerpted from an overview of
the pioneering and highly influential MULTICS computing system (Corbaté and
Vyssotsky, 1965):

One of the overall design goals is to create a computing system which is capable
of meeting almost all of the present and near-future requirements of a large
computer utility. Such systems must run continuously and reliably 7 days a
week, 24 hours a day in a way similar to telephone or power systems, and must
be capable of meeting wide service demands . . . [T]he importance of a multiple
access system operated as a computer utility is that it allows a vast enlargement
of the scope of computer-based activities, which should in turn stimulate a cor-
responding enrichment of many areas of our society.

Today, 45 years later, that vision appears close to becoming reality. In 2008,
Amazon announced the availability of its Elastic Compute Cloud (EC2), making
it possible for anyone with a credit card to use the servers in Amazon’s datacenters
for 10 cents per server hour with no minimum or maximum purchase and no con-
tract (Amazon AWS, 2008b). Amazon has since added options and services and
reduced the base price to 8.5 cents per server hour.) The user is charged for only
as long as he/she uses the computer rounded up to the next hour.

The essence of cloud computing is making datacenter hardware and software
available to the general public on a pay-as-you-go basis. Every user enjoys the

Copyright © National Academy of Sciences. All rights reserved.
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illusion of having virtually infinite capacity available instantaneously on demand.
Hence the term utility computing is used to describe the “product” sold by a cloud-
computing provider.

Of course, by 2008, many companies, such as Google Search and Microsoft
Hotmail, were already operating extensive “private clouds” that delivered propri-
etary SaaS (software as a service). These companies had found it necessary to
develop the programming and operational expertise to run such installations.

In contrast, EC2 was the first truly low-cost utility computing that was not
bundled with a particular SaaS application. Users of EC2 were allowed to deploy
applications of their choice, which greatly increased the popularity of the system.
Private-cloud operators Google and Microsoft soon followed suit and now provide
public-cloud services in addition to their proprietary services.

At first, skeptics were hard pressed to believe that Amazon could operate
such a service at a profit. But, as leading software architect James Hamilton
observed (2008), because of economies of scale, the costs of bandwidth, storage,
and power for warehouse-scale datacenters are five to seven times cheaper than
for medium-sized datacenters (see Table 1). With Amazon’s retail-to-consumer
operational expertise, the company found a profitable way to pass these savings
along to individual users.

COST ASSOCIATIVITY AND ELASTICITY

The cloud-computing service model, which represents a radical departure
from conventional information technology (IT), enables fundamentally new
kinds of computation that were previously infeasible. For example, in 2008, the
National Archives released 17,481 pages of documents, including First Lady
Hillary Clinton’s daily schedule of activities. Peter Harkins, a senior engineer at
The Washington Post, using 200 computers in EC2 for less than nine hours, pro-
duced a searchable corpus of the documents and made it publicly available on the
World Wide Web less than a day later (Amazon AWS, 2008b). The server time cost

TABLE 1 Comparative Economies of Scale in 2006 for a Medium-Sized
Datacenter (~1,000 servers) and a Warehouse-Scale Datacenter (~50,000 servers)

Technology Medium-Sized Data Center Warehouse-Scale Data Center Ratio
Network $95 per Mbit/sec/month $13 per Mbit/sec/month 7.1
Storage 2.20 per GByte/month” $0.40 per GByte/month 5.7

Administration 1 administrator per =140 servers 1 administrator for > 1,000 servers 7.1

“Mbit/sec/month = megabit per second per month.
bGByte/month = gigabyte per month.
Source: Hamilton, 2008.

Copyright © National Academy of Sciences. All rights reserved.
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Harkins less than $150—the same cost as using a single server for 1,800 hours,
and far less than the cost of purchasing a single server outright. Being able to use
200 servers for nine hours for the same price as using one server for 1,800 hours
is an unprecedented new capability in IT that can be called cost associativity.

That same year, 2008, programmers at the Web startup company Animoto
developed an application to create music videos from a user’s photo collection.
When that application was made available to the more than 200 million users of
Facebook, it became so popular so quickly that the number of users doubled every
12 hours for the next three days, causing the number of servers to increase from
50 to 3,500. After the peak subsided, demand fell to a much lower level, and the
unnecessary servers were released.

Elasticity, the ability to add and remove servers in minutes, rather than days
or weeks, is also unprecedented in IT. Elasticity is financially appealing because
it allows actual usage to closely track demand on an hour-by-hour basis, thereby
transferring the risk of making a poor provisioning decision from the service
operator to the cloud-computing provider.

But elasticity is even more important for handling spikes and data hot spots
resulting from unexpected events. During the terrorist attacks of September 11,
2001, for example, viewer traffic on the CNN website increased by an order of
magnitude in just 15 minutes (LeFebvre, 2001). In another case, when entertainer
Michael Jackson died unexpectedly in 2009, the number of Web searches about
Jackson spiked to nearly 10 times the average so suddenly that Google initially
mistook the event for a malicious attack on its search service.

According to Tim O’Reilly, founding editor of O’Reilly Media, a leading
technical publisher, the ability to deal with sudden surges is particularly important
for mobile applications that “respond in real time to information provided either
by their users or by non-human sensors” (quoted in Siegele, 2008). In other words,
these services are accessible to the more than 50 percent of the world population
equipped with cell phones, the most ubiquitous Internet access devices.

OPPORTUNITIES AND CHALLENGES

Scaling Down

Before the advent of cloud computing, scaling up was considered a permanent
change, because it usually meant buying and installing new hardware. Conse-
quently, extensive research was conducted on scaling up systems without taking
them offline. The idea of subsequently scaling them down—and then possibly
back up again—was not even considered.

Since cloud computing involves borrowing machines from a shared pool that
is constantly upgraded, scale-up and scale-down are likely to mean that hardware
will be more heterogeneous than in a conventional datacenter. Research is just
beginning on software, such as scalable consistency-adjustable data storage

Copyright © National Academy of Sciences. All rights reserved.
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(SCADS), which can gracefully scale down as well as up in a short time (Arm-

brust et al., 2009).

At the other extreme, fine-grained pricing may enable even cheaper utility
computing during demand troughs. California power companies have already
introduced demand-based pricing models in which power is discounted during
off-peak times. By analogy, Amazon EC2 has introduced a new mechanism
whereby otherwise unused machines are made available at a discounted rate on
a “best-effort” basis. However, the user might be forced to give up the machine
on short notice if demand increases and a priority customer is willing to pay a

premium for it.

This leads to a relatively new situation of clusters whose topologies and sizes
can change at any time and whose cycles may be “reclaimed” on short notice for
higher priority applications. Research on scheduling frameworks, such as Mesos,
is addressing how applications on cloud computing can deal gracefully with such

fluctuations (Hindman et al., 2010).

The ability to scale down also introduces new motivations for improving
the energy efficiency of IT. In traditional research proposals, energy costs are
usually absorbed into general institutional overhead. With cloud computing, a
customer who uses fewer machines consumes less energy and, therefore, pays
less. Although warehouse-scale datacenters are now being built in locations where
cheaper power (e.g., hydroelectric power) is available (Table 2), the pay-as-you-go
model of cloud computing introduces a direct financial incentive for cloud users

to reduce their energy usage.

Several challenges, however, may interfere with this opportunity for
“greener” IT. Unfortunately, today’s servers consume nearly half as much
energy when they are idle as when they are used. Barroso and Hoélzle (2007)
have argued that we will need design improvements at all levels, from the power
supply to energy-aware software, to achieve “energy proportional” computing
in which the amount of energy consumed by a server is proportional to how

much work it does.

TABLE 2 Price of Kilowatt Hours (kWh) of Electricity

Cents per kWh Region Factors
3.6 Idaho Hydroelectric power; no long-distance transmission
10.0 California Long-distance transmission; limited transmission lines in

Bay Area; no coal-fired electricity allowed in the state

18.0 Hawaii Fuel must be shipped to generate electricity

Source: EIA, 2010.

Copyright © National Academy of Sciences. All rights reserved.
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Better and Faster Research

Cost associativity means that “embarrassingly parallel” experiments—
experiments that require many trials or tasks that can be pursued independently—
can be accelerated to the extent that available cloud resources allow. For example,
an experiment that requires 100,000 trials of one minute each would take more
than two months to complete on a single server. Cost associativity makes it pos-
sible to harness 1,000 cloud servers for two hours for the same cost. Researchers
in the RAD Lab working on datacenter scale computing now routinely run
experiments involving hundreds of servers to test out their ideas at realistic scale.
Before cloud computing, this was impossible for any university laboratory.

Tools like Google’s MapReduce (Dean and Ghemawat, 2004) and the open-
source equivalent, Hadoop, give programmers a familiar data-parallel “building
block™ and encapsulate the complex software engineering necessary for handling
the challenges of resource scheduling and responding to machine failures in the
cloud environment. However, because many problems cannot be easily expressed
as MapReduce tasks, other frameworks, such as Pig, Hive, and Cascading,
have emerged that provide higher level languages and abstractions for cloud
programming.

Indeed, Amazon’s recently-introduced “Elastic MapReduce” service, which
provides a “turnkey” version of the MapReduce framework, allows jobs to be writ-
ten using not only those frameworks, but also statistical modeling packages, such
as R. On the level of cloud infrastructure itself, the goal of the Berkeley BOOM
project (boom.cs.berkeley.edu) is to simplify the creation of new cloud program-
ming frameworks by applying principles from declarative networking.

Progress is being made on all of these fronts, and some new systems are in
regular use in production environments. However, the artifacts and ecosystem
comprising them are still a long way from “turnkey” systems that will allow
domain-expert programmers to seamlessly combine the abstractions in their
applications.

HIGH-PERFORMANCE COMPUTING

The scientific and high-performance computing (HPC) community has
recently become more interested in cloud computing. Compared to SaaS work-
loads, which rely on request-level parallelism, HPC workloads typically rely on
thread- or task-level parallelism, making them more communication-intensive
and more sensitive to communication latency. These properties make HPC work-
loads particularly vulnerable to “performance noise” artifacts introduced by the
pervasive use of virtualization in cloud environments (Armbrust et al., 2010b).

Legacy scientific codes often rely on resource-scheduling approaches, such
as gang scheduling and make assumptions about the network topology that con-
nects the servers. Such design decisions make sense in a statically provisioned

Copyright © National Academy of Sciences. All rights reserved.
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environment but not for cloud computing. Thus, not surprisingly, early bench-
marks of existing HPC applications on public clouds were not encouraging

(Evangelinos and Hill, 2008; Walker, 2008).

However, cloud providers have been quick to respond to the potential HPC
market, as illustrated by Amazon’s introduction in July 2010 of “Cluster Compute
Instances” tuned specifically for HPC workloads. Experiments at the National
Energy Research Scientific Computing (NERSC) Laboratory at Lawrence
Berkeley Laboratory measured an 8.5X performance improvement on several
HPC benchmarks when using this new type of instance compared to conventional
EC2 instances. Amazon’s own measurements show that a “virtual cluster” of 880
HPC instances can run the LINPACK linear algebra benchmark faster than the
145th-fastest supercomputer in the world, as measured by Top500.com. These
results have encouraged more scientists and engineers to try cloud computing for
their experiments. Installations operated by academic/industrial consortia, such as
the Google/IBM/NSF CIuE cluster that runs Hadoop (NSF, 2009), Yahoo’s M45
cluster (http://labs.yahoo.com/Cloud_Computing), and OpenCirrus (opencirrus.

org), are other examples of cloud computing for scientific research.

Even if the running time of a problem is slower on cloud computing than on
a dedicated supercomputer, the total time-to-answer might still be shorter with
cloud computing, because unlike traditional HPC facilities, the user can provision
a “virtual supercomputer” in the cloud instantly rather than waiting in line behind

other users (Foster, 2009).

Longtime HPC veteran Dan Reed, now head of the eXtreme Computing
Group (XCG) at Microsoft Research, also believes cloud computing is a “game
changer” for HPC (West, 2009). He points out that while cloud infrastructure
design shares many of the challenges of HPC supercomputer design, the much
larger volume of the cloud infrastructure market will influence hardware design

in a way that traditional HPC has been unable to do.

TRANSFERS OF BIG DATA

According to Wikipedia, the Large Hadron Collider could generate up to
15 petabytes (15x10'"> bytes) of data per year, and researchers in astronomy,
biology, and many other fields routinely deal with multi-terabyte (TB) datasets.
A boon of cloud computing is its ability to make available tremendous amounts
of computation on-demand with large datasets. Indeed, Amazon is hosting large
public datasets for free, perhaps hoping to attract users to purchase nearby cloud

computing cycles (Amazon AWS, 2008a).

The key word here is nearby. Transferring 10 TB over a network connec-
tion at 20 megabits per second—a typical speed observed in measurements of
long-haul bandwidth in and out of Amazon’s S3 cloud storage service (Garfinkel,
2007)—would take more than 45 days and incur transfer charges of $100 to $150

per TB.

Copyright © National Academy of Sciences. All rights reserved.
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In the overview of cloud computing by Armbrust et al. (2010b), we therefore
proposed a service that would enable users to instead ship crates of hard drives
containing large datasets overnight to a cloud provider, who would physically
incorporate them directly into the cloud infrastructure. This idea was based on
experience with this method by the late Jim Gray, the Turing Award-winning
computer scientist who was recently instrumental in promoting the use of large-
scale computation in science and engineering. Gray reported using this technique
reliably; even if disks are damaged in transit, well-known RAID-like techniques
could be used to mitigate the effects of such failures (Patterson, 2003).

Shortly after the overview was published, Amazon began offering such a
service and continues to do so. Because network cost/performance is improving
more slowly than any other cloud computing technology (see Table 3), the “FedEx
a disk” option for large data transfers is likely to become increasingly attractive.

TABLE 3 Update of Gray’s Costs of Computing Resources from 2003 to 2008

Wide-area
(long-haul)
Network CPU Hours
Bandwidth/Month (all cores) Disk Storage
Item in 2003 1 Mbps WAN¢ link 2 GHz CPU, 200 GB disk,
2 GB DRAM 50 Mb/s transfer rate
Cost in 2003 $100/month $2,000 $200
What $1 buys in 2003 1GB 8 CPU hours 1 GB
Item in 2008 100 Mbps WAN link 2 GHz, 2 sockets, 1 TB disk,
4 cores/socket, 115 MB/s
4 GB DRAM sustained transfer
Cost in 2008 $3,600/month $1,000 $100
What $1 buys in 2008 2.7 GB 128 CPU hours 10 GB
Cost/performance 2.7x 16x 10x
improvement
Cost to rent $0.27-%0.40 $2.56 $1.20-$1.50
What $1 buys on AWS? $0.10-$0.15/ 128 x 2 VMs@ $0.12-$0.15/
in 2008 GB x 3 GB $0.10 each GB-month x 10 GB

“WAN = wide-area (long-haul) network
bAWS = Amazon Web Services
Source: Armbrust et al., 2010a.
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LICENSING AND CLOUD PROVIDER LOCK-IN

Amazon’s EC2 represents one end of a spectrum in that its utility computing
service consists of a bare-bones server built around the Intel x86 processor archi-
tecture. Cloud users must provide all of the software themselves, and open-source
building blocks, such as the Linux operating system, are popular starting points.
However, scientific and engineering research also frequently requires the use of
proprietary software packages, such as Matlab.

Although some publishers of proprietary software (including Matlab) now
offer a pay-as-you-go licensing model like the model used for the public cloud,
most software is still licensed in a “cloud-unfriendly” manner (e.g., per seat or per
computer). Changing the structure of software licenses to approximate the public
cloud pricing model is a nontechnical but real obstacle to the increased use of the
cloud in scientific computing.

In addition, if other providers, such as Google AppEngine or Microsoft
Azure, provide value-added software functionality in their clouds, users might
become dependent on such software to the point that their computing jobs come to
require it. An example is Google AppEngine’s automatic scale-up and scale-down
functionality, which is available for certain kinds of user-deployed applications. If
such applications were migrated to a non-Google platform, the application authors
might have to create this functionality themselves.

The potential risk of “lock-in” to a single provider could be partially miti-
gated by standardizing the application programming interfaces and data formats
used by different cloud services. Providers could then differentiate their offer-
ings by the quality of their implementations, and migration from one provider
to another would result in a possible loss of performance, rather than a loss of
functionality. The Data Liberation Front, a project started by a group of Google
engineers, is one group that is actively pursuing data standardization.

CONCLUSION

In 1995, researchers at Berkeley and elsewhere had argued that networks
of commodity workstations (NOWSs) offered potential advantages over high-
performance symmetrical multiprocessors (Anderson et al., 1995). The advantages
would include better scalability, cost-effectiveness, and potential high availability
through inexpensive redundancy.

At that time software could not deal with important aspects of NOW archi-
tecture, such as the possibility of partial failure. Nevertheless, the economic and
technical arguments for NOW seemed so compelling that, over the course of
several years, academic researchers and commercial and open-source software
authors developed tools and infrastructure for programming this idiosyncratic
architecture at a much higher level of abstraction. As a result, applications that
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once took years for engineers to develop and deploy on a NOW can be prototyped

today by Berkeley undergraduates as an eight-week course project.

Given this rapid evolution, there is good reason to be optimistic that in the
near future computer-based scientific and engineering experiments that take weeks
today will yield results in a matter of hours. When that time arrives, the necessity
of purchasing and administering one’s own supercomputer or computer cluster
(and then waiting in line to use it) will seem as archaic as text-only interfaces

do today.
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Warehouse-Scale Computing:
The Machinery That Runs the Cloud

Luiz ANDRE BARROSO
Google

As high-bandwidth Internet connectivity becomes more ubiquitous, an
increasing number of applications are being offered as Internet services that run
on remote data-center facilities instead of on a user’s personal computer. The two
classes of machines enabling this trend can be found on the very small and very
large ends of the device spectrum. On the small end, mobile devices focus on user
interaction and Internet connectivity, but with limited processing capabilities. On
the large end, massive computing and storage systems (referred to here as ware-
house-scale computers [WSCs]) implement many of today’s Internet (or Cloud)
services, (Barroso and Hoélzle, 2009).

Cost efficiency is critical for Internet services because only a small fraction
of these services result directly in revenue; the rest comes mostly from online
advertising. WSCs are particularly efficient for popular computing and data-inten-
sive online services, such as Internet searches or language translations. Because a
single search request may query the entire Web, including images, videos, news
sources, maps, and product information, such services require a computing capac-
ity well beyond the capabilities of a personal computing device. Thus, they are
only economically feasible when amortized over a very large user population.

In this article I provide a brief description of the hardware and software in
WSCs and highlight some of their key technical challenges.

HARDWARE

WSC hardware consists of three primary subsystems: computing equipment
per se, power-distribution systems, and cooling infrastructure. A brief description
of each subsystem follows below.

15
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Computing Systems

WSCs are built of low-end or mid-range server-class computers connected
in racks of 40 to 80 units by a first-level networking switch; each switch con-
nects in turn to a cluster-level network fabric that ties together all of the racks.
The clusters, which tend to be composed of several thousand servers, constitute
the primary units of computing for Internet services. WSCs can be composed of
one or many clusters. Storage is provided either as disk drives connected to each

server or as dedicated file-serving appliances. !

The use of near PC-class components is a departure from the supercomputing
model of the 1970s, which relied on extremely high-end technology, and reflects
the cost sensitivity of the WSC application space. Lower-end server components
that can leverage technology and development costs in high-volume consumer

markets are therefore highly cost efficient.

Power Distribution

Peak electricity needs of computing systems in a WSC can be more than
10 MW—roughly equivalent to the average power usage of 8,000 U.S. house-
holds. At those levels, WSC computing systems must tap into high-voltage, long-
distance power lines (typically 10 to 20 kilovolts); the voltage level must then be
converted down to 400 to 600 volts, the levels appropriate for distribution within

the facility.

Before power is distributed to computing equipment, however, it is fed to an
uninterruptible power supply (UPS) system that acts as an energy supply buffer
against utility power failures. UPS systems are designed to support less than a
minute of demand, since diesel generators can jump into action within 15 seconds

of a utility outage.

Cooling Infrastructure

Virtually all energy provided to computing equipment becomes heat that must
be removed from the facility so the equipment can remain within its designed
operating temperature range. This is accomplished by air conditioning units inside
the building that supply cold air (18 to 22°C) to the machinery, coupled by a liquid
coolant loop to a cooling plant situated outside the building. The cooling plant

uses chiller or cooling towers to expel heat to the environment.

!'Storage systems based on FLASH memory technology (sometimes called solid-state drives, or
SSDs) are just beginning to be considered for WSC systems as an intermediary layer between DRAM

and magnetic disk drives.
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Relative Costs

The capital costs of the three main subsystems of a WSC vary depending
on the facility design. The cost of non-computing components is proportional
to peak power delivery capacity, and cooling infrastructure is generally more
expensive than the power-distribution subsystem. If high-end energy-efficient
computing components are used, computing system costs tend to be dominant.
If lower end, less energy-efficient computing components are used, cooling and
power-distribution system costs usually predominate. Energy, therefore, affects
WSC costs in two ways: (1) directly through the price of the amount of electricity
consumed; and (2) indirectly through the cost of cooling and power plants.

Design Challenges

Designing a WSC represents a formidable challenge. Some of the most dif-
ficult issues are deciding between scale-up (e.g., bigger servers) and scale-out
(e.g., more servers) approaches and determining the right aggregate capacity and
performance balance among the subsystems. For example, we may have too much
CPU firepower and too little networking bandwidth.

These decisions are ultimately based on workload characteristics. For exam-
ple, search workloads tend to compute heavily within server nodes and exchange
comparatively little networking traffic. Video serving workloads do relatively little
processing but are network intensive. An Internet services provider that offers both
classes of workloads might have to design different WSCs for each class or find
a common sweet spot that accommodates the needs of both. Common designs,
when possible, are preferable, because they allow the provider to dynamically
re-assign WSC resources to workloads as business priorities change, which tends
to happen frequently in the still-young Internet services area.

Energy Efficiency

Given the impact of energy on overall costs of WSCs, it is critical that we
understand where energy is used. The data-center industry has developed a
metric, called power usage effectiveness (PUE), that objectively characterizes the
efficiency of non-computing elements in a facility. PUE is derived by measuring
the total energy that enters a facility and dividing it by the amount consumed
by the computing equipment. Typical data centers are rather inefficient, with PUEs
hovering around 2 (one Watt used, one Watt wasted). State-of-the-art facilities
have reported PUEs as low as 1.13 (Google, 2010); at such levels, the energy-
efficiency focus shifts back to the computing equipment itself.

Mobile and embedded devices have been the main targets of low-power
technology development for decades, and many of the energy-saving features
that make their way to servers had their beginnings in those devices. However,
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mobile systems have focused on techniques that save power when components
are idle, a feature that is less useful for WSCs, which are rarely completely
idle. Therefore, energy-efficient WSCs require energy proportionality, system
behavior that yields energy-efficient operation for a range of activities (Barroso
and Holzle, 2007).

SOFTWARE

The software that runs on WSCs can be broadly divided into two layers:
infrastructure software and workloads. Both are described below.

Infrastructure Software

The software infrastructure in WSCs includes some basic components that
enable their coordinated scheduling and use. For example, each Google WSC
cluster has a management software stack that includes a scheduling master and a
storage master, and corresponding slaves in each machine. The scheduling master
takes submitted jobs and creates job-task instances in various machines. Enforc-
ing resource allocations and performance isolation among tasks is accomplished
by per-machine scheduling slaves in coordination with the underlying operating
system (typically a Linux-based system). The role of storage servers is to export
local disks to cluster-wide file-system users.

Workloads

WSC workloads can include thousands of individual job tasks with diverse
behavior and communication patterns, but they tend to fall into two broad cat-
egories: data processing and online services. Data processing workloads are
large-batch computations necessary to analyze, reorganize, or convert data from
one format to another. Examples of data-processing workloads might include
stitching individual satellite images into seamless Google Earth tiles or building
a Web index from a large collection of crawled documents. The structure of these
workloads tends to be relatively uniform, and the keys for high performance
are finding the right way to partition them among multiple tasks and then place
those tasks closer to their corresponding data. Programming systems, such as
MapReduce (Dean and Ghemawat, 2004), have simplified the building of complex
data-processing workloads.

Web search is the best example of a demanding online-services workload.
For these workloads, keeping users happy means providing very quick response
times. In some cases, the system may have to process tens of terabytes of index
data to respond to a single query. Thus, although high processing throughput is
a requirement for both data-processing and online-services workloads, the latter
have much stricter latency constraints per individual request. The main challenge
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for online-services workloads it to provide predictable performance by thousands

of cooperating nodes on sub-second timescales.

Programming Challenges

Similar to the hardware-design problem for WSCs, the complexity of soft-
ware development for a WSC hardware platform can be an obstacle for both
workload and infrastructure software developers. The complexity derives from
a combination of scale and limits of electronic technology and physics. For
example, a processor accessing its local memory can do so at rates of more than
10 gigabytes per second, but accessing memory attached to another processor in
the facility may only be feasible at rates that are slower by orders of magnitude.

WSC software designers must also be able to cope with failures. Two server
crashes per year may not sound particularly damaging, but if the system runs
on 5,000 servers it will see approximately one failure every hour. Programming
efficient WSC workloads requires handling complex performance trade-offs and

creating reliable systems in the face of high failure rates.

WRAP UP

The rapid increase in the popularity of Internet services as a model for
provisioning computing and storage solutions has given rise to a new class of
massive-scale computers outside of the traditional application domain of super-
computing-class systems. Some of the world’s largest computing systems are
the WSCs behind many of today’s Internet services. Building and programming
this emerging class of machines are the subjects of some of the most compelling

research being conducted today on computer systems.
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Developing Robust Cloud Applications
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Despite possible security and privacy risks, cloud computing has become
an industry trend, a way of providing dynamically scalable, readily available
resources, such as computation, storage, and so forth, as a service to users for
deploying their applications and storing their data. No matter what form cloud
computing takes—public or private cloud, raw cloud infrastructure, or applica-
tions (software) as a service—it provides the benefits of utility-based computing
(i.e., computing on a pay-only-for-what-you-use basis).

Cloud computing can provide these services at reduced costs, because cloud
service is paid for incrementally and scales with demand. It can also support larger
scale computation, in terms of power and data storage, without the configuration
and set-up hassles of installing and deploying local, large-scale clusters. Cloud
computing also has more mobility, because it provides access from wherever the
Internet is available. These benefits allow IT users to focus on domain-specific
problems and innovations.

More and more applications are being ported or developed to run on clouds.
For example, Google News, Google Mail, and Google Docs all run on clouds. Of
course, these platforms are also owned and controlled by the application service
provider, namely Google, which makes some of the challenges discussed below
easier to address.

Many applications, especially those that require low costs and are less sen-
sitive to security issues, such as Amazon Elastic Computing Cloud (EC2) and
Amazon Machine Images (AMIs), have moved to public clouds. Since February
2009, for example, IBM and Amazon Web Services have allowed developers
to use Amazon EC2 to build and run a variety of IBM platform technologies.
Because developers can use their existing IBM licenses on Amazon EC2, soft-
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ware developers have been able to build applications based on IBM software
within Amazon EC2. This new ‘“pay-as-you-go” model provides development
and production instances of IBM DB2, Informix Dynamic Server, WebSphere
Portal, Lotus Web Content Management, and Novell’s SUSE Linux operating

system on EC2.

With this new paradigm in computation, cost savings, and other benefits,
cloud computing also brings unique challenges to building robust, reliable
applications on clouds. The first major challenge is the change in mindset to the
unique characteristics (e.g., elasticity of scale, transparency of physical devices,
unreliable components, etc.) of deploying and running an application in clouds.
The second challenge is the development of frameworks and tool sets to support

the development, testing, and diagnosis of applications in clouds.

In the following sections, I describe how the traditional application develop-
ment and execution environment has changed, the unique challenges and character-
istics of clouds, the implications of cloud computing for application development,
and suggestions for easing the move to the new paradigm and developing robust

applications for clouds.

DIFFERENCES BETWEEN CLOUDS AND
TRADITIONAL PLATFORMS

Although there are many commonalities between traditional in-house/local-
execution platforms and clouds, there are also characteristics and challenges
that are either unique or more pronounced in clouds. Some short-term differ-
ences that will disappear when cloud computing matures are discussed below.

Statelessness and Server Failures

Because one of the major benefits of cloud computing is lower cost, cloud
service providers are likely to use cost-effective hardware/software that is also less
robust and less reliable than people would purchase for in-house/local platforms.
Thus, the underlying infrastructure may not be configured to support applications

that require very reliable and robust platforms.

In the past two to three years, there have been many service outages in clouds.
Some of the most widely known outages have caused major damage, or at least
significant inconvenience, to end users. For example, when Google’s Gmail
faltered on September 24, 2009, even though the system was down for only a few
hours, it was the second outage that month and followed a disturbing sequence of
outages for Google’s cloud-based offerings for search, news, and other applica-
tions in the past 18 months. Explanations ranged from routing errors to problems
with server maintenance. Another example is the outage on Twitter in early August
2009 that lasted throughout the morning and into early afternoon and probably

angered serious “twitterers.”
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Ebay’s PayPal online payments system also failed a few times in August 2009;
outages lasted from one to more than four hours, leaving millions of customers
unable to complete transactions. A network hardware problem was reported to be
the culprit. PayPal lost millions of dollars, and merchants lost unknown amounts.
Thomas Wailgum of CIO.com reported in January 2009, that Salesforce.com had
suffered a service disruption for about an hour on January 6 when a core network

device failed because of memory allocation errors.

General public service providers have also experienced outages. For example,
Rackspace was forced to pay out $2.5 to $3.5 million in service credits to customers
in the wake of a power outage that hit its Dallas data center in late June 2009.
Amazon S3 storage service was knocked out in summer 2008; this was followed
by another outage in early 2009 caused by too many authentication requests.

Lack of Transparency and Control (Virtual vs. Physical)

Because clouds are based on virtualization, applications must be virtualized
before they can be moved to a cloud environment. Thus, unlike local platforms,
cloud computing imposes a layer of abstraction between applications and physi-
cal machines/devices. As a result, many assumptions and dependencies on the
underlying physical systems have to be removed, leaving applications with little
control, or even knowledge of, the underlying physical platform or other applica-

tions sharing the same platform.

Network Conflicts with Other Applications

For in-house data grids, it is a good idea to use a separate set of network cards
and put them on a dedicated VLAN, or even their own switch, to avoid broadcast
traffic between nodes. However, application developers for a cloud may not have
this option. To maximize usage of the system, cloud service providers may put
many virtual machines on the same physical machine and may design a system
architecture that groups significant amounts of traffic going through a single
file server, database machine, or load balancer. For example, so far there is no
equivalent of network-attached shared storage on Amazon. In other words, cloud
application developers should no longer assume they will have dedicated network

channels or storage devices.

Less Individualized Support for Reliability and Robustness

In addition to the absence of a dedicated network, I/O devices are also less
likely to find cloud platforms that provide individualized guarantees for reliability
and robustness. Although some advanced, mature clouds may provide several
levels of reliability support in the future, this support will not be fine-grained

enough to match individual applications.
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Elasticity and Distributed Bugs

The main driver for the development of cloud computing is for the system
to be able to grow as needed and for customers to pay only for what they use
(i.e., elasticity). Therefore, applications that can dynamically react to changes in
workload are good candidates for clouds. The cost of running an application on a
cloud is much lower than the cost of buying hardware that may remain idle except

in times of peak demand.

If a good percentage of your workloads have already been virtualized, then
they are good candidates for clouds. If you simply port the static images of exist-
ing applications to clouds, you are not taking advantage of cloud computing. In
effect, your application will be over-provisioned based on the peak load, and you
will have a poorly used environment. Moving existing enterprise applications to
the cloud can be very difficult simply because most of them were not designed
to take advantage of the cloud’s elasticity. Distributed applications are prone to
bugs, such as deadlocks, incorrect message ordering, and so on, all of which are

difficult to detect, test, and debug.

Elasticity makes debugging even more challenging. Developers of distributed
applications must think dynamically to allocate/reclaim resources based on work-
loads. However, this can easily introduce bugs, such as resource leaks or tangling
links to reclaimed resources. Addressing this problem will require either software
development tools for testing and detecting these types of bugs or new application
development models, such as MapReduce, which would eliminate the need for

dynamic scaling up and down.

Lack of Development, Execution, Testing, and Diagnostic Support

Finally, one of the most severe, but fortunately short-term, challenges is the
lack of development, testing, and diagnostic support. Most of today’s enterprise
applications were built using frameworks and technologies that were not ideal
for clouds. Thus, an application that works on a local platform may not work
well in a cloud environment. In addition, if an application fails or is caught
up in a system performance bottleneck caused by the transparency of physical
configuration/layout or other applications running on the same physical device/

hardware, diagnosing and debugging the failure can be a challenge.

IMPROVING CLOUDS

Cloud computing is likely to bring transformational change to the IT industry,
but this transformation cannot happen overnight—and it certainly cannot happen
without a plan. Both application developers and platform providers will have to

work hard to develop robust applications for clouds.
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DEVELOPING ROBUST CLOUD APPLICATIONS

Application developers will have to adopt the new paradigm. Before they
can evaluate whether their applications are well suited, or at least have been
revised properly to take advantage of the elasticity of clouds, they must first
understand the reasons for, and benefits of, moving to clouds. Second, since
each cloud platform may be different, it is important that application developers
understand the platform’s elasticity model and dynamic configuration method.
They must also keep abreast of the provider’s evolving monitoring services and
service level agreements, even to the point of engaging the service provider as
an ongoing operations partner to ensure that the demands of the new application

can be met.

The most important thing for cloud platform providers is to provide applica-
tion developers with testing, deployment, execution, monitoring, and diagnostic
support. In particular, it would be useful if applications developers have a good
local debugging environment as well as testing platforms that can help with pro-

gramming and debugging programs written for the cloud.

Unfortunately, experience with debugging on local platforms does not usu-
ally simulate real cloud-like conditions. From my personal experience and from
conversations with other developers, I have come to realize that most people face
problems when moving code from their local servers to clouds because of behav-

ioral differences such as those described above.

CLOUD COMPUTING ADOPTION MODEL

A cloud computing model, proposed by Jake Sorofman in an October 20,
2008 article on the website, Dr. Dobb’s: The World of Software Development,
provides an incremental, pragmatic approach to cloud computing. Loosely based
on the Capability Maturity Model (CMM) developed by the Software Engi-
neering Institute (SEI) at Carnegie Mellon University, this Cloud Computing
Adoption Model (Figure 1) proposes five steps for adopting the cloud model:
(1) Virtualization—Ileveraging hypervisor-based infrastructure and application vir-
tualization technologies for seamless portability of applications and shared server
infrastructure; (2) Exploitation—conduct controlled, bounded deployments using
Amazon EC2 as an example of computing capacity and a reference architecture;
(3) Establishment of foundations—determine governance, controls, procedures,
policies, and best practices as they begin to form around the development and
deployment of cloud applications. In this step, infrastructures for developing,
testing, debugging, and diagnosing cloud applications are an essential part of the
foundation to make the cloud a mainstream of computing; (4) Advancement—
scale up the volume of cloud applications through broad-based deployments in
the cloud; and (5) Actualization—balance dynamic workloads across multiple

utility clouds.
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FIGURE 1 Cloud Computing Adoption Model. Source: http://www.rpath.com/corp/cloud-
adoption-model.
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Green Clouds: The Next Frontier

PARTHASARATHY RANGANATHAN
Hewlett Packard Research Labs

We are entering an exciting era for computer-systems design. In addition to
continued advances in performance, next-generation designs are also addressing
important challenges related to power, sustainability, manageability, reliability,
and scalability. At the same time, new combinations of emerging technologies
(e.g., photonics, non-volatile storage, and 3D stacking), and new workloads
(related to cloud computing, unstructured data, and virtualization) are presenting
us with new opportunities and challenges. The confluence of these trends has
led us to rethink the way we design systems—motivating holistic designs that

cross traditional design boundaries.

In this article, we examine what this new approach means for the basic build-
ing blocks of future systems and how to manage them. Focusing on representative
examples from recent research, we discuss the potential for dramatic (10 to 100X)
improvements in efficiency in future designs and the challenges and opportunities

they pose for future research.

PREDICTING THE FUTURE OF COMPUTING SYSTEMS

What can we predict for computing systems 10 years from now? Historically,
the first computer to achieve terascale computing (10'2, or one trillion computing
operations per second) was demonstrated in the late 1990s. About 10 years later,
in mid-2008, the first petascale computer was demonstrated at 1,000 times more
performance capability. Extrapolating these trends, one can expect an exascale
computer by approximately 2018. That is a staggering one million trillion com-
puting operations per second and a thousand-fold improvement in performance

OoVer any current computer.

27
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Moore’s law (often described as the trend that computing performance doubles
every 18 to 24 months) has traditionally helped predict performance challenges, for
terascale and more recently petascale computing, but the transition from petascale
to exascale computing is likely to pose some new challenges we need to address

going forward.

CHALLENGES

The Power Wall

The first challenge is related to what is commonly referred to as the power
wall. Power consumption is becoming a key constraint in the design of future
systems. This problem is manifested in several ways: in the amount of electricity
consumed by systems; in the ability to cool systems cost effectively; in reliability;

and so on.

For example, recent reports indicate that the electricity costs for powering and
cooling cloud datacenters can be millions of dollars per year, often more than was
spent on buying the hardware (e.g., Barroso and Holzle, 2007)! IDC, an industry
analyst firm, has estimated that worldwide investment in power and cooling was

close to $40 billion last year (Patel, 2008).

This emphasis on power has begun to have a visible impact on the design
of computing systems, as system design constraints are shifting from optimizing
performance to optimizing energy efficiency or performance achieved per watt of
power consumed in the system. This shift has been partly responsible for the emer-
gence of multi-core computing as the dominant way to design microprocessors.

In addition, recognition has been growing that designers of energy-efficiency
optimized systems must take into consideration not only power consumed by
the computing system, but also power consumed by the supporting equipment.
For example, for every watt of power consumed in the server of a datacenter, an
additional half to one watt of power is consumed in the equipment responsible for
power delivery and cooling (often referred to as the burdened costs of power and

cooling, or power usage effectiveness [PUE] [Belady et al., 2008]).

Sustainability

Sustainability is also emerging as an important issue. The electricity con-
sumption associated with information technology (IT) equipment is responsible
for 2 percent of the total carbon emissions in the world, more than the emissions
of the entire aviation industry. More important, IT is increasingly being used as
the tool of choice to address the remaining 98 percent of carbon emissions from
non-IT industries (e.g., the use of video conferencing to reduce the need for travel
or the use of cloud services to avoid transportation or excess manufacturing costs)

(Banerjee et al., 2009).
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One way to improve sustainability is to consider the total life cycle of a
system—including both the supply and demand side. In other words, in addition
to the amount of energy used in operating a system, it is important to consider the
amount of energy used in making the system.

Manageability

Sustainability is just one of the new “ilities” that pose challenges for the
future. Another key challenge pertains to manageability, which can be defined as
the collective processes of deployment, configuration, optimization, and admin-
istration during the life cycle of an IT system.

To illustrate this challenge, consider, as an example, the potential infrastruc-
ture in a future cloud datacenter. On the basis of recent trends, one can assume
that there will be five global datacenters with 40 modular containers each, 10 racks
per container, 4 enclosures per rack, and 16 blade servers per enclosure. If each
blade server has two sockets with 32 cores each and 10 virtual machines per
core, this cloud vendor will have a total of 81,920,000 virtual servers to operate
its services. Each of the more than 80 million servers, in turn, will require several
classes of operations—for bring-up, day-to-day operations, diagnostics, tuning,
and other processes, ultimately including retirement or redeployment of the
system. Although a lot of work has been done on managing computer systems,
manageability on such a large scale poses new challenges.

Reliability

Trends in technology scaling circuit level and increased on-chip integra-
tion at the micro-architectural level lead to a higher incidence of both transient
and permanent errors. Consequently, new systems must be designed to operate
reliably and provide continued up-time, even when they are built of unreliable
components.

Business Trends

Finally, these challenges must be met within the constraints of recent business
trends. One important trend is the emphasis on reducing total costs of ownership
for computing solutions. This often translates to a design constraint requiring the
use of high-volume commodity components and avoiding specialization limited
to niche markets.

OPPORTUNITIES

We believe that the combination of challenges—Ilow power, sustainability,
manageability, reliability, and costs—is likely to influence how we think about
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system design to achieve the next 1,000-fold increase in performance for the next
decade. At the same time, we recognize that interesting opportunities are opening
up as well.

Data-Centric Workloads

A fundamental shift has taken place in terms of data-centric workloads.
The amount of data being created is increasing exponentially, much faster than
Moore’s law predicted. For example, the size of the largest data warehouse in
the Winter Top Ten Survey has been growing at a cumulative annual growth rate
of 173 percent (Winter, 2008). The amount of online data is estimated to have
increased nearly 60-fold in the last seven years, and data from richer sensors,
digitization of offline content, and new applications like Twitter, Search, and
others will surely increase data growth rates. Indeed, it is estimated that only
5 percent of the world’s off-line data has been digitized or made available through
online repositories so far (Mayer, 2009).

The emergence and rapid increase of data as a driving force in computing has
led to a corresponding increase in data-centric workloads. These workloads focus
on different aspects of the data life cycle (capture, classify, analyze, maintain,
archive, and so on) and pose significant challenges for the computing, storage,
and networking elements of future systems.

Among these, an important recent trend (closely coupled with the growth of
large-scale Internet web services) has been the emergence of complex analysis
on an immense scale. Traditional data-centric workloads like web serving and
online transaction processing (e-commerce) are being superseded by workloads
like real-time multimedia streaming and conversion; history-based recommenda-
tion systems; searches of texts, images, and even videos; and deep analysis of
unstructured data (e.g., Google Squared).

Emerging data-centric workloads have changed our assumptions about
system design. These workloads typically operate at larger scale (hundreds of
thousands of servers) and on more diverse data (e.g., structured, unstructured, rich
media) with input/output (I/O) intensive, often random data-access patterns and
limited locality. Another characteristic of data-centric workloads is a great deal of
innovation in the software stack to increase scalability and commodity hardware
(e.g., Google MapReduce/BigTable).

Improvements in Throughput, Energy Efficiency,
Bandwidth, and Memory Storage

Recent trends suggest several potential technology disruptions on the horizon
(Jouppi and Xie, 2009). On the computing side, recent microprocessors have favored
multi-core designs that emphasize multiple simpler cores for greater throughput.
This approach is well matched with the large-scale distributed parallelism in data-
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centric workloads. Operating cores at near-threshold voltage has been shown to
significantly improve energy efficiency. Similarly, recent advances in networking,
particularly related to optics, show a strong growth in bandwidth for communica-
tion among computing elements at various levels of the system.

Significant changes are also expected in the memory/storage industry.
Recently, new non-volatile RAM (NVRAM) memory technologies have been
demonstrated that significantly reduce latency and improve energy efficiency
compared to Flash and Hard Disk. Some of these NV memories, such as phase-
change RAM (PCRAM) and Memiristors, have shown the potential to replace
DRAM with competitive performance and better energy efficiency and technol-
ogy scaling. At the same time, several studies have postulated the potential end
of DRAM scaling (or at least a significant slowing down) over the next decade,
which further increases the likelihood that DRAM will be replaced by NVRAM
memories in future systems.

INVENTING THE FUTURE—
CROSS-DISCIPLINARY HOLISTIC SYSTEM DESIGN

We believe that the confluence of all these trends—the march toward
exascale computing and its associated challenges, opportunities related to emerg-
ing large-scale distributed data-centric workloads, and potential disruptions from
emerging advances in technology—offers us a unique opportunity to rethink
traditional system design.

We believe that the next decade of innovation will be characterized by a
holistic emphasis that cuts across traditional design boundaries—across layers
of design from chips to datacenters; across different fields in computer science,
including hardware, systems, and applications; and across different engineering
disciplines, including computer engineering, mechanical engineering, and envi-
ronmental engineering.

We envision that in the future, rather than focusing on the design of single
computers, we will focus on the design of computing elements. Specifically,
future systems will be (1) composed of simple building blocks that are efficiently
co-designed across hardware and software and (2) composed together into comput-
ing ensembles, as needed and when needed. We refer to these ideas as designing
disaggregated dematerialized system elements bound together by a composable
ensemble management layer. In the discussion below, we present three illustra-
tive examples from our recent research demonstrating the potential for dramatic
improvements.

Cross-Layer Power Management

In the past few years, interest has surged in enterprise power management.
Given the multifaceted nature of the problem, the solutions have correspondingly
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focused on different dimensions. For example, some studies have focused on aver-
age power reduction for lower electricity costs while others have focused on peak
power management for lower air conditioning and power-delivery costs.
Previous studies can also be categorized based on (1) their approaches (e.g.,
local resource management, distributed resource scheduling, virtual machine
migration); (2) options for controlling power (e.g., processor voltage scaling, com-
ponent sleep states, turning systems off); (3) specific levels of implementation—
chip, server, cluster, or datacenter level—hardware, software, or firmware; and
(4) objectives and constraints of the optimization problem—for example, whether
or not we allow performance loss and whether or not we allow occasional viola-

tions in power budgets.

In the future, many (or all) of these solutions are likely to be deployed
together to improve coverage and increase power savings. Currently, emergent
behavior from the collection of individual optimizations may or may not be
globally optimal, or even stable, or even correct! A key need, therefore, is for a
carefully designed, flexible, extensible coordination framework that minimizes

the need for global information exchange and central arbitration.

In this first example, we explain how a collaborative effort between com-
puter scientists, thermo-mechanical engineers, and control engineering experts
led to a novel coordination solution. The solution is summarized in Figure 1
and is further elaborated in Raghavendra et al. (2008). Briefly, this design is
based on carefully connecting and overloading the abstractions in current
implementations to allow individual controllers to learn and react to the effect
of other controllers, the same way they would respond to variations in workload
demand. This enables formal mathematical analysis of stability and provides
flexibility to dynamic changes in the controllers and system environments. A
specific coordination architecture for five individual solutions using different
techniques and actuators to optimize for different goals at different system
levels across hardware and software demonstrates that a cross-layer solution
can achieve significant advantages in correctness, stability, and efficiency over

existing state of the art.

Although illustrative design has shown the potential of a cross-disciplinary
approach to improving power management for the cloud, many more opportuni-
ties have yet to be explored. Specifically, how do we define the communication
and coordination interfaces to enable federated architectures? How do we extend
solutions to adapt to application-level semantics and heterogeneity in the systems
space (Kansal et al., 2009)? How do we design federation at the larger scale typi-
cal of cloud systems? Finally, although our discussions have focused on power
management, the “intersecting control loops” problem is representative of a larger
class of management problems—how architectures generalize to broader resource

management domains.
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Dematerialized Datacenters

Our second example is a collaborative project by computer scientists, envi-
ronmental engineers, and mechanical engineers to build a sustainability-aware
new datacenter solution. Unlike prior studies that focused purely on operational
energy consumption as a proxy for sustainability, we use the metric of life-cycle
exergy destruction to systematically study the environmental impact of current
designs for the entire life cycle of the system, including embedded impact factors

related to materials and manufacturing.

A detailed description of exergy is beyond the scope of this article, but
briefly, exergy corresponds to the available energy in a system. Unlike energy,
which is neither created nor destroyed (the first law of thermodynamics),
exergy is continuously consumed in the performance of useful work by any
real entropy-generating process (the second law of thermodynamics). Previous
studies have shown that the destruction (or consumption) of exergy is represen-
tative of the irreversibility associated with various processes. Consequently, at
a first-level of approximation, exergy can be used as a proxy to study environ-

mental sustainability.

Studying exergy-efficient designs leads to several new insights (Chang et al.,
2010). First, focusing on the most efficient system design does not always produce
the most sustainable solution. For example, although energy-proportional designs
are optimal in terms of operational electricity consumption, virtual machine con-
solidation is more sustainable than energy proportionality in some cases. Next,
the ratio of embedded exergy to total exergy has been steadily increasing over the
years, motivating new optimizations that explicitly target embedded exergy (e.g.,
recycling or dematerialization). Finally, performance and embedded, operational,
and infrastructure exergy are not independent variables. Sustainability must be

addressed holistically to include them all.

Based on insights provided by the study just described, we propose a new
solution (Figure 2) that is co-designed across system architecture and physi-
cal organization/packaging. This solution includes three advances that work
together to improve sustainability: (1) new material-efficient physical organiza-
tion, (2) environmentally efficient cooling infrastructures, and (3) effective design

of system architectures to enable the reuse of components.

A detailed evaluation of our proposed solution, which includes a combi-
nation of sustainability models, computational fluid-dynamics modeling, and
full-system computer architecture simulation, demonstrates significant improve-
ments in sustainability, even compared to an aggressive future configuration
(Meza et al., 2010). The proposed design illustrates the opportunities that lie
ahead. New silicon-efficient architectures, system designs that explicitly target
up-cycling, and data-centers with renewable energy sources are the subjects
of on-going research that can bring us closer to truly sustainable datacenters

(Patel, 2008).
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FIGURE 2 Conceptual sketch of a design for a dematerialized green datacenter. This
specific design illustrates a container for cloud workloads that incorporates several opti-
mizations co-designed with each other, including (1) new material-efficient physical
design, (2) component reuse enabled by a disaggregated system architecture, (3) sharing
among collections of systems to reduce the amount of material used in building the system,
(4) environmentally efficient cooling that leverages ambient air, and (5) thermal density
clustering for lower cooling exergy.

From Microprocessors to Nanostores

The third example is a cross-disciplinary collaboration among device physi-
cists, computer engineers, and systems software developers to design a disruptive
new system architecture for future data-centric workloads (Figure 3). Leveraging
the memory-like and disk-like attributes of emerging non-volatile technologies, we
propose a new building block, called a nanostore, for data-centric system design
(Ranganathan, in press).

A nanostore is a single-chip computer that includes 3-D stacked layers of
dense silicon non-volatile memory with a layer of compute cores and a network
interface. A large number of individual nanostores can communicate over a sim-
ple interconnect and run a data-parallel execution environment like MapReduce
to support large-scale distributed data-centric workloads. The two most impor-
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FIGURE 3 The combination of emerging data-centric workloads and upcoming non-vola-
tile and other technologies offer the potential for a new architecture design—*‘nanostores”
that co-locate power-efficient compute cores with non-volatile storage in the same package
in a flatter memory hierarchy.

tant aspects of nanostores are (1) the co-location of power-efficient computing
with a single-level data store, and (2) support for large-scale distributed design.
Together, they provide several benefits.

The single-level data store enables improved performance by providing
faster data access (in latency and bandwidth). Energy efficiency is also improved
by the flattening of the memory hierarchy and the increased energy efficiency
of NVRAM over disk and DRAM. The large-scale distributed design, which
increases parallelism and overall data/network bandwidth, allows for higher per-
formance. This design also improves energy efficiency by partitioning the system
into smaller elements that can leverage more power-efficient components (e.g.,
simpler cores).

Our results show that nanostores can achieve orders of magnitude higher
performance with dramatically better energy efficiency. More important, they
have the potential to be used in new architectural models (e.g., leveraging a
hierarchy of computes [Ranganathan, in press]) and to enable new data-centric
applications that were previously not possible. Research opportunities include
in-systems software optimizations for single-level data stores, new endurance
optimizations to improve data reliability, and architectural balance among com-
pute, communication, and storage.
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CLOSING

Although the research described in these examples shows promising results,
we believe we have only scratched the surface of what is possible. Opportunities
abound for further optimizations, including for hardware-software co-design (e.g.,
new interfaces and management of persistent data stores [Condit et al., 2009])
and other radical changes in system designs (e.g., bio-inspired “brain” computing

[Snider, 2008]).

Overall, the future of computing systems offers rich opportunities for more
innovation by the engineering community, particularly for cross-disciplinary
research that goes beyond traditional design boundaries. Significant improvements
in the computing fabric enabled by these innovations will also provide a founda-

tion for innovations in other disciplines.
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Introduction
DaNIEL ELLIS
Columbia University

Younemoo Kim
Drexel University

Music plays a vital role in every culture on Earth, contributing to the quality
of life for billions of people. From the very beginning, engineering and technol-
ogy have strongly influenced the development of music and musical instruments.
The power and potential of this relationship is exemplified in the work of great
multidisciplinary thinkers, such as Leonardo Da Vinci, Benjamin Franklin, and
Alexander Graham Bell, whose innovations were inspired by their passions for

both fields.

In the past decade, there has been a revolution in music—including the aggre-
gation of enormous digital music libraries, the use of portable digital devices to
listen to music, and the growing ease of digital distribution. At the same time,
advanced tools for creating, manipulating, and interacting with music have
become widely accessible. These changes are reshaping the music industry, which
has moved far beyond the sale of recordings into personalized music search and
retrieval, fan-generated remixes and “mash-ups,” and interactive video games.

The rapid proliferation of digital music has also given rise to an explosion of
music-related information, and the new field of music information retrieval has
been focused on finding methods for managing this data. In the future, listening
to music will be transformed by systems that can locate pieces selected from a
practically unlimited pool of available music, and fine-tuned to satisfy the mood

and preferences of the listener at that moment.

To reconcile quantitative signal content with the complex and obscure percep-
tions and aesthetic preferences of listeners, music information retrieval requires
unprecedented collaboration between experts in signal processing, machine
learning, data management, psychology, sociology, and musicology. In the first
presentation in this session, Brian Whitman (The Echo Nest) describes advances
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in the field that combine audio features and myriad music-related data sources
to derive metrics for complex judgments, such as similarities among artists and

personalized music recommendations.

The next speaker, Douglas Repetto (Columbia University) is the founder of
DorkBot, a collection of local groups using technology in non-mainstream ways,
usually classified in the category of “art,” for want of a better name. He reviews
how contemporary composers explore the limits of technology in their art, and
the wider experiences of people in the “maker” community who practice what is

clearly engineering, but outside of traditional engineering institutions.

Engineering advances have transformed the creative palette available to
composers and musicians. Sounds that cannot be produced by physical instru-
ments can be generated electronically, and modern laptop computers have
sufficient processing power to perform complex syntheses and audio transfor-
mations. Applications of these technologies in collaborative live performance
have been pioneered by the Princeton Laptop Orchestra (PLOrk), co-founded
by Dan Trueman (Princeton University). In his presentation, he details the
technologies that have been developed and used by PLOrk and the orchestra’s
ongoing efforts to use music technology to engage and energize undergraduate

and K—12 students.

The relationship between music and mathematics has fascinated people for
many centuries. From the ancient Greeks who considered music a purely math-
ematical discipline to the serialist composers of the 20th century who relied on
numeric combinations to drive compositional choices, countless attempts have
been made to derive and define a formal relationship between the two fields.
Elaine Chew (University of Southern California) describes her use of mathematics
to analyze and understand music and how she incorporates mathematical repre-

sentations into visualizations for live performance.
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Very Large Scale Music Understanding

BriaN WHITMAN
The Echo Nest Corporation

Scientists and engineers around the world have been attempting to do the
impossible—and yet, no one can question their motives. When spelled out,
“understanding music” by a computational process just feels offensive. How
can music, something so personal, something rooted in context, culture, and
emotion, ever be labeled by an autonomous process? Even an ethnographical
approach—surveys, interviews, manual annotation—undermines the raw effort
of musical artists, who will never understand, or even, perhaps, take advantage of
what might be learned or created through this research. Music by its very nature
resists analysis.

In the past 10 years, I've led two lives—one as a “very long-tail” musician
and artist and the other as a scientist turned entrepreneur who currently sells
“music intelligence” data and software to almost every major music-streaming
service, social network, and record label. How we got from one to the other is
less interesting than what it might mean for the future of expression and what I
believe machine perception can actually accomplish.

In 1999, I moved to New York City to begin graduate studies at Columbia
working on a large “digital government” grant parsing decades of military docu-
ments to extract the meaning of acronyms and domain-specific words. At night
I would swap the laptops in my bag and head downtown to perform electronic
music at various bars and clubs.

As hard as I tried to keep my two lives separate, the walls between them
quickly came down when I began to ask my fellow performers and audience
members how they learn about music. They responded, “We read websites,” “I’'m
on a discussion board,” “A friend e-mailed me some songs,” and so on. Obvi-
ously, simultaneously with the concurrent media frenzy on peer-to-peer networks
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(Napster was just ramping up), a real movement in music discovery was underway.
Technology had been helping us acquire and make music, but all of a sudden it
was being used to communicate and learn about it as well.

With the power to communicate with millions and the seemingly limitless
potential of bandwidth and attention, even someone like me could be noticed. So,
suitably armed with a background in information retrieval and an almost criminal
naiveté about machine learning and signal processing, I quit my degree program
and began to concentrate full time on the practice of what is now known as “music
information retrieval.”

MUSIC INFORMATION RETRIEVAL

The fundamentals of music information retrieval derive from text retrieval.
In both cases, you are faced with a corpus of unstructured data. For music, these
include time-domain samples from audio files and score data from the composi-
tions. Tasks normally involve extracting readable features from the input and then
developing a model from the features. In fact, music data are so unstructured that
most music-retrieval tasks began as blind “roulette wheel” predictions: “Is this
audio file rock or classical?” (Tzanetakis and Cook, 2002) or “Does this song
sound like this one?” (Foote, 1997).

The seductive notion that a black box of some complex nature (usually with
hopeful success stories embedded in their names [e.g., neural networks, Bayesian
belief networks, support vector machines]) might untangle a mess of audio stimuli
in a way that approaches our nervous and perceptual systems’ response is intimi-
dating enough. That problem is so complex and so hard to evaluate that it distracts
researchers from the much more serious elephantine presence of the emotional
connection that underlies the data.

The science of music retrieval is rocked by a massive advance in signal pro-
cessing or machine learning that solves the problem of label prediction. We can
now predict the genre of a song with 100 percent accuracy. The question is what
that does for the musician and what it does for the listener. If I knew a song I hadn’t
heard yet was predicted to be “jazz” by a computer, this might save me the effort
of looking up the artist’s information, who probably spent years defining his/her
expression in terms of or despite these categories. But the jazz label doesn’t tell
me anything about the music, about what I'll feel when I hear it, about how I’ll
respond or how it will resonate with me individually or in the global community.
In short, we had built a black box that could neatly delineate other black boxes
but was of no benefit to the very human world of music.

The way out of this feedback loop is to somehow automatically understand
reaction and context the same way we do when we actually perceive music. The ulti-
mate contextual-understanding system would be able to gauge my personal reaction
and mindset to a piece of music. It would not only know my history and my influ-
ences, but would also understand the larger culture around the musical content.
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We are all familiar with the earliest approaches to contextual understand-
ing of music—collaborative filtering, a.k.a. “people who buy this also buy this”
(Shardanand and Maes, 1995)—and we are just as familiar with its pitfalls. Sales-
or activity-based recommenders only know about you in relation to others—their
meaning of your music is not what you like but what you’ve shared with an
anonymous hive. The weakness of these filtering approaches becomes apparent
when you talk to engaged listeners: “I always see the same bands,” “There’s never
any new stuff,” or “This thing doesn’t know me.”

My reaction to the senselessness of filtering approaches was to return to school
and begin applying my language-processing background to music—reading about
music and not just trying to listen to it. The idea was that, if we could somehow
approximate even 1 percent of the data that communities generate about music
on the Internet—they review it, they argue about it on forums, they post about
shows on their blogs, they trade songs on peer-to-peer networks—we could begin
to model large-scale cultural reactions (Whitman, 2005). Thus, in a world of
music activity, we would be able to autonomously and anonymously find a new
band, for example, that collaborative filtering would never touch (because there
are not enough sales data yet) and acoustic filtering would never “get” (because
what makes them special is their background or their fan base or something else
impossible to calculate from the signal).

THE ECHO NEST

With my co-founder, whose expertise is in musical approaches to signal
analysis (Jehan, 2005), I left the academic world to start a private enterprise, “The
Echo Nest.” We now have 30 people, a few hundred computers, one and a half
million artists, and more than ten million songs. Our biggest challenge has been
the very large scale of the data. Each artist has an Internet footprint, on average
thousands of blog posts, reviews, and forum discussions, all in different languages.
Each song is comprised of thousands of “indexable” events, and the song itself
might be duplicated thousands of times in different encodings. Most of our engi-
neering work involves dealing with this huge amount of data. Although we are not
an infrastructure company, we have built many unique data storage and indexing
technologies as a byproduct of our work.

We began the company with the stated goal of indexing everything about
music. And over the past five years we have built a series of products and tech-
nologies that take the best and most practical aspects of our music-retrieval dis-
sertations and package them cleanly for our customers. The data we collect are
necessarily unique. Instead of storing data on relationships between musicians and
listeners, or only on popular music, we compute and aggregate a sort of Internet-
scale cache of all possible points of information about a song, artist, release, lis-
tener, or event. We sell a music-similarity system that compares two songs based
on their acoustic and cultural properties. We provide data (automatically gener-
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ated) on tempo, key, and timbre to mobile applications and streaming services. We
track artists’ “buzz” on the Internet and sell reports to labels and managers.

The heart of The Echo Nest remains true to our original idea. We strongly
believe in the power of data to enable new music experiences. Because we crawl
and index everything, we can level the playing field for all types of musicians
by taking advantage of the information provided to us by any community on the
Internet. Work in music retrieval and understanding requires a sort of wide-eyed
passion combined with a large dose of reality. The computer is never going to
fully understand what music is about, but if we sample from the right sources
often enough and on a large enough scale, the only thing standing in our way is

a leap of faith by listeners.
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Doing It Wrong!

DoucLAs REPETTO
Columbia University

Culture is a cumulative and expansive phenomenon; creative communities
are in constant flux as their members build on the past, conduct experiments, and
fuse bits and pieces of the local and the exotic, the old and the new. Even ancient
traditions, seemingly eternal, had precursors. No culture ever appears whole or
finished; a culture is always the work of communities, which, consciously or not,

shape it to fit their contemporary environment.

It can be tempting to frame conversations about art and music in terms of
masterpieces, greatest hits, stars, creative genius, and so on. Works of art are
seen as singular objects, the results of exceptional actions by heroic individuals.
Masterpieces are somehow definitive, answering questions or offering lessons
about creativity. But this is generally not only an inaccurate and unproductive
way of thinking about what being creative means, but also a clear path to creative

paralysis.

Cultural change, especially on long time scales, is unpredictable. Looking
back, it may be temping to draw curves connecting artists or movements to one
another, to see particular works or traditions as signposts indicating changes to
come or the last gasp of a movement or idea on the way out. But these are, at
best, approximations. Hindsight gives the illusion of purposeful movement, of
considered progress toward a desired result, and renown or endurance are often

mistaken for markers of creative fitness.

!Although this paper focuses on experimental music making, the ideas are equally applicable to
other creative pursuits, such as visual art, dance, and writing. I believe there are useful analogies and
metaphors that link experiments in the arts with topics in science and engineering, but I am not going
to try to make those links explicit. Hopefully something here will be compelling to the reader in the

context of her own work.
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But consider this question: in what way does the ubiquitous presence of
Mozart in elevators and dentists’ offices provide meaningful guidance to a contem-
porary human being embarking on a creative life? No one can deny that Mozart
reached a pinnacle of creative achievement, but to say that Mozart created works
of musical genius says nothing about what we should do today, what music is, or
how it can be made.

I take it as axiomatic that the value of a creative work is only partly deter-
mined by its material and perceptual qualities. Physiological responses, as well
as cultural, social, and intellectual responses are all part of the equation. To para-
phrase Brian Whitman of The Echo Nest, to think that a computational analysis
of acoustic musical features leads to an understanding of the music sets the bar
for “understanding” extremely low (Whitman, 2005). Examples abound: limited
editions are valued more highly than unlimited editions; the paintings of Jackson
Pollack-like robots are not acclaimed or collected by museums (Piquepaille,
2007); note-perfect Led Zeppelin cover bands do not fill Madison Square Garden
with screaming fans; high-tech forensic techniques and boatloads of