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1

Introduction

This report summarizes a National Research Council (NRC) workshop 
to identify some of the major challenges that hinder large-scale data 

integration in the sciences and some of the technologies that could lead 
to solutions. The workshop was held August 19-20, 2009, in Washington, 
D.C. The charge to the planning committee was as follows:

To plan and organize a cross-disciplinary public workshop to explore 
alternative visions for achieving large-scale data integration in fields 
of importance to the federal government. Large-scale data integration 
refers to the challenge of aggregating data sets that are so large that 
searching or moving them is nontrivial, or to the challenge of drawing 
selected information from a collection (possibly large, distributed, and 
heterogeneous) of such sets. The workshop will address the following 
questions:

•	 �What policy and technological trajectories are assumed by some dif-
ferent communities (climatology, biology, defense, and others to be 
decided by the committee) working on large-scale data integration?

•	 �What could be achieved if the assumed policy and technological ad-
vances are realized?

•	 �What are the threats to success? Who is working to address these 
threats?

The NRC Committee on Applied and Theoretical Statistics organized 
the activity, with the original impetus coming from discussions of the 
NRC’s Government-University-Industry Research Roundtable. 

Advances in information technology have resulted in enormous 
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increases in the amount of data available to science and engineering 
researchers. This includes not only data from experiments and observa-
tions but also data generated by computer simulations. It is becoming 
common for research groups to quickly gather or generate terabytes of 
data, and a number of programs are accumulating petabytes of data. (One 
terabyte equals 1012 bytes and 1 petabyte equals 1015 bytes.) Data integra-
tion must overcome the challenge of finding disparate, distributed sources 
of data, which is often referred to as “data discovery,” and the challenge of 
effectively utilizing the collective information in those sources to produce 
new insight—a process known as “data exploitation.” The workshop on 
which this report is based did not try to characterize comprehensively 
the various ways in which data integration is useful or necessary for the 
advance of science. 

The term “data integration” first emerged in connection with the need 
for organizations to provide data users “with a homogeneous logical view 
of data that is physically distributed over heterogeneous data sources” 
(Ziegler and Dittrich, 2004). The concept of data integration used here is a 
broad one, encompassing any technology, process, or policy that affects a 
scientist or engineer’s ability to find, interpret, and aggregate/mine/ana-
lyze distributed sources of information. Data interoperability and knowl-
edge discovery are both intended to be within the concept’s scope.

All too often, data discovery depends on word of mouth: A researcher 
happens to have heard about a data set that might be useful in his or her 
own research or makes inquiries of colleagues in order to find relevant 
data. In fields where there are a limited number of large facilities (for 
example, high-energy physics and astronomy) or a predictable adminis-
trative structure for data storage (for example, national weather bureaus), 
the challenge may be manageable, although meeting it still often depends 
on a haphazard, serendipitous process. But in research fields where small 
groups can accumulate and store large amounts of data, valuable data 
sets can exist in many places. In particular, useful data might be held by 
someone who is outside the network of a researcher who is seeking those 
data. More problematic still are instances where a researcher seeks to 
integrate data from very different communities, such as geospatial data 
with sociological, medical, and other overlays. Such creative merging of 
knowledge can lead to very novel insights, but it is hindered by the data 
discovery challenge.

Once data sources have been found, data exploitation presents another 
set of challenges. A researcher must develop a clear understanding of the 
meaning of each of the data sets. Achieving such an understanding is 
difficult, because documentation of the conditions under which the data 
were collected can be spotty. Simple aspects such as the units of measure 
must be known definitively, and more subtle aspects such as environmen-
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tal conditions, equipment calibrations, preprocessing algorithms, and so 
on can also be important. If data are being used for research outside the 
field for which they were collected, the risk of misinterpretation is severe, 
because research communities can have unstated assumptions about what 
to document or what to assume, and these assumptions can be overlooked 
during the integration process.

There are technical and policy challenges associated with the actual 
aggregation of data. If some data were collected with privacy guarantees, 
how should those guarantees be interpreted if only a subset of the data, or 
a summary of it, is used for a secondary analysis? There are also technical 
challenges in translating disparate data sets so that they can be merged: 
for example, putting maps into the same coordinate system, aligning data 
that were collected on different sampling grids, correcting for systematic 
differences among equipment, and so on. 

For the purposes of the workshop, “large-scale data integration” was 
taken to refer to the aggregation of data sets that are so large that search-
ing or moving them is nontrivial, a technical challenge that is becoming 
ever more common as it becomes easy to produce and store terabytes. 
Workshop participants were also aware that a growing number of oppor-
tunities require the aggregation of large numbers of modest-size datasets, 
and some of the workshop discussion reflects the challenges associated 
with those situations. To bound the discussion and produce the most 
useful outcomes, the workshop planning committee decided to focus 
on issues related to integrating scientific research data.� The particular 
disciplines discussed include physics, biology, chemistry, Earth sciences, 
satellite imagery, astronomy, geospatial data, and research medical data. 
By and large, these are all structured data—that is, records of fairly rigidly 
formatted information. In contrast, many data integration efforts outside 
scientific research deal more with unstructured data (text) and semistruc-
tured data (want ads, personnel records, and so on). Unstructured data 
and the needs of nonresearch users with an interest in data integration 
were not a focus of the workshop. Of course, there is a substantial gray 
area. For example, even when one is seeking and aggregating structured 
scientific data, tools designed for unstructured data might be necessary 
because structure may not be readily recognizable. 

Michael Marron of the National Institutes of Health (NIH), a co-
sponsor of the workshop, explained NIH’s interest in the topic. The long-

�  The statement of task and original work plan for the project documented in this report 
presumed two workshops and a committee consensus report. The project was scaled back 
to one workshop and a rapporteur-authored summary in order to align with available re-
sources. The workshop planning committee decided that focusing the subject matter cover-
age on scientific research data and related communities would allow for the most productive 
discussion of issues and possible solutions during a single two-day workshop.
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time predictions about the data deluge have come to pass: Many fields of 
science now have more data than they know what to do with. The amounts 
of data being collected are increasingly important to biomedical research. 
In addition, more and more research is now built on the analysis of data 
that were not collected by the researchers themselves, and many of the 
extant data have not been utilized to their full potential. Alex Szalay of 
Johns Hopkins University reported that analogous changes are underway 
in astronomy, with the collection of data increasingly separated from its 
subsequent analysis, which is a disruption from the way science has been 
practiced over the centuries. Increasingly, the connection between data 
and their analysis is facilitated through data archives and different sorts 
of federation services. This represents a new way of doing science, and the 
infrastructure must be able to support it.

Dr. Marron expressed concern about science’s abilities to share, man-
age, and curate data; correct errors; and map the provenance of data. In 
short, he is concerned about all of the factors that go into ensuring the 
reliability of data and enabling their exploitation. Thus, NIH is exploring 
where to make investments in building those capabilities and generally 
developing parts of the information infrastructure. He pointed to the 
Biomedical Informatics Research Network (BIRN) as an example of an 
NIH investment in information. He said it is not the solution, but that it 
is an important contribution to an infrastructure that will help facilitate 
sharing data and tools. The Cancer Bioinformatics Grid (CaBIG), a similar 
infrastructure for cancer-related research, is another example.

Dr. Marron said that it is far from clear how one can find and access 
data. He noted the common hope for a capability that would be as useful 
as Google and other search engines but that could also perform more of 
the exploration and filtering that is now left to researchers. This hoped-
for tool could work with multidimensional data and could find not only 
the data that are deliberately made available (“published” or placed in 
repositories) but also the huge amounts of data that are less readily iden-
tified but nevertheless of value to people other than those who collected 
them. It would also have to have the ability to recognize data sets that are 
similar, redundant, or overlapping.

Ed Seidel of the National Science Foundation (NSF) explained that 
the tendency to collaborate is increasing in every single area of science. 
He gave the example of modeling the effects of hurricanes and storm 
surges, which requires bringing together a wide range of models and 
data, including satellite observations, atmospheric models, storm-surge 
models, wave models, levee models, traffic flow models, and so on. This 
increase in the prevalence of collaboration calls for cyberinfrastructure to 
support distributed teams of researchers who collaborate through shar-
ing data.
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The workshop examined a collection of scientific research domains, 
with application experts explaining the issues in their disciplines and 
current best practices. This approach allowed the participants to gain 
insights about both commonalities and differences in the data integration 
challenges facing the various communities. In addition to hearing from 
research domain experts, the workshop also featured experts working on 
the cutting edge of techniques for handling data integration problems. 
This provided participants with insights on the current state of the art. 
The goals were to identify areas in which the emerging needs of research 
communities are not being addressed and to point to opportunities for 
addressing these needs through closer engagement between the affected 
communities and cutting-edge computer science.  

The workshop also discussed policy barriers to widespread data shar-
ing, considering the pros and cons of various ways forward.
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The Current State of Data 
Integration in Science

The workshop opened with a series of presentations about data integra-
tion challenges and approaches in several areas of science. 

DATA INTEGRATION GOALS

Carl Kesselman of the University of Southern California presented 
some examples of how data integration provides value to biomedical 
research and shared his vision of important goals. He noted that there is 
a generic shift in biomedical research, from advances being based on a 
new understanding of fundamental biological mechanisms to advances 
being driven by patterns in data. That is, insights are arising from connec-
tions and correlations found between diverse types of data acquired from 
various modalities. An example is the use of biomarkers—the finding of 
connections between data that suggest predictors or indicators of vari-
ous disease profiles, diagnostic procedures, and so on. Related to this is 
the carrying out of retrospective studies to discern patterns that suggest 
mechanisms that might be investigated. These trends are driving the need 
for data integration. Dr. Kesselman gave several examples of research 
results that required identifying and retrieving data from distributed 
locations.

Alex Szalay of Johns Hopkins University observed that many fields 
of science are becoming data intensive, and thus reliant on cyberinfra-
structure. An example is the use of virtual observatories in astronomy, in 
which the database serves as a sort of laboratory in which an astronomer 
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can make “observations.” The Large Hadron Collider (LHC) and human 
genome research are other examples of data-intensive science. These efforts 
require sizeable investments in software. Dr. Szalay estimated that the Sloan 
Digital Sky Survey (SDSS) allots some 30 percent of its budget to software, 
and the Large Synoptic Survey Telescope (LSST) project is planning to 
allocate 50 percent to software. The LHC’s data-management elements 
constitute a major part of the overall operation. Tim Frazier of Lawrence 
Livermore National Laboratory added that a large amount of hardware is 
also required if one plans to move data into and out of a large repository: 
many network switches and high-speed networks. If computations can be 
performed within the repository, they can be carried out faster and more 
efficiently.

Michael Stonebraker of the Massachusetts Institute of Technology (MIT) 
observed that a virtual observatory requires a global schema,� a concept 
that has not worked very well in most enterprises. There have been numer-
ous efforts to develop global schema, but anticipating the many questions 
that might be posed of the data constitutes a significant barrier. Orri Erling 
of OpenLink Software, Inc., suggested that there might be a need for a 
framework that enables a globally evolving schema. Dr. Kesselman said he 
has had a reasonable amount of success by aiming for a point somewhere 
between the notion of a global standard and total chaos. He saw something 
similar in the workshop’s presentation on data integration at the National 
Oceanic and Atmospheric Administration (NOAA), which suggested defin-
ing limited communities of interest in order to constrain the problems of 
data interoperability. He saw the challenge as providing the infrastructure 
to support an exchange of information within communities of practice that 
are connected but not global.

Clifford Lynch of the Coalition for Networked Information pointed 
out that there are two kinds of data reuse and felt the notion suggested 
by Kesselman is not a complete solution. One kind of reuse is reexami-
nation of data for a compilation or a meta-analysis, in conjunction with 
similar data and carried out for purposes that are not too far afield from 
those that drove the collection originally. The other kind is reuse of data 
outside the disciplinary frameworks within which they were collected. 
Some examples of reuse are very interdisciplinary and jump the fences 
between science, social science, and humanities in unpredictable ways. 
These latter types of reuse make it difficult to know which kinds of life 
cycle should be assumed. No one has a good understanding of the kinds 
of metadata that facilitate reuse of data in a new context. In contrast, we 
have a much better understanding of the kinds of metadata that facilitate 

�  A global schema is a single structure that can be used to organize all the data stored by 
a specified field. 
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incremental or predictable kinds of reuse, such as meta-analyses and 
compilation. In addition, we normally conceive of metadata as docu-
menting a data set in isolation. But if data sets are to be integrated, it 
might be important to include metadata that inform the integration pro-
cess, such as metadata about commonalities or disparities that reduce or 
increase uncertainties when those sets are aggregated.

Dr. Szalay asked how the value of data is established, because that 
would guide planning for data reuse. Making data accessible for reuse 
requires resources, but in general there is no clear business model for who 
should pay and how much. Dr. Lynch pointed out that we do not generally 
understand the cost-benefit trade-offs of metadata: how much it costs to 
create metadata and how much they improve discovery and usability. By 
“metadata,” Dr. Lynch meant more than just the documentation purposely 
attached to a data set. He said that reuse could also require other documen-
tation about, say, the technologies used for the data collection or generation, 
but in general we have a very imprecise understanding of what to retain. 
We also do not know when it is worthwhile to hold onto data with fairly 
deficient metadata in the hope that someone who cares enough will figure 
it out. In some cases, data with deficient documentation can be as useless 
as no data at all or as dangerous as corrupt data. 

In a related question, Dr. Lynch asked who should take charge of these 
data for the longer term. These investments are a necessary part of scientific 
research, but they are not routinely accounted for in budgets and plans. He 
proposed that one of the most compelling problems is how to give concrete 
guidance to the research communities about what is good practice in hand-
ing off data at the end of a project so that they can be curated and made 
available for reuse. 

SIZE AND OTHER CHARACTERISTICS OF 
SOME SCIENTIFIC DATA SETS

The sheer amount of data available in many fields of science is well 
known. Dr. Szalay reported that astronomy is experiencing a doubling of 
data every year. The Panoramic Survey Telescope and Rapid Response 
System (Pan-STARRS) will soon contain more than a petabyte (PB) of data, 
and the Visible and Infrared Survey Telescope for Astronomy (VISTA) 
will reach the same level about a year later. The Large Synoptic Survey 
Telescope (LSST) project might accumulate hundreds of petabytes of data 
over the next decade, while the proposed Square Kilometer Array (SKA) 
would be receiving a terabit of data per second from the radio antenna. 
The Sloan Digital Sky Survey ended up with more than 18 TB of data. 
Frazier reported that the National Ignition Facility is producing some 
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5 PB a day. Dr. Kesselman added that genome-sequencing machines can 
produce 1 TB per week of information, and Dr. Marron observed that this 
rate will probably grow to terabytes per day soon. In addition, simula-
tions produce enormous amounts of data and will soon also be operating 
at the petascale.

Keith Clarke of the University of California, Santa Barbara, observed 
that new data sources are dramatically improving the resolution of geo-
spatial data. For example, it was common until recently to find databases 
of terrain elevations with 30-m spatial resolution, but now 10- or 3-m 
resolution is common. Similarly, elevations may now be measured more 
precisely: For example, Dr. Clarke is mapping his own campus at 2-cm 
resolution with terrestrial scanning lidar (light detection and ranging, 
a laser-based means of measuring distances). Many streams are com-
ing directly from GPS devices that record 2 to 3 readings per second. 
When there are multiple paths, time and space stamps are recorded at 
submeter accuracy. These developments call for new methods when 
integrating geospatial data—when registering one data set with another, 
for example.

Disciplines such as astronomy and high-energy physics rely on a 
limited number of large-scale data sources. In that situation, plans and 
protocols can be put in place to manage the data and their reuse, and these 
steps facilitate the finding of data. More difficult are disciplines where 
enormous data sets can be produced by many laboratories and research 
groups. Dr. Marron pointed to genome sequencing as an example. With 
emerging capabilities, a biology laboratory will be able to produce over 
100 billion base pairs a day, which begins to rival the 150 billion base pairs 
produced in all of 2007 by the Human Genome Institute. A laboratory that 
produces 100 billion base pairs per day will never be able to fully analyze 
those data, so researchers from the broader community will have to be 
called on. First, however, they will have to be able to find the data, then 
download them, and then have a mechanism for analyzing them, all of 
which are challenging. 

Dr. Frazier pointed out that as data volumes get larger and larger, at 
least the first round of analysis is most efficient if it is done where the data 
reside rather than importing enormous portions of data into an analy-
sis tool. He suggested that certain data sets for climate research clearly 
exceed that threshold, and spoke of a colleague who works with a 350 PB 
database of climate information. At that scale, it is impractical to query 
anything out of the database without some initial analysis to cut the size 
of what is returned. The efficient approach—the only one for massive 
sets—is to ship analysis code to the database and begin the computation 
where the data reside. 
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COMPLEXITY OF DATA SETS

Thomas Karl of NOAA’s Climate Data Center gave some indication 
of the complexity of climate data. Data are collected from a number of 
observing systems making atmospheric measurements from space and on 
land and the ocean. Different research communities collect in the different 
domains, and the communities could be even further segregated according 
to their collection modality (such as radar or infrared). These communities 
tend to have their own practices for formatting data, so it is necessary to 
have software that can translate data sets into compatible formats. In NOAA 
alone, some 50 different formats have been identified. The subcommuni-
ties in climate research have different ways of reporting uncertainty: Some 
include confidence intervals with the data, while others report best esti-
mates. More generally, there are silos in modeling systems, measurement 
systems, and knowledge systems, and even different concepts of what to 
include in the metadata. Integrating these disparate data streams to create 
a whole-system view is far from trivial. 

Dr. Szalay observed that the astronomy community and its data are 
similarly disaggregated. For example, most infrared data are stored in 
Pasadena, x-ray data in Boston, and optical ultraviolet data in Baltimore. 

Dr. Seidel observed that, in addition to developing standards that would 
allow disparate data streams to interoperate, there is also a need to specify 
the properties of the algorithms that produced them, to observe how they 
interact with one another, and to understand how uncertainties and errors 
might propagate from one to the other. Dr. Szalay pointed out that, with the 
rapidly increasing abilities to collect data and produce simulations, algo-
rithms have to stay bounded, scaling perhaps as O(n log n). N-squared or 
N-cubed algorithms are not useful in these data-intensive fields, or at least 
not for long. Dr. Clarke added that there are large inherent uncertainties 
within geospatial data more generally, arising in particular from measure-
ment errors and from mismatches between data collected at different times 
or through different means. Research is just beginning to explore how to 
deal with the uncertainties visually and statistically. 

Dr. Clarke also noted that, with geospatial data, the goal is often more 
complex than producing single map layers (showing, for example political 
boundaries, geography, or roads), although that can be extremely valuable. 
Rather, one might produce multiple map layers and then coregister them to 
allow detecting differences in each image. These differences can be happen-
ing at different timescales—minutes (in the case of some military imaging) 
to years. Imagine climate research that might need to examine changes that 
take place over decades or even centuries, such as fluctuations in glaciers 
or the urbanization of terrain. 

Each geospatial data set is associated with one of the 39 or 40 reference 
systems that can be used for determining Earth’s average shape, depend-
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ing on the accuracy desired. Some systems convert place names to coordi-
nates and others deal with problems of tiling, mosaicing, registration, edge 
matching, conflation, temporal inconsistencies, and so on. Many choices are 
made in converting raw data to their final form, and these choices must be 
accounted for when data are integrated.

Dr. Kesselman offered an example of a data-integration challenge from 
the life sciences, where the data from one functional magnetic resonance 
imaging (fMRI) machine need to be calibrated with those from another 
before any integration can be performed. The correct metadata must be 
associated with each data set so that the integration can proceed properly. 
He pointed to a research study that examined whether there are positive 
symptoms in schizophrenics associated with severe temporal gyrus dys-
function. Answering that question required integrating results from mul-
tiple data sources, from multiple sites, and multiple imaging modalities. 
The fMRI data came from multisite studies that were distributed across 15 
different scanners at 15 different sites. But these data sets had to be inte-
grated in order to answer the question. 

Dr. Kesselman said that biomedical research is increasingly dealing 
with new types of data, such as genomics, blood proteins, and new imaging 
modalities. Clinical observations and clinical data become a critical part of 
doing biomedical research in a lot of settings. The diversity of data types 
means we have to look at questions such as whether we can do analytics or 
queries across genomics and brain structure and imaging, and the research 
must look at all of those things simultaneously. Lastly, data integration in 
the biomedical sciences is distinct in that there are fairly severe privacy and 
data anonymization issues because the work often involves the use of infor-
mation about individuals and may include identifying information. 

Dr. Lynch ended the discussion by saying that the semantic complexity 
of a data set is not really closely correlated to its size. While a really massive 
data set is very likely to cause technical problems, difficult challenges can 
arise with small sets, too. While they do not necessarily cause enormous 
technical problems in terms of the computational, storage, or communica-
tions capacity required to work with them, they can be semantically com-
plex. They can also be hard to characterize, and they can be quite difficult 
to integrate or reuse because of that.

DISTRIBUTED NATURE OF THE DATA

Some areas of science tend naturally to have data sources that are dis-
tributed geographically. Biomedical research is one of these: Its research 
groups tend to be associated with universities or hospitals as opposed to 
being clustered at single large facilities. Thus, according to Dr. Kesselman, 
data integration is a common challenge in that field. Climate research, too, 
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often involves data integration, Dr. Karl observed, not only because data 
collected or compiled at different sites and with different types of instru-
ments need to be integrated, but also because the simulation centers dis-
tributed around the globe are increasingly central to progress. For exam-
ple, the 2007 report of the Intergovernmental Panel on Climate Change 
required coordinating many different model simulations and developing 
an archive of their outputs. This was a major nontrivial advance: For the 
first time, a researcher could analyze 25 different models and attempt to 
develop error bars for their integrated projections. 

As noted above, there are a limited number of large data repositories 
in astronomy, so researchers tend to know where to find the biggest data 
sets. But it is much more difficult to learn about the many smaller data 
sets, said Dr. Szalay, and they are just as important for many lines of 
investigation. Because the threshold for properly publishing smaller, more 
specialized sets of data and adding the necessary metadata might be too 
high for an individual or small group. Dr. Szalay believed there would 
be value in a repository service that enables users everywhere to obtain a 
single view of collections all over the world.

METADATA

Because information is gathered when a researcher is first granted 
access to the equipment at a controlled-access experimental facility, it is 
possible to capture at least some of the metadata automatically. Dr. Frazier 
noted that records of every experiment run on the National Ignition Facil-
ity show who worked on the machine, when they were working on it, and 
what they were doing. There is detail about precisely what was installed 
in the machine at the time the experiment was run, how it was calibrated, 
and what happened for each of those parts. Such records are not captured 
automatically in most experimental settings, however. 

Laura Haas of the IBM Almaden Research Center noted that the data-
base community has been integrating work flows more generally, to include 
not just metadata but also information about the subsequent analysis, such 
as which data were selected, which analyses were performed, and what 
methods and software were used, all of which could apply to situations 
such as the one mentioned by Dr. Frazier. Dr. Haas suggested that the Vis-
Trails work by Juliana Freire at the University of Utah could be useful in 
that regard. VisTrails keeps track of the details of experimental setups and 
the resulting data provenance, all in an XML database.

Unfortunately, the compilation of metadata is often given the lowest 
priority and assigned to the most junior people in a research group, in Dr. 
Karl’s experience. This can mean that metadata are suboptimal for some or 
many secondary applications of the data.
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Philip Bernstein of Microsoft Research asked the physical and life scien-
tists at the workshop whether there are any incentives for them to make their 
own data reusable. If, for example, it takes three times as much the effort to 
make data reusable as to simply create them for one’s own use (which he 
thought was probably a good estimate) do scientists get rewarded for that 
effort, or is this just a labor of love? If, on the other hand, a researcher look-
ing at an important question has the choice of either pursuing a large grant 
that will purchase a new instrument and support other people or reusing 
existing data, how will he or she decide? Are institutions and reward sys-
tems biased in favor of the former course of action?

Dr. Szalay noted that astronomy has seen a substantial sociological shift 
over the last 10 years in this regard. Before, people were not sharing data 
very much—they kept their tapes in their desks. Now the community has 
almost reached the point where a researcher would be questioned if they 
did not find and reuse existing data. It is key, here, that the researcher(s) 
who originally collected the data and made them available for reuse be 
acknowledged and receive scholarly credit akin to that received when one 
of their publications is subsequently cited.

Dr. Seidel suggested that data-management plans might be made a 
requirement for proposals, with reviewers being instructed to take that part 
of the proposal seriously. For example, since 2003 NIH has required that 
all proposals involving direct cost expenditures of more than $500,000 per 
year must include a data-sharing plan. Dr. Szalay added that it would also 
be useful to have supplemental funds available for data management just 
as supplemental funds sometimes are available for educational elements of 
a research proposal. If the reviewers conclude that the data-management 
plan is a good one, then the researcher would receive the supplement rather 
than having to pay for data management and scientific research from the 
same pool of funds.

DATA-INTEGRATION TOOLS

Dr. Clarke pointed out that geospatial researchers have created the 
beginnings of a data-integration policy through the adoption of the National 
Spatial Data Infrastructure. Other countries have developed their own coun-
terpart standards of practice. Early federal standards were top-down and 
not as successful as those that have emerged through consensus. 

Dr. Kesselman gave an example of tools called the human imag-
ing database (HID), which was developed in conjunction with the fMRI 
research mentioned above. One of the functions implemented in the HID 
is the ability to do distributed database query and the ability to do data 
integration. More generally, the biomedical field has shown a lot of interest 
in ontologies and defining vocabularies and dictionaries. That interest has 
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led others to explore the federation of the semantic descriptions of the data. 
Dr. Kesselman’s own group has been looking at whether there are reusable 
data integration tools that can be applied in order to avoid creating data 
federations and data environments for specific uses.

Dr. Frazier said that for NIF data, which are intended to be held for 30 
years, unique identifiers are generated. These are better than surrogate keys 
in databases, because their value is not lost if the data are at some point 
migrated into a new schema with new surrogate keys. These identifiers can 
be applicable throughout the long life of the data. 

He also observed that scientists are not generally afraid of new tech-
nologies; however, they certainly are afraid of interrupting their work while 
someone creates specialized software or when software has failure modes 
that the scientist cannot fix on the spot. Scientists also are unwilling to 
invest in new technologies unless they know that long-term support 
exists. Finally, most prefer to control their data and analyses personally, so 
they lean toward the use of methods and software that they understand and 
can run themselves. There can be resistance to methods and software that 
are less familiar or that require control to be transferred to another person.

In contrast, though, Dr. Szalay pointed to the increasing presence of 
federations with astronomy data. For example, the National Virtual Obser-
vatory was set up with the explicit understanding that it would own the 
massive data sets and manage them as they evolve. Dr. Lynch observed that 
this delegation of data stewardship is a general trend for other scientific 
projects that generate vast data streams. Such endeavors usually operate at 
a scale large enough that someone has the mandate to plan for information 
management. Usually, information management is factored into the bud-
gets, and Dr. Lynch sees some willingness among funders to also provide 
some money for data stewardship. 

However, with medium- to small-scale science, any kind of data man-
agement or information management is often an ad hoc process. Frequently 
it is relegated to graduate students because the enterprise is not large enough 
to support specialists in data management and information technology. Both 
the funders of scientific research and the researchers themselves have over 
the past decade come to recognize that data are a very important part of the 
output of research, one that deserves management in its own right. But data 
sharing and data stewardship fall into two different timescales. The former 
often happens on timescales that are similar to those of a research project, 
perhaps extending a few years longer. But data stewardship operates on 
timescales that are more familiar to data archivists and research librarians, 
which are longer than the active professional life and interests of many of 
the researchers involved in the project that produced the data (and certainly 
longer than the tenure of a graduate student). More important for the ques-
tion of data integration, stewardship timescales may exceed the lifetimes 
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of the experimental or computational environments that created the data, 
making it difficult to interpret the data because tacit knowledge erodes as 
the people involved move on and the corporate memory is lost.

Dr. Stonebraker asked how much of the data-integration problem 
would be solved if software were developed to address the technical chal-
lenges mentioned so far in this section. Dr. Szalay responded that such 
software would solve a lot of the issues, especially if it were scalable to 
the tens or hundreds of petabytes. But it would not solve the problem of 
very large, dispersed data, which requires figuring out what to do when a 
petabyte of data must be moved on demand across the Internet, or how to 
avoid that. Dr. Szalay said such movement is possible now for sets up to 
tens of terabytes of data, but it will not be possible for at least 5 or 10 years 
or more with petabytes of data.

CROSSCUTTING DISCUSSION

Michael Brodie of Verizon Communications brought up some more 
general issues of standards across enterprises. Establishing and maintain-
ing standards in a very large community, whether a scientific community 
or an enterprise, is difficult because there are few general principles to 
help one decide how well a given standard will suit a particular data 
set, particularly when that data set is innovative or might be subject to 
novel reuse sometime in the future. It is unclear how to assess whether 
an existing standard can be extended, or whether a new standard should 
be developed from scratch.

Alon Halevy of Google, Inc., suggested that improvements to search 
tools could be a productive way to improve data-integration capabilities. 
For certain types of science, the hardest part of data integration may be 
finding the few data sources that are relevant to the research task. The 
integration will often be ad hoc, done for one task and then finished, 
and that is fine. So the real bottleneck is the ability to find the necessary 
databases among the thousands or millions of data sets that might be 
relevant. In such cases, the key enabler might be including metadata 
that allow the data set to be uncovered by a search engine. Similarly, it 
would be very useful if search engines could find and index the many 
data transforms that various groups have developed for a wide range of 
integrations.

Dr. Marron raised another topic having to do with data sharing and 
access. He thought that several workshop speakers were suggesting that the 
solution was for funding agencies to just require everybody to share data. 
Certainly there have been instances where that has been done. At NIH this 
has been given serious consideration, and some programs have require-
ments for data sharing. 
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But there is also the other aspect of that, the motivation, which needs 
to be investigated. Dr. Marron suggested that more widespread use of 
registries would be very helpful here. Properly designed and managed 
registries are not only able to facilitate the reuse of data, but they might also 
improve the incentives for sharing them. Registries could affect the incen-
tives by designating the entry of data as equivalent to publication. Then, 
by tracking reuse, registries could provide tenure and review committees 
with credible statistics about how widely the data were used or the value 
of their publication, measures that are analogous to those associated with 
paper publications and citation indexes. In addition, registries could pro-
vide a means of enforcing certain rules about metadata, because to register 
the data one must include appropriate metadata. It is important, though, 
that the registries be supported over the long term or else researchers will 
be wary of investing the time and effort to contribute to them.  	

Repositories are not the same as registries: New, large, centralized repos-
itories are very unlikely to receive funding in Dr. Marron’s view because, 
once an agency gets involved in supporting a database, it is a never-ending 
process. NIH supports a number of large centralized databases, and their 
cost has increased dramatically. He thinks the better model is distributed 
databases and distributed costs of maintaining them.

David Maier of Portland State University raised the question of how 
to train people to work effectively with shared data. The best technology 
solutions require some domain knowledge along with knowledge from 
computer science. Dr. Maier is not sure if it is better to start with people 
from a domain of science and try to give them data management skills, or 
start with people from a computer science background and try to give them 
domain skills. In his personal experience, computer science students do not 
get nearly enough statistics training to do the kinds of analyses they might 
be called upon to do, and their training in databases rarely exposes them to 
the challenges of working with other people’s preexisting databases. 

Dr. Stonebraker observed that there are two main ways in which sci-
entific data today differ noticeably from scientific data of, say, a decade 
ago:

•	 �Scale. Data sets are rapidly becoming larger. For example, it used to 
be commonplace for satellite imagery to tile the Earth into 100-m 
squares. Now the technology supports 5-m squares. Satellite imag-
ery data sets have thus become larger by a factor of 400. This 
increase in data set size is expected to continue for the foreseeable 
future.

•	 �Number and type. The numbers and types of scientific data sets 
appear to be increasing exponentially. For example, sensor tagging 
technology is making it possible to tag everything of value and 
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have it report interesting data on a real-time basis. Temperature 
data are available not only from traditional sources but from cell 
phones, car navigation systems, portable GPS devices, and the like. 
These are just a few examples of expanding range of the disparate 
types of data of possible interest to the scientific community.

In Dr. Stonebraker’s view, this dramatic increase in data availability 
calls for the following four capabilities:

•	 �Locate data sets more effectively. Scientists must be able to discover 
data sets of interest much more easily than they can today.

•	 �Convert data sets easily to a usable format. It should be much easier 
for scientists to reformat data sets than is currently the norm.

•	 �Integrate multiple data sets. Since data on the same phenomenon 
often come from many sources, a scientist needs to readily discover 
the syntax and semantics of data sets and to convert them to be 
syntactically and semantically comparable.

•	 �Process larger data sets. As noted above the scale of scientific data is 
increasing rapidly.

The benefits of integrating large volumes of data, multiple data sets 
from different sources, and multiple types of data are enormous, and 
this integration will enable science to advance more rapidly and in areas 
heretofore outside the realm of possibility.
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3

Improving Current Capabilities 
for Data Integration in Science

Any new direction or method of scientific inquiry starts out with a 
few visionary scientists blazing the path. All are focused on getting 

results from their research, and invariably they invent new data formats 
and semantics. This behavior leads to rapid innovation by each individual 
group but greater difficulty in sharing data across groups, or even across 
projects in a single group. In the early days of any domain, this state of 
affairs is a good thing because it maximizes the rate of early innovation, 
and a similar situation holds as new directions and innovative methods 
are explored even in mature disciplines.

However, there are drawbacks to this state, and these were noted by 
workshop participants. Usually, data are available only haphazardly from 
these early projects—that is, they are not well documented or curated and 
are not always easily accessible. Individual groups have little incentive 
to publish data, which slows the progress of the broader field. A new 
researcher in the domain is presented with a daunting data-discovery 
problem. And when the data are finally found, they may not be in a 
usable format. It is common, in this stage, for data to be transmitted to a 
requester as a bundle of code and data, such that the code is required in 
order to read the data. But getting code to run in a new environment can 
be far from trivial because of differences in operating systems, compilers, 
search paths for libraries, and so on, so that a researcher attempting to 
reuse the data might spend a good deal of time just getting to the point of 
being able to read the incoming data. Because most of the areas of scien-
tific research discussed at the workshop are still in this stage with regard 
to data integration, the researchers share these challenges.
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Further, there are multiple ways in which reuse might be hindered. 
The structure selected by the original researcher to organize the data 
might be inconvenient for a subsequent user—for example, they might 
be stored as geographic images, one for each time step, whereas the new 
researcher needs a time series for each spatial location. Or an under-
lying choice that was not even explicitly considered by the original 
researcher—perhaps the projection that was used to map the data from 
Earth’s surface onto two dimensions—might not be suitable for the reuse 
context. (Even for research areas that have matured, such challenges can 
arise whenever data are applied in unanticipated ways.) The parameters 
that characterize the projection, or even the units, might not be clear 
because of incomplete metadata. Lastly, the second researcher’s software 
tools may not be able to handle the individual data elements. To mas-
sage the data into correct format and organization may pose a tedious 
data-manipulation problem. It can take weeks or more of effort to convert 
data into a form suitable for reuse. Many new researchers give up before 
they get to this stage. In short, it is often just too difficult to reuse data 
gathered by other researchers.

It is crucial to focus on this transformation problem. Several work-
shop participants noted that it is not difficult to write clear transforms if 
the relevant metadata are available. Most popular transforms have been 
written multiple times by multiple labs, which is, of course, inefficient. 
Workshop participants said it was rarely easy to locate existing transfor-
mation software of interest, and some suggested that an online service 
to share transforms could be established. Such a service would allow 
scientists to avoid having to reinvent tools, but it would require publish-
ing and documenting transforms in a systematic way so that others could 
locate them. 

In our Internet-savvy world, one should be able to locate data sets 
and transforms of interest using the Web. At present this is a hopeless 
task. Workshop participants identified four steps that would make this 
task possible:

•	 �Repositories. Several participants noted the need for domain-specific 
(as well as general) repositories where scientific data sets can be 
archived. Because data decay over time and require periodic main-
tenance, such repositories must be staffed with professionals who 
can do such maintenance as well as assist scientists trying to use 
data sets in the repository. Good search tools are needed so the con-
tents of a repository can be easily browsed and objects of interest 
located. Lastly, curation facilities are also needed so that the precise 
semantics of data sets can be documented. Obviously, the curation 
cannot be such an onerous human task that the repository will not 
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be used. Curation information must be easy to locate, browse, and 
understand. Dr. Stonebraker suggested that Genbank and the Sloan 
Digital Sky Survey are examples of data repositories with effective 
search tools and good curation, but he said that many more such 
facilities are needed. 

•	 �Web-based search. It is nearly impossible to locate structured data 
using current text-oriented search engines. Moreover, there seems 
to be little incentive on the part of the search engine companies to 
provide this capability. Thus, targeted research will be necessary 
to enable locating structured data on the Web. Ideas for doing 
this include a science-oriented tagging system—that is, a system 
that makes assumptions about the content of a file based on some 
knowledge of the field of science—and storing science data in 
hypertext markup language (HTML), which would make them 
visible to search engines. The latter idea is only feasible for small 
data and is not a general approach.

•	 �Community-driven information extraction. Given how much infor-
mation is now available on the Web, the ability to interpret and 
integrate relevant Web content can have huge benefits. However, 
search alone can be a tedious means of collecting data from dis-
parate sources. Webscale information extraction, assisted by an 
automated tool, represents a bottom-up complement to top-down 
approaches like the Semantic Web.� Another approach is to provide 
a suite of extraction tools to enable communities of interest on the 
Web to collaborate in creating and curating integrated datasets in 
domains they care about. This seems particularly promising for sci-
entific domains, given that scientists are technically sophisticated 
and willing to collaborate.

•	 �Locating transforms. As noted above, several workshop participants 
suspected that the data transforms they need at any given time 
have probably already been written at least once, but cannot be 
found, leaving individual researchers and groups to write their 
own. The same is true for all sorts of data manipulations, with 
similar kinds of code modules appearing over and over among 

�  The Semantic Web is an ambitious dream of deploying interlinked information via the 
resource description framework (RDF) throughout the Web. It encompasses a wide variety 
of philosophies, goals, and technologies. In general, it would rely on the establishment of 
ontologies and tools to help those who publish data to mark their content in terms that can 
be recognized semantically. Many of the Semantic Web technologies are proving to be use-
ful, especially RDF, SPARQL, and OWL. Because the Semantic Web per se does not provide 
any particular set of standard entity names (URIs) or any particular approach to semantics, 
leaving these to particular application layers, any practical system for data integration must 
add these. 
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different research groups. Effort is wasted in writing such trans-
forms many times and in maintaining such code as circumstances 
change. Obviously, it would be best to have a system that allows 
for reuse of common transforms; such a system might also support 
the development of more robust transforms. Perhaps one or more 
repositories (something like SourceForge) could be established to 
store such code. Another option would be for science funding 
agencies to form their own code repositories.

Workshop participants discussed some of the tools that have been 
produced by the database community that could help with data integra-
tion in the sciences, for both structured and semistructured data. The four 
subsections that follow provide a sampling of the approaches covered. 
The workshop was not designed to prioritize the potential value of data-
base tools to scientific research data, and so this sample should not be 
construed as being more than just illustrative. Other critical techniques for 
data integration in some contexts—such as parallel processing and data 
indexing, which are very important when working with very large sets of 
data—are not covered here.

FEDERATORS

Dr. Haas’s presentation provided an overview of how federators can 
be used to integrate data. She covered technical federation techniques, not 
the use of federation as a management or governance concept. Federation 
engines present users with a virtual repository of information. The users 
can manipulate information as if it were stored together in a single place 
with a single interface whereas it may actually be stored in multiple, pos-
sibly heterogeneous places. Federation engines come in different flavors, 
each presenting a different interface to users. The most common interface 
is that of a relational database management system (DBMS), effected 
through methods such as the Open Database Connectivity (ODBC) 
method, the Structured Query Language (SQL), and the relational data 
model. However, some federation engines present an extensible markup 
language (XML) interface (supporting some variant of XPath or XQuery, 
typically), and others might act like an object-oriented database or even 
a content repository. Besides having different interfaces, the capability of 
federation engines also varies, from “gateway” systems that allow simple 
queries against one source at a time while providing a common interface 
to all sources, to systems that allow users to leverage the full power of 
their query language to gather or correlate information from multiple 
diverse sources with a high level of query function. 
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To illustrate the potential of federation, Dr. Haas described the exam-
ple of a pharmaceutical company with four main research sites in different 
countries. Each site has many data sources, including these:

•	 �A special-purpose store for chemical compound information, 
searchable by chemical structure; 

•	 A relational database holding results from various assays; and 
•	 A literature source linking drugs to diseases and symptoms. 

Data sizes range from hundreds of thousands of compounds to bil-
lions of test results. The four sites focus on different diseases and, for 
the most part, different compounds, locally storing the information they 
produce and use. However, as a scientist forms hypotheses about a com-
pound, he or she might need to ask a coworker to find a compound with 
a structure similar to the one he or she is working with that has been 
associated with asthma and that has assay scores on test X within range 
[A,B]. Such a query might need data from all of the sites. 

In this example, federation allows the scientist to pose the query 
without worrying about the geographic distribution of the data or about 
the different interfaces for the chemical stores, relational databases, and 
literature sources. The federation engine bridges this heterogeneity and 
drives the execution of the query across the different sources, reporting 
the results to the waiting scientists.

The architecture of IBM’s InfoSphere Federation Server (IFS) illus-
trates how federation works. IFS has two main components: a query 
engine that supports either SQL or SQL/XML and a set of wrappers that 
connect the engine to a wide variety of data sources. A wrapper is a code 
module that handles four main functions:

•	 �It handles the connection to the data source and transaction 
management. 

•	 �In response to requests from the query engine it drives the data 
source to produce the required result and retrieve the data.

•	 �The wrapper also provides a mapping from the data model and 
functions in the underlying source into the relational model. If the 
underlying database is relational, this is straightforward. But in the 
case of the chemical store described earlier, the chemical similarity 
search and the chemical structure must be mapped to relational 
constructs.

•	 �The wrapper participates in query planning, providing estimates 
of the costs of various operations to allow the query processor to 
identify a feasible and efficient plan for the query.
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The query processor is an extended relational query processor. When 
a query arrives, it is parsed, the table and column names are resolved, the 
query is rewritten into a canonical form and optimized, and a run-time 
plan is produced and executed. Each phase of query processing after name 
resolution is modified to deal with wrappers and distributed data. In 
addition, a new phase analyzes the rewritten query and looks for oppor-
tunities to push work down to the remote data sources. Complex queries 
can be handled, and all improvements to the basic query processor—for 
example, new execution strategies or better optimizations—are immedi-
ately available for dealing with distributed, heterogeneous data.

Federation has been used for many purposes. It is often used to 
extend an existing database with heterogeneous, hard-to-convert data 
that are separately owned or that will rarely be used. This usage saves 
maintenance or creation costs for the warehouse. Federation is also fre-
quently used to build a view across multiple organizational units, as in 
the four research labs in the example. This is an appealing use case, but 
the query workload must be watched carefully, as it is easy for complex 
queries to be generated that are challenging to optimize and may lead to 
unacceptable performance in some circumstances. Portals are more easily 
built on top of a federation engine, rather than hand-coding access to dif-
ferent data sources. Another common use of federation is as a prototyping 
environment for data-intensive applications. Even if a large materialized 
store must eventually be built, federation is easy to set up, and it allows 
testing of queries and early examination of the data.

Federation is a powerful tool for data integration, but it is not a 
panacea. Federation integrates data lazily, as it is needed. It is appropriate 
when data sets are not too large or when the queries are selective enough 
that only a small fraction of the data will ever be returned. It works 
well when the data do not need too much preprocessing or cleansing 
or when the data change frequently and up-to-date results are desired. 
The extract, transform, and load (ETL) paradigm, which is commonly 
used in business, is an alternative approach for the integration of primar-
ily structured data. Its first step is to extract data from various sources, 
which includes conversion into some common format. The collected data 
are then transformed through a series of rules to prepare them for use. 
Transformations might include filtering, sorting, cleaning, and translat-
ing individual records for consistency, and other such operations. Finally, 
ETL loads the resulting data into the system where it will be warehoused 
and used. Generally speaking, ETL has strengths and weaknesses that are 
complementary to those of federation.

Dr. Haas suggested the following as potential steps for improving 
federation technology:
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•	 �Federation engines need continued work to minimize data move-
ment, exploit multiprocessors, and leverage caching and even 
indexing to reduce response times for complex queries and large 
volumes of data. 

•	 �Other work is needed to extend the engines’ capabilities. Today, 
entity resolution (figuring out when two data elements refer to 
the same real-world object) and data cleansing (discovering and 
correcting errors in the data) are typically batch operations. When 
those steps are necessary, federation cannot be used. Dynamic 
algorithms for these tasks would enable federation. 

•	 �Most federation engines today work only on traditional structured 
or semistructured data, though they can also return some uninter-
preted fields, such as images. As the ability to extract information 
from unstructured data is improved, federation engines will need 
to grow to handle these new types. 

•	 �Finally, understanding where data come from is critical to many 
scientific endeavors. Hence, mechanisms for tracking provenance 
must be extended to function in a federated environment.

RESOURCE DESCRIPTION FRAMEWORK

Orri Erling gave an overview of the resource description framework 
(RDF) and linked data principles for science data and metadata. Using 
RDF as the data model for these metadata has numerous advantages. 
Sometimes, especially in the life sciences, data themselves are also rep-
resented in the RDF model. For other domains, such as those involving 
large arrays of instrument data, RDF is not a convenient format for the 
bulk of the data but is still appropriate for annotation. From the viewpoint 
of processes, data and metadata should go hand in hand, but different 
sizes and modeling characteristics often necessitate different representa-
tions for data and metadata.

RDF has several advantages for science metadata. To begin with, 
data are self-describing, and all entities and terms used have universal 
resource identifiers (URIs). The term “linked data” is used to mean a 
set of RDF triples where the URIs representing the entities, classes, and 
properties thereof are dereferenceable via HTTP. In addition, there is 
a constantly growing body of reusable ontologies, which provide the 
conceptual bases for RDF. Reusing terminology and modeling metadata 
has obvious advantages over reinventing the metadata schema for each 
application. Also, RDF is inherently schemaless—that is, not all entities of 
a class need have the same properties, and properties can be attached to 
data instance by instance without any database-wide schema alteration. 
This makes RDF less cumbersome than, say, relational database manage-
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ment systems (RDBMSs) for highly variable or sparse data. Further, there 
is a constantly developing set of tools for harvesting, exchanging, stor-
ing, and querying RDF. Finally, the RDF model has well-defined seman-
tics for inferencing and many features for facilitating mapping between 
ontologies and instance data sets. Classes, properties, and instances can 
be declared to be the same for purposes of a query. Scalar values may be 
typed value by value—for example, denoting a unit of measure. Thus, 
both issues of different identifiers for the same entities and different units 
of measure can be made explicit value by value in RDF.

Scalability of RDF storage is no longer a major problem, with billions 
of RDF statements being stored per server and with scale-out clustering 
available from at least OpenLink, Systap, and Garlic for larger scales. 
Also, data compression for RDF continues to advance, leading to further 
improvement of scalability. With the next generation of RDF storage, the 
performance penalty that RDF suffers when compared to RDBMSs for 
the same workload is likely to be substantially reduced through use of 
techniques such as adaptive indexing and caching of intermediate results. 
Task-specific relational schemas will probably continue to have some per-
formance advantage for applications where the schema and workload are 
stable and known in advance, according to Dr. Erling. 

Relational databases can also be mapped into RDF without storing the 
data in RDF. This is possible with tools such as Virtuoso or D2RQ. Thus, 
if science metadata are already in relational form, the RDF conversion 
for data interchange and integration can be done declaratively and on 
demand. A World Wide Web Consortium (W3C) working group aimed at 
developing standards for such mapping was launched in October 2009.

As an example, Dr. Erling described a harvesting model used for 
media metadata, which could be easily adapted to science metadata. The 
site bbc.openlinksw.com publishes metadata about programs of the BBC. 
The bbc.openlinksw.com server periodically crawls this content and pres-
ents it for search and structured querying via SPARQL, the SQL equiva-
lent for RDF. Additionally, this server, if used as a proxy for accessing 
other RDF content, caches this content and allows querying over the BBC 
data and other cached data. For example, one can combine data from the 
BBC, LastFM, Musicbrainz, and other sources, all of which contain infor-
mation about a musical artist. For the content producer, publishing the 
metadata is as simple as exposing RDF files for HTTP access. These files 
can be generated within the pipeline for content production.

This harvesting example is low-cost, incremental integration that 
does not require a priori agreement on schema and can accommodate 
any future data without schema alteration by a database administrator. 
Query-time inference can be used for identifying different names for the 
same entity and presenting the union of properties associated with each 
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identifier. More complex matching and inference can be done as an ELT 
transformation step without altering the source data.

The broader utilization of RDF might have positive impacts on the 
metadata publishing practices of scientific communities over time. Since 
every element has a URI, many of which can be dereferenced over HTTP, 
both schema and instance data identifiers point to their source, which 
provides a means of implicit attribution. Since data and their schema are 
thus objects of attribution and citation, there is an incentive for publishing 
data and schemas of high quality. 

If many RDF data sets are kept in a common repository, it is easy to 
see which identifiers, ontologies, or taxonomies are in the broadest use. 
This ease of discovery will drive convergence of terminology. While very 
complex, centrally administrated ontologies exist, the ones enjoying the 
fastest adoption are lightweight ones developed through a bottom-up 
community process. 

MapReduce AND ITS CLONES

MapReduce� and the accompanying Google File System� were devel-
oped at Google to solve the problem of massive explosion in data by 
leveraging cheap hardware for both storage and processing. They are 
designed to scale to thousands of commodity servers, which means that 
failure is assumed to be not an exception but more of a rule. Hence, many 
design decisions within these systems are biased toward fault-tolerance, 
scalability, and agility as opposed to performance. Apache Hadoop� is 
the open-source implementation of MapReduce, and it has the sister 
technology Hadoop Distributed File System (HDFS). At the workshop, 
Amr Awadallah of Cloudera Computing described a popular example 
that illustrates the scalability of Hadoop for economically storing large 
amounts of scientific data: the Large Hadron Collider Tier 2 site at the 
University of Nebraska-Lincoln, which currently stores 400 TB of data.� 
As scientific data sets continue to grow at exponential rates, the need is 
paramount for scalable, fault-tolerant systems that can both store and 
process data economically. MapReduce and its clones represent an option 
for addressing that need for some types of scientific data.

The MapReduce model is a programming paradigm for processing 
large data sets; it makes it easy to scale execution linearly over a large 

�  See http://labs.google.com/papers/mapreduce.html.
�  See http://labs.google.com/papers/gfs.html.
�  See http://hadoop.apache.org/core.
�  Details of this example may be found at http://www.cloudera.com/blog/2009/05/01/ 

high-energy-hadoop.
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number of servers. In its simplest form, the developer specifies a map 
function that does the first stage of processing. The output data from the 
mappers are consistently hash-sorted then pulled by the reducers in what 
is known as the shuffle stage. Finally, the reducers perform the postpro-
cessing of the results from the mappers. The origins of the MapReduce 
programming model come from functional languages such as LISP. 

The MapReduce programming model is available in many shapes 
and forms. In fact, many of the traditional RDBMS vendors (for example, 
Teradata, Oracle, Greenplum) support MapReduce indirectly through 
user-defined functions (for mappers) and user-defined aggregates (for 
reducers). 

The power of the overall MapReduce system (the distributed sched-
uling system that executes MapReduce jobs) comes from its ability to (1) 
automatically distribute/schedule the jobs and (2) transparently handle 
failures without requiring the jobs to be reexecuted from scratch (which 
would be very frustrating for multihour jobs processing large amounts 
of data). The system also allows the number of servers to be dynamically 
scaled up or down while jobs are running, so a number of additional 
servers can be thrown into the processing pool and jobs will begin using 
them transparently. The system is also designed to run a large number 
of data-processing jobs with various operating requirements. Some of 
these jobs can be operational jobs with high priority, so the system will 
automatically kill (preempt) the mapper or reducer tasks of lower-priority 
jobs to make room for the operational jobs. The jobs that have been pre-
empted are resumed once the system has available resources for them. 
Furthermore, the system has optimizations to detect partial failure. For 
example, if one of the mappers executing a part of the job is running 
slowly compared with the rest of the mappers (maybe that node has 
unreliable disks), the system automatically starts a redundant mapper on 
a separate server, and whichever one finishes first wins. The MapReduce 
system is storage-system independent: It can read data from a normal file 
system, a distributed file system, an in-memory, key-value store, or even 
a traditional RDBMS. 

Dr. Awadallah presented a list of MapReduce scientific examples and 
presentations that was assembled by members of the NSF Cluster Explor-
atory program. The list includes the following:

•	 �Florida International University’s Indexing Geospatial Data with 
MapReduce,

•	 �University of Washington’s Scaling the Sky with MapReduce and 
Interactive Visualization of Large Data,

•	 �University of Maryland’s Commodity Computing in Genomics 
Research, 
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•	 �Carnegie Mellon University’s Cluster Computing for Statistical 
Machine Translation,

•	 �University of California, Irvine, Large-Scale Automated Data Clean-
ing, and

•	 �University of California, Santa Barbara, Scalable Graph Processing.

Dr. Awadallah believed that MapReduce is most suitable for batch 
data-processing jobs. This would include ETL jobs that process origi-
nal raw data into their relational form (because MapReduce does not 
require a predefined schema to be able to process data) and complex data 
transformations that are difficult to express in SQL (e.g., optical correc-
tion algorithms for astronomical images). MapReduce also has the abil-
ity to process data from multiple heterogeneous systems, such as those 
that exist in federations, through simple reader and writer functions. For 
example, one can have a MapReduce job that fetches input data from the 
distributed file system then joins them with data from a RDBMS. This 
allows the MapReduce system to run on top of data sources that range 
from unstructured (for example, collections of text, video streams, or sat-
ellite images), to semistructured (for example, XML, JSON, or RDF-like 
data), to relationally structured data (for example, tables with predefined 
column schemas).

DATA MANAGEMENT FOR SCIENTIFIC DATA

Dr. Maier’s workshop presentation covered data management con-
cepts that are of use for scientific data. Most commercial data-integration 
solutions are based on the relational model, with a few using XML as a 
target model. Such offerings are not likely to be of great help for integrat-
ing scientific data sets because there is not much support for some data 
types common to science, such as sequences, time series, and multidi-
mensional arrays. Commercial relational DBMSs offer support for some 
scientific data types, most often time series and spatial objects, such as are 
used in geographic information systems (GISs). However, such support 
is supplied either by an encoding into the underlying relational model 
or through an extension of an abstract data type (ADT). In either case, 
the data types are not part of the core model of the system, and there is 
limited understanding of the types in query and storage-management 
layers. 

Many scientific data types exhibit some form of order or, more gen-
erally, topology (a notion of adjacent elements and neighborhoods). This 
structure arises from the organization of the underlying physical world, 
such as chains of nucleotides or amino acids (ordered sequences) or dis-
cretized versions of continuous spaces arising from sensing or simulation 
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(multidimensional arrays, finite-element meshes). The desired operations 
on these data types are often order- or neighborhood-sensitive: examples 
include pattern matching, image filtering, and regridding.

Dr. Maier said that it has long been recognized that relational mod-
els and languages lack support for ordered types. While it is possible 
to encode ordered structures into the relational model, the associated 
operations can be hard to express, and optimization opportunities are 
obscured. Over the years, query languages for array and mesh data types 
have been suggested, such as AQL (Libkin, Machlin, and Wong, 1996), 
Array Manipulation Language (Marathe and Salem, 2002), and GridFields 
(Howe and Maier, 2005). However, no full-featured DBMS based on these 
languages is currently available.

Because of the limitations of relational DBMSs for supporting arrays, 
Maier reported that many scientific data end up in files using array data 
formats, such as NetCDF� and HDF.� While such formats support multi-
dimensional arrays directly and appropriate access methods, they offer a 
file-per-dataset model and limited operations and hence are far from a full 
DBMS. They support interfaces to languages popular in scientific domains 
(C++, Fortran, Python) and to multiple data-analysis environments (R, 
Matlab, Octave). There are libraries of utilities for common operations 
available on some platforms, but there is no automatic optimization over 
groups of operators.

There are also approaches that layer support for scientific data types 
over existing storage managers, usually a DBMS. Maier stated that the 
following are the two main approaches:

•	 �Array Model and Query Language. This approach provides an array 
data model and query language and performs some optimiza-
tion and evaluation natively in that model, with the underlying 
storage system managing persistent storage, and possibly some 
degree of support for memory management, access methods, and 
query execution. Raster Data Manager (RasDaMan) (Baumann et 
al., 1998) is the most mature example of this approach. RasDaMan 
is an open-source system supporting an array data model and 
query language, with commercial support and extensions avail-
able. It provides its own query optimization, query evaluation, and 
main-memory management, using the underlying system (usually 
a relational DBMS) as a “tile store” for fragments of arrays. A more 
recent example is the RAM research project (van Ballegooij et al., 
2003), which provides an array model and query facility that has 

�  See http://www.unidata.ucar.edu/software/netcdf/.
�  See http://www.hdfgroup.org/.
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been layered over various back ends, notably MonetDB. RAM per-
forms query normalization, simplification, and optimization within 
its array model before translating into queries on the underlying 
relational engine. That layer can perform further optimization in 
the relational model before executing the queries.

•	 �Secondary-Storage Extensions to Data-Analysis Environments. The 
second approach to layering uses a DBMS to provide relatively 
seamless access to secondary storage from a data analysis environ-
ment. The type system of the environment thus effectively becomes 
the data model, usually providing vectors, matrices, and higher-
dimensional arrays. There is no special query language in this 
approach—disk-resident data are manipulated with the same func-
tions used for in-memory data. It is up to the underlying interface 
to the DBMS to determine when functions can be performed in the 
database and when data need to be retrieved for main-memory 
manipulation. Ohkawa (1993) used this approach with the New 
S statistical package and an object-oriented DBMS. The RIOT pro-
totype (Zhang et al., 2009) supports the R data-analysis environ-
ment using a relational DBMS. To create optimization opportuni-
ties in the underlying DBMS, both systems use lazy evaluation 
techniques. An operation on a secondary-storage object merely 
creates an expression that represents the application of the opera-
tion. Repeated deferral allows accumulating operations into one 
or more expression trees. Such trees are evaluated only when their 
result is to be output to the user, at which point they may be opti-
mized before processing.

According to Dr. Maier, the SciDB project (Cudré-Mauroux et al., 
2009) has recently begun development of an open-source database with 
fully native support for an array model, including an array-aware storage 
manager. In addition to a data model and algebra for multi-dimensional 
arrays, SciDB will support history and versioning of arrays, provenance, 
uncertainty annotations, and parallel execution of queries. If successful, 
it should provide a suitable platform for integrating extremely large sci-
entific datasets.
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4

Success in Data Integration 

As a domain becomes more mature, more scientists begin to develop 
interest in it and progress starts to depend on the sharing of data. In 

the beginning such sharing is quite difficult, so a domain must develop 
ways to facilitate sharing as it matures. This includes the setting of stan-
dards, which may slow progress in individual groups to achieve a greater 
good for all. While the discussions recounted above evinced skepticism 
about any global schema, there are places where standards have been 
quite successful, some of which are described below. The most successful 
standards tend to occur bottom-up. In other words, individual scientists 
recognize the need and work to build consensus standards. Other stan-
dards are imposed top-down by some sort of dominant force in an enter-
prise. Top-down appears to work only rarely, and bottom-up approaches 
have a much better chance of success, according to several workshop 
participants. However, standards are also facilitated if there is a dominant 
player in a domain, as pointed out by Dr. Stonebraker. In enterprise data, 
for example, Walmart has so much influence that it can specify standards 
and force all of its suppliers to conform if they wish to sell goods to 
Walmart. Google also has this sort of influence in the Web search space. 
In domains where there is a dominant player, standards are much easier 
to achieve.

The successes of the Sloan Digital Sky Survey and Genbank in shar-
ing astronomy data and genomic data are well known in the scientific 
community. The National Spatial Data Infrastructure (NSDI), mentioned by 
Dr. Clarke, has been emulated worldwide as the global spatial data infra-
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structure and is another example of success. The NSDI was prompted by an 
Executive Order issued by President Clinton in 1994, which also called for 
“development of a National Geospatial Data Clearinghouse, spatial data 
standards, a National Digital Geospatial Data Framework and partner-
ships for data acquisition.”� The NSDI enables sharing of geographical 
information, elimination of redundancies, and other significant benefits. 
Some other success stories, perhaps less well known, are presented here.

FREEBASE

Freebase is a large, collaboratively edited database of crosslinked 
data developed by Metaweb Technologies. Freebase has incorporated the 
contents of several large, openly accessible data sources, such as Wikipe-
dia and Musicbrainz, allowing users to add data and build structure by 
adding metadata tags that categorize or connect items.� To date, most of 
the information in Freebase relates to people and places, though it can 
accommodate a wide range of data types, including research data.

Freebase is intended to be an important component of the Semantic 
Web, allowing automation of many Web search functions and communica-
tion between electronic devices (New York Times, 2007). However, Freebase 
has quality issues, omissions, errors, and redundant information—most 
of its information is not truly integrated. While Freebase is a success in 
some respects (community contributions have led to large volumes of 
information and it is possible to get useful answers to some queries), 
it cannot guarantee accurate and complete answers. Overall, Freebase 
demonstrates a novel mechanism for data aggregation, but it has not yet 
solved many of the challenges of information integration.

MELBOURNE HEALTH

Melbourne Health, a healthcare provider in Melbourne, Australia, 
envisions building a generic informatics model for beneficial collaboration 
across organizations and expansion to other research areas (Bihammar 
and Chong, 2007). Melbourne Health’s original goal was to link the data-
bases from seven hospitals and two research institutes for multiple dis-
ease research. The challenges in this work come from the large amount 
of data, the paucity of data standards, poor interoperability between 
databases, and the need to ensure compliance with ethical, privacy, and 
regulatory norms. 

�  Quoted from http://www.fgdc.gov/nsdi/policyandplanning/executive_order. Accessed 
May 5, 2010.

�  Available at http://freebase.com. Accessed October 23, 2009.
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Medical documents and research data come from files, Excel spread-
sheets, and databases. The hospitals and clinics may use different systems. 
The HL7 Clinical Document Architecture (CDA), an XML-based markup 
standard intended to specify the encoding, structure, and semantics of 
clinical documents for exchange, is used. According to the IDC case study 
(Bihammar and Chong, 2007), Melbourne Health has linked research 
databases in 16 organizations, allowing them to collaborate.

SCIENCE COMMONS AND NEUROCOMMONS

Science Commons (http://sciencecommons.org), launched in 2005, 
is an offshoot of Creative Commons, a not-for-profit organization that 
develops and disseminates free legal and technical tools to facilitate the 
finding and sharing of creative content (Garlick, 2005). It also focuses on 
lowering barriers that researchers face to sharing data, publications, and 
materials. 

The goals are to expand sharing, interoperability, and reuse of data, 
but these goals are hampered by legal and cultural barriers. Although 
research data are not subject to copyright protection, the arrangement of 
data and the structure of databases may be protected (for a discussion of 
the legal context for sharing and accessing research data, see NRC, 2009). 
Specific rights to reuse or integrate data may be unclear, and integrating 
data collected under different jurisdictions may be problematic. Research-
ers in some fields might take proprietary approaches to data or might lack 
the motivation to make their data available proactively.

Science Commons has developed several programs and tools to lower 
these barriers. The Protocol for Implementing Open Access Data allows 
researchers to mark their data for machine-readable discovery in the pub-
lic domain so that their databases can be legally integrated with others, 
including those collected in other jurisdictions.�

The NeuroCommons project, under the auspices of Science Com-
mons, is developing an open-source knowledge management platform for 
biological research. The goal is to make all knowledge sources—including 
articles, knowledge bases, research data, and physical materials—
interoperable and uniformly accessible by computational agents. Neu-
roCommons is a prototype framework for creating information artifacts 
that can provide lessons for future communities, particularly in reaching 
community consensus around technical standards and curation processes. 
The NeuroCommons framework utilizes URIs and RDF, making it part of 
the Semantic Web.�

�  Information drawn from http://www.sciencecommons.org. Accessed October 23, 2009.
�  Information drawn from http://neurocommons.org. Accessed October 23, 2009.
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To apply this idea to scientific information artifacts, one creates a set 
of conventions for syntactic and semantic compatibility among compo-
nents and a standard packaging mechanism to make selecting and install-
ing components easy. One starts with the primary sources (databases, 
knowledge bases, and the like), applies a script to do the normalization, 
and comes up with a packaged component. The resulting “binary” may 
or may not be collected with others to make a distribution. Someone 
creating a local installation optimized for local query obtains needed 
components from one or more distributions and installs those into their 
own environment.

Some two dozen components have been created and collected in the 
NeuroCommons framework. The components are independent and the 
architecture is open, so that anyone may pick and choose the ones they 
like without having to take all of them. One may create new components 
and either add them to the distribution (subject to quality control), create 
a new distribution, or just use them privately. Currently the NeuroCom-
mons distribution is accomplished either through a set of RDF files or a 
database dump. 

Bio2RDF

Bio2RDF (http://bio2rdf.org) is an open-source project that aims to 
facilitate biomedical knowledge discovery using Semantic Web technolo-
gies. Bio2RDF is an important contributor to the Linked Data Web, offer-
ing the integration of over 30 major biological databases with content 
ranging from biological sequences (such as are stored in UniProt, Gen-
bank, RefSeq, Entrez Gene), structures (from the Protein Data Bank), path-
ways and interactions (cPATHs), and diseases (OMIM), to community-
developed biomedical ontologies (OBO). 

This project builds on W3C standards for sharing information over 
existing Web architecture and representing biomedical knowledge using 
standardized logic-based languages. Powered by open-source tools, 
Bio2RDF enables scientists to not only explore manually curated and com-
puted aggregated knowledge about biological entities but to also link their 
data and enable all scientists to ask fairly sophisticated questions across 
distributed, but integrated, biomedical resources. Bio2RDF-linked data 
are available today as N3 files, indexed Virtuoso databases, and SPARQL 
endpoints across three mirrors located in Canada and Australia. 

With interest growing in the Bio2RDF data and services beyond the 
initial developers, the group is fielding requests to add more than 50 
additional data sources in the areas of yeast and human biology, toxicoge-
nomics, and drug discovery. 
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5

Workshop Lessons

At the end of the workshop, Michael Stonebraker presented the fol-
lowing list of messages that he thought were brought out by the 

discussions:

•	 �Many research groups leave the task of developing data integration 
software to science postdoctoral students, which is wasteful of the 
students’ time and can lead to inadequate results. Good DBMSs 
are difficult to write and take many person-years of effort. A better 
idea is to apply computer science expertise early in the process. A 
partnership of equals between computer scientists and natural sci-
entists can pay off admirably. The successful collaboration between 
Alex Szalay and Jim Gray is a prime example.

•	 �It is impossible to build a complete software stack quickly. The 
best way to progress is to specify modest short-term goals and get 
them accomplished. Once something is working, one can build the 
next phase. In other words, one should take “baby steps,” always 
going from something that works to something that continues to 
work. What often kills projects is the desire to take a giant leap in 
functionality, without having intervening milestones.

•	 �Funding agencies can help scientists establish the capability for 
data integration by steps encouraging (or, indeed, requiring) the 
researchers they support to publish and curate their data. Agen-
cies should strengthen the incentives for scientists to preserve their 
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data in reusable form, such as by giving special consideration to 
proposals that include plans for careful data publication.

•	 �Moreover, funding agencies can encourage the establishment and 
maintenance of data repositories and work to improve the tools 
available for data curation and sharing.

•	 �An open-source tool-kit to assist with data transformations would 
be of immense value. This is something that agencies can budget 
for, solicit proposals for, and fund.

•	 �An open-source science-oriented DBMS would also be of immense 
value. Again, this is something that agencies can budget for, solicit 
proposals for, and fund.

Dr. Stonebraker offered his own thoughts on how to improve the 
software that enables data integration. Noting that scientists often build 
the entire software stack for each new project, he pointed out how this 
limits, even precludes, the reuse of software modules and the leveraging 
of well-established tools. Building afresh was followed by the Mission to 
Planet Earth a decade ago as well as more recently by the Large Hadron 
Collider project. In contrast, the Sloan Digital Sky Survey (SDSS) made 
data available in an SQL server database and allowed astronomers to run 
a collection of queries of interest.

Dr. Stonebraker suggested a number of ways to improve the common 
state of practice:

•	 �Send the query to the data, not the other way around. Currently, 
publication schemes typically send data sets to scientists who load 
these data into their favorite software system and then further 
reduce them to find actual data of interest. In effect, a central sys-
tem sends data to scientists who query them locally to discover 
items of interest. This approach is an inefficient use of bandwidth, 
because large data sets are sent over networks only to then be 
reduced two or three orders of magnitude. It would be much more 
efficient to reduce the data upstream in response to a request and 
save the bandwidth.� An alternate approach for saving bandwidth, 
which is sometimes practiced today, is to store the data in a pro-
cessed form, so that their transmittal is easier. But this has the 
shortcoming that requesting scientists have different needs, so any 

�  An anonymous reviewer pointed out that, in general, this approach may not scale, 
as some centralized stores will have to support an ever increasing number of queries. A 
complementary approach is to have replication on demand, where subsets of the data are 
replicated to secondary sites based on local demand. A form of this approach was taken by 
the LHC with its predetermined tier structure.
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given processing will not be optimal for everyone. To facilitate the 
flexibility that scientists need, one may have to make available the 
raw data and not just a highly processed derived data set.

•	 �Put the raw data in a DBMS and then run the processing inside the 
DBMS engine. The only feasible way to allow a scientist to insert 
his or her own components into the processing pipeline is to make 
the processing a collection of DBMS tasks. Otherwise, the complex-
ity of altering the pipeline is just too daunting.

•	 �Record the provenance (lineage) of the data carefully, with an auto-
mated system. This is necessary for the raw data, of course, but it is 
also crucial to precisely record the semantics of any derived data, 
thus carefully maintaining the provenance of those data sets. This 
is not something that current application code or system software 
is good at. Also, anything that requires human effort is not going to 
be widely used, and so systems are needed that record provenance 
as a side effect of natural science inquiry and processing, not an 
additional step. One of the big advantages of a DBMS is that it can 
record provenance automatically by recording every query and 
update that has been run.

•	 �A better DBMS is obviously needed for science applications, one of 
the challenges called for in Chapter 2. Scientists who spoke at the 
workshop did not like current relational DBMSs, which were built 
for business data processing, because they do not work well, if at 
all, on science data. The six messages presented at the beginning 
of this chapter are unlikely to be successful with current commer-
cial DBMSs. Self-documenting data sets, via RDF with reference 
to code systems, will be needed, along with separation of the data 
from the application/analysis software. 

•	 �At present, most fields of science do not have systematic means for 
a scientist to make data available. They do not have public reposi-
tories in which to insert data, standards for provenance to describe 
the exact meaning of data sets, or easy ways to search the Internet 
looking for data sets of interest. In addition to data repositories, 
repositories of standards and translators are also needed. 

While there was some discussion of these ideas at the workshop, no 
attempt was made to capture the range of opinions, and the thoughts 
presented in this chapter do not necessarily represent a consensus of the 
workshop participants. 
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A

Workshop Agenda

NATIONAL ACADEMIES 
WASHINGTON, D.C.

Wednesday, August 19, 2009

8:00 am	 Continental breakfast available

8:30 	 Chair’s opening remarks
		  Michael Stonebraker, MIT

Data Integration Stretch Goals, Technical Needs, and Policy Issues—Views 
From Various Domains

9:00 	 Geospatial data	
		  Keith Clarke, University of California, Santa Barbara

9:20	 Life sciences	
		  Carl Kesselman, University of Southern California

9:40	 Physics
		  Tim Frazier, Lawrence Livermore National Laboratory

10:00	 Astronomy
		  Alex Szalay, Johns Hopkins University
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10:20	 Earth sciences
		  Tom Karl, National Oceanic and Atmospheric 
			   Administration

10:40	 Research libraries
		  Clifford Lynch, Coalition for Networked Information	

11:00	 Break	
	
11:20	 Open discussion

Working Lunch: Agency Perspectives

Noon	 10-15 minutes apiece from sponsors and other agencies
		  James St. Pierre, National Institute of Standards and 
			   Technology 
		  Michael Marron, National Institutes of Health
		  Ed Seidel, National Science Foundation

State of the Art in Data Integration—Structured Data

1:20 pm	 Data federations
		  Laura Haas, IBM Almaden Research Center
			 
1:40	 Data type conversion and ETL technology
		  Lee Scheffler, IBM Information Integration Solutions

2:00	 Automatic conversion
		  Michael Siegel, MIT

2:20	 The SciDB approach
		  David Maier, Portland State University
						    
2:40	 Linked open data
		  Orri Erling, OpenLink

3:00	 Microsoft approach to data conversion
		  Phil Bernstein, Microsoft

3:20	 Break	
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State of the Art Data Integration Solutions—Semistructured Data

3:40	 Google Approach
		  Alon Halevy, Google

4:00	 Yahoo! Approach
		  Raghu Ramakrishnan, Yahoo!

4:20	 MapReduce/Hive/Pig paradigm
		  Amr Awadallah, Cloudera

Policy Perspectives

4:40	 Policy perspective
		  Michael Nelson, Georgetown University

5:00	 Policy perspective
		  Christopher Greer, National Coordination Office for  
			   Networking and InformationTechnology R&D

5:20	 Lessons from a large-scale information integration ecosystem
		  Michael Brodie, Verizon 
	
5:40	 Business perspective
		  Josephine Cheng, IBM Almaden Research Center

6:00	 Develop organization for Day Two

6:30	 Working dinner

Thursday, August 20, 2009

Open Brainstorming

8:30 am	 Reflections on Day One

9:00	 Identify three areas for detailed and moderated discussion

Topic Area One

9:15	 Open discussion

10:00	 Break
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Topic Area Two

10:30	 Open discussion

Topic Area Three

11:15	 Open discussion

Noon	 Adjourn public workshop

12:30 pm	 Planning committee lunch/executive session

3:00	 Planning committee adjourns
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Workshop Participants
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Christopher Greer, National Coordination Office for Networking and 

Information Technology R&D
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Jeffrey Huskamp, University of Maryland
Thomas Karl, NOAA
Carl Kesselman, University of Southern California
Subhash Kuvelker, National Research Council
Clifford Lynch, Coalition for Networked Information
David Maier, Portland State University
Michael Marron, National Institutes of Health
Michael Nelson, Georgetown University
Raghu Ramakrishnan, Yahoo! Research
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Yrjänä Rankka, OpenLink Software, Inc.
James St. Pierre, National Institute of Standards and Technology
Lee Scheffler, IBM 
H. Edward Seidel, National Science Foundation
Michael Siegel, Massachusetts Institute of Technology
Michael Stonebraker, Massachusetts Institute of Technology
Alex Szalay, Johns Hopkins University
Scott Weidman, National Research Council
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