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The study of the human brain, its capacities, and its 
diseases remains one of the greatest scientific and philo-
sophical challenges ever undertaken. That said, compiling 
this report to consider aspects of what has been learned and 
is being learned about the brain that can be useful to the 
operations of the U.S. Army has also proven to be extremely 
challenging. First, the field of neuroscience is so dynamic 
that significant new findings are being announced almost 
daily. The ability to define the systems of neurons that are 
activated as a human learns, practices, and performs mental 
tasks has allowed impressive integration of the constantly 
accruing understanding of how neurons use their genes to 
create proteins that enable them to function together. The 
ability to correlate brain images with function and behavior 
has already translated into accelerated programs to develop 
yet more advanced imaging tools and techniques. I believe, 
as many others do, that despite the almost constant growth 
of neuroscience over the past four decades, the future of 
neuroscience applications will grow at a rate that has not 
been seen since the birth of microprocessor-based personal 
computers. It was against this backdrop of a rapidly grow-
ing science, and the even more rapidly changing translation 
of that science into useful applications, that the committee 
addressed the issues in this report. 

Second, along with the growing number of scientists 
engaged in neuroscience, the scope of neuroscience is also 
expanding at an ever-accelerating rate—so fast, in fact, that 
scientists and engineers have difficulty reconciling their 
perceptions of what is and isn’t included. Several new sub-
disciplines have been created in the past few years, easily 
identified by the “neuro-” prefix, linking neuroscience 
knowledge with valuable applications and technologies both 
medical and nonmedical. Which of them have proven to be 
substantive enough to be declared authentic components of 
applied neuroscience and to be deemed contributors to that 
future? Yet a third challenge has been to prepare a report 
that could satisfy and be understood by an audience of both 
generalists and specialists, as well as by those in the Army 

who must make the hard decisions on which science and 
technology to pursue. 

The committee examined the basis of new neuroscience-
based technologies and the likelihood that they could one day 
have an impact on Army capabilities. I believe the report pro-
vides both a valuable snapshot of the nature of neuroscience 
today and a well-formulated conceptualization of how its 
growing number of facets could affect the Army. Although 
the science is a moving target, actions could be taken now 
to track the progression of new concepts that will lead to 
developments with high potential for Army use. 

I would like to thank the committee for its hard work 
in interviewing numerous experts, assessing the pertinent 
issues, and developing recommendations to address the 
many demands of its statement of task (see page 9). The 
committee, in turn, is grateful to the many Army personnel 
engaged in related research and technology developments for 
the useful information they provided. We also greatly appre
ciate the support and assistance of the National Research 
Council (NRC) staff, which ably assisted the committee in 
its fact-finding activities and in the production of this report. 
In particular, I thank Robert Love and his staff, who success-
fully organized several major meetings in multiple locations. 
They also maintained a secure central Web forum, where our 
guests’ messages accumulated, along with remote interviews 
with people unable to attend our meetings, and through 
which we wrote, shared our expertises, and developed the 
consensus for the report we present here. In addition, we also 
specifically recognize the essential role played by consulting 
technical writer Robert Katt as he helped us communicate to 
our intended audiences within the Army the richness of the 
data and the often subtle nuances of how those data could be 
used by the Army for its current and future operations.

The study was conducted under the auspices of the NRC 
Board on Army Science and Technology (BAST), which was 
established as a unit of the NRC in 1982 at the request of the 
U.S. Army. The BAST brings broad military, industrial, and 
academic scientific, engineering, and management expertise 
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to bear on technical challenges of importance to senior 
Army leaders. The Board is not a study committee; rather, 
it discusses potential study topics and tasks; ensures project 
planning; suggests potential experts to serve as committee 
members or reviewers; and convenes meetings to examine 
strategic issues for its sponsor, the Assistant Secretary of the 
Army (Acquisition, Logistics, and Technology).

Although the Board members are listed on page vi of this 
report, they were not, with the exception of any Board mem-

bers nominated and appointed to serve as formal members 
of the study committee, asked to endorse the committee’s 
conclusions or recommendations, nor did they review final 
drafts of the report before its release.

Floyd Bloom, Chair 
Committee on Opportunities in Neuroscience 
for Future Army Applications



Copyright © National Academy of Sciences. All rights reserved.

Opportunities in Neuroscience for Future Army Applications 

ix

 
 

Acknowledgments

This report has been reviewed in draft form by indi-
viduals chosen for their diverse perspectives and technical 
expertise, in accordance with procedures approved by the 
National Research Council’s Report Review Committee. The 
purpose of this independent review is to provide candid and 
critical comments that will assist the institution in making its 
published report as sound as possible and to ensure that the 
report meets institutional standards for objectivity, evidence, 
and responsiveness to the study charge. The review com-
ments and draft manuscript remain confidential to protect 
the integrity of the deliberative process. We wish to thank the 
following individuals for their review of this report:

Huda Akil, University of Michigan,
Michael Bennett (NAS), Albert Einstein College of 

Medicine,
John Cacioppo, University of Chicago,
David Dinges, University of Pennsylvania,
Stephen Drew, Science Partners,
Christopher Green, Wayne State University,

Edward G. Jones (NAS), University of California, 
Davis,

Michael M. Merzenich (NAS), University of California, 
San Francisco,

Gregory J. Moore, Pennsylvania State University, and
Daniel Schacter, Harvard University.

Although the reviewers listed above have provided 
many constructive comments and suggestions, they were not 
asked to endorse the conclusions or recommendations, nor 
did they see the final draft of the report before its release. 
The review of this report was overseen by Dennis W. Choi 
of Emory University and Richard M. Shiffrin of Indiana 
University. Appointed by the National Research Council, 
they were responsible for making certain that an independent 
examination of this report was carried out in accordance with 
institutional procedures and that all review comments were 
carefully considered. Responsibility for the final content of 
this report rests entirely with the authoring committee and 
the institution.



Copyright © National Academy of Sciences. All rights reserved.

Opportunities in Neuroscience for Future Army Applications 



Copyright © National Academy of Sciences. All rights reserved.

Opportunities in Neuroscience for Future Army Applications 

xi

Contents

SUMMARY	 1

1 	 INTRODUCTION 	 8
Study Background, 8
	 Statement of Task, 8
	 Study Approach, 9
Report Organization, 10
	 Chapter Structure, 10
	 Response to Statement of Task, 10
References, 11

2	 NEUROSCIENCE AND THE ARMY	 12
History, Scope, and Definition of Neuroscience, 12
	 Hierarchical Levels of Neuroscience, 13
Neuroscience Technologies, 13
Reliable Biomarkers for Neuropsychological States and Behavioral Outcomes, 16
Army Application Areas, 18
Societal Issues, 19
	 Ethical Considerations, 19
	 Cultural Impediments, 20
	 The Use and Abuse of Socially Sensitive Demographic Categories as  

Indicators of Neural State and Performance Capability, 20
References, 21

3	 TRAINING AND LEARNING	 23
Evaluating the Efficiency of Training Regimes and Learning Paradigms, 23
	 Neuroscience-Based Models of Learning, 23
	 Subject Populations for Army-Specific Studies of Learning and Training, 24
Individual Capability and Response to Training, 25
	 Individual Variability in Brain Activity, 25
	 Identifying Conceptual Change in Individual Learning, 26
Monitoring and Predicting Changes in Individual Performance Efficiency, 27
	 The Effects of Environmental Stressors on Individual Performance, 27
Soldier Selection and Assessment, 28
	 Current Enlisted Soldier Selection, 29
	 Advanced Soldier Selection Tools, 29
	 Neuropsychological Testing in the Army: The Automated Neuropsychological  

Assessment Metrics, 30



Copyright © National Academy of Sciences. All rights reserved.

Opportunities in Neuroscience for Future Army Applications 

xii	 CONTENTS

	 Summary: Status of Soldier Selection and Assessment and the Potential for 
Neuroscience-Based Improvements, 30

Monitoring and Predicting Social and Group Interactions, 31
	 The Scope of Social Neuroscience, 31
	 Relevance of Social Neuroscience to the Army, 31
Summary, 33
References, 33

4 	 OPTIMIZING DECISION MAKING	 36
The Sources of Suboptimal Decision Making, 36
	 Errors in Assessing Relative Risk, 36
	 Loss Aversion in Decision Making, 37
Making Optimal Use of Individual Variability, 37
Tools for Characterizing Individual Decision Makers, 38
	 Personality as a Factor in Decision Making, 38
	 Emotional Reactivity in Decision Making, 39
	 Emerging Tools: Genetics, Neurohormones, and Brain Imaging, 39
Neuroscience-Related Theories of Decision Making, 39
	 Belief-Based Decision Making, 40
	 Intuitive Decision Making and Recognition-Primed Decisions, 42
References, 43

5 	 SUSTAINING SOLDIER PERFORMANCE	 45
Measures to Counter Performance Degradation, 45
	 Fatigue, 45
	 Brain Response to Metabolic Stressors, 52
	 Sleep Deprivation, 53
Pharmaceutical Countermeasures to Neurophysiological Stressors, 54
Brain Injury, 56
	 Stress Disorders, Including PTSD, 56
	 Major Depressive Disorder in the Military Context, 58
	 Resilience, 58
	 Longer-Term Performance Deficits Linked to Traumatic Brain Injury, 59
	 Prospective Interventions, 61
References, 61

6 	 IMPROVING COGNITIVE AND BEHAVIORAL PERFORMANCE	 67
Hours of Boredom and Moments of Terror, 67
Neuroegonomics, 69
	 Specificity of Brain Signals as Control Inputs to a Brain–Machine Interface, 69
	 A Pragmatic Approach to Neuroergonomics Applications, 70
Leveraging External Research to Enhance Soldier Performance, 70
	 Driver Workload Research, 70
	 NASA Neuroscience Research, 71
Neuropharmacological Approaches to Performance Enhancement, 71
References, 71

7 	 NEUROSCIENCE TECHNOLOGY OPPORTUNITIES 	 74
Managing the Soldier’s Physical Load, 74
Mission-Enabling Technologies, 75
	 Field-Deployable Biomarkers of Neural State, 76
	 EEG-Based Brain–Computer Interfaces, 76
	 Haptic Feedback Technology for Virtual Reality, 77
	 Augmented Reality Technologies, 77



Copyright © National Academy of Sciences. All rights reserved.

Opportunities in Neuroscience for Future Army Applications 

CONTENTS	 xiii

	 Information Workload Management via Physiological and Neural Feedback  
(Including Augmented Cognition), 79

	 Technologies to Optimize Sensor-Shooter Latency and Target Discrimination, 79
Research-Enabling Technologies, 81
	 Signal Processing Challenges, 81
	 Fatigue and Sleep Models for Soldiers, 82
	 Functional MRI and Hardware to Support fMRI Research on Army Applications, 82
	 Transferring Laboratory Neuroimaging Technologies to Field Applications in the  

Far Term, 84
	 Optimal Control Strategies for Brain–Machine Interfaces, 85
Scientific and Technical Barriers to Neuroscience Technologies, 87
Trends in Neuroscience Technology, 87
	 Cognitive Psychology and Functional Imaging, 87
	 Targeted Delivery of Neuropharmacological Agents for Operational Purposes, 87
	 Multimodel Fusion of Neural Imagery and Physiological Data, 88
	 New Types of Averaging in fMRI, 88
	 Database Aggregation and Translation for Meta-analyses, 89
	 Default Mode Networks, 89
Priorities for Army Investment, 89
References, 91

8 	 LONG-TERM TRENDS IN RESEARCH	 93 
Trend 1: Discovering and Validating Biomarkers of Neural States Linked to Soldiers’ 

Performance Outcomes, 93
	 Genetic, Proteomic, and Small-Molecule Markers, 93
	 Neuroimaging Techniques, 94
	 Physiological Indicators of Neural-Behavioral State, 95
Trend 2: Using Individual Variability to Optimize Unit Performance, 95
	 How the Individual Variability Insight Affects the Army, 96
	 Neural Correlates for Cultural Differences in Behavior, 96
Trend 3: Recognizing Opportunities from the Vertical Integration of Neuroscience  

Levels, 96
Trend 4: Gaining New Insights into Adversary Response, 97
A Mechanism for Monitoring Neuroscience Research and Technology, 97
References, 98

9 	 CONCLUSIONS AND RECOMMENDATIONS	 99
Recommendations on Neuroscience Research for Behavioral Science Applications, 99
	 Training and Learning, 99
	 Optimizing Decision Making, 100
	 Sustaining Soldier Performance, 100
	 Improving Cognitive and Behavioral Performance, 102
Recommendations on Neuroscience Technology Development, 102
Overarching Recommendations, 103
	 A Mechanism for Monitoring New Opportunities in Neuroscience Research and 

Technology, 103
	 Individual Variability as a Future Force Multiplier, 103

APPENDIXES

A	 Biographical Sketches of Committee Members	 107
B	 Committee Meetings	 110
C	 Sampling of Behavioral and Neuropsychological Literature (2001-2007) on 	 112 

High-Performance Athletes 	
D	 Research on Managing Information Overload in Soldiers Under Stress 	 117



Copyright © National Academy of Sciences. All rights reserved.

Opportunities in Neuroscience for Future Army Applications 

xiv

 
 

Tables, Figures, and Boxes

Tables

S-1	 High-Priority Opportunities for Army Investment in Neuroscience Technologies 
(Recommendation 14), 2

S-2	 Priority Opportunities for Army Investment in Neuroscience Technologies  
(Recommendation 15), 2

S-3	 Possible Future Opportunities (Neuroscience Areas Worthy of Monitoring for  
Future Army Investment), 3

2-1	 Prospective Army Applications for Neuroscience, 19

7-1	 High-Priority Opportunities for Army Investment in Neuroscience Technologies  
(Recommendation 14), 89

7-2	 Priority Opportunities for Army Investment in Neuroscience Technologies  
(Recommendation 15), 90

7-3	 Possible Future Opportunities (Neuroscience Areas Worthy of Monitoring for  
Future Army Investment), 90

Figures

2-1	 Various noninvasive imaging technologies provide insight into the brain (anatomy)  
and mind (function), 14

5-1	 Schematic diagram illustrating the likely interactions between central and peripheral 
components of fatigue, 47

5-3-1	 Neuronal pathways in BrainBow mice, 60

7-1	 Various noninvasive imaging technologies provide insight into the brain (anatomy)  
and mind (function), 75

BOXES

1-1	 Statement of Task, 9

2-1	 Computational Processes in the Human Brain, 16

3-1	 Predicting Future Behavior in Extreme Environments, 28
3-2	 Theory of Mind, 32

5-1	 Is Salivary Cortisol a Reliable Biomarker?, 55
5-2	 Pharmaco-imaging with fMRI to Predict Drug Effects, 56
5-3	 Connectomics and Neural Pathway Degeneration, 60



Copyright © National Academy of Sciences. All rights reserved.

Opportunities in Neuroscience for Future Army Applications 

AFAST 	 Alternative Flight Aptitude Selection Test
AFQT 	 Armed Forces Qualification Test
AIM	 assessment of individual motivation
ANAM 	 Automated Neuropsychological Assessment 

Metrics
AR 	 augmented reality
ARI 	 Army Research Institute	
ASVAB 	 Armed Services Vocational Aptitude Battery
ATP 	 adenosine triphosphate 
AugCog 	 augmented cognition

BAST 	 Board on Army Science and Technology
BCAA 	 branched-chain amino acid
BMI 	 brain–machine interface
BOLD	 blood oxygen level–dependent

CNS 	 central nervous system
CRT	 cathode ray tube
CSF	 cerebral spinal fluid
C2V	 command and control vehicle

DARPA 	 Defense Advanced Research Projects Agency
DOT 	 diffuse optical tomography
DSI	 diffusion spectrum imaging
DTI	 diffusion tensor imaging

EEG 	 electroencephalography
ERP	 event-related potential

FDA 	 Food and Drug Administration
fMRI 	 functional magnetic resonance imaging

GSR 	 galvanic skin response

HMI	 human–machine interface
HPA 	 hypothalamic-pituitary-adrenal

IED	 improvised explosive device

LCD	 liquid crystal display
lfp	 local field potential

MEG 	 magnetoencephalography
MRI 	 magnetic resonance imaging

NASA	 National Aeronautics and Space Administration
NIRS 	 near-infrared spectroscopy
NMDA 	 N-methyl-d-aspartic acid
NonREM 	 nonrapid eye movement
NRC 	 National Research Council
NSBRI	 National Space and Biomedical Research 

Institute

OEM	 original equipment manufacturer
OT 	 oxytocin

PET	 positron emission tomography
PFC 	 prefrontal cortex
PTSD 	 post-traumatic stress disorder
PVT 	 Psychomotor Vigilance Test

R&D 	 research and development
REM 	 rapid eye movement
RPD 	 recognition-primed decision

SAT	 standardized assessment test
SIFT 	 Selection Instrument for Flight Training

T	 tesla
TBI 	 traumatic brain injury
TMS 	 transcranial magnetic stimulation
ToM 	 theory of mind
TPJ 	 temporoparietal junction

VR 	 virtual reality

xv

 
 

Acronyms and Abbreviations



Copyright © National Academy of Sciences. All rights reserved.

Opportunities in Neuroscience for Future Army Applications 



Copyright © National Academy of Sciences. All rights reserved.

Opportunities in Neuroscience for Future Army Applications 

�

Summary

Emerging neuroscience opportunities have great poten-
tial to improve soldier performance and enable the develop-
ment of technologies to increase the effectiveness of soldiers 
on the battlefield. Advances in research and investments by 
the broader science and medical community promise new 
insights for future military applications. These include tradi-
tional areas of interest to the Army, such as learning, decision 
making, and performance under stress, as well as new areas, 
such as cognitive fitness, brain–computer interfaces, and 
biological markers of neural states. 

Advances in research-enabling technologies, such as 
functional magnetic resonance imaging (fMRI) and compu-
tational neuroscience, have resulted in instrumentation and 
techniques that can better assess the neural basis of cogni-
tion and allow the visualization of brain processes. These 
advances have the potential to provide new measures of 
training and learning for soldiers while also shedding fresh 
light on the traditional approaches to behavioral science used 
by the Army. Most current Army neuroscience research is 
conducted with little regard given to its longer-term potential 
for military operations. The report discusses a spectrum of 
ongoing efforts, with an emphasis on nonmedical applica-
tions and on current research that is likely to lead to insights 
and opportunities for possible military application. 

Study Approach 

The Assistant Secretary of the Army (Acquisition, 
Logistics, and Technology) (ASAALT) asked the National 
Research Council to conduct a study of neuroscience in terms 
of its potential to support military applications. Chapter 1 
discusses the statement of task and explains how the report 
responds to each of the tasks.

Members of the Committee on Opportunities in Neuro-
science for Future Army Applications, set up in response to 
the ASAALT request, had expertise not only in traditional 
and emerging subdisciplines of neuroscience but also in 
research and development (R&D), in military operations and 

medicine, and in training specialties such as memory and 
learning, assessment, decision making, prediction, and read-
ing intentionality. The short biographies of the committee 
members, given in Appendix A, include their specialties. 

Early briefings on the scope of Army research in 
neuroscience provided the basis for dividing the committee 
into data-gathering teams. The committee’s meetings and 
data-gathering activities are described in Appendix B. The 
various streams of information were brought together and a 
consensus was reached on the conclusions and recommenda-
tions of the report. The information gathered by the teams is 
organized into chapters on training and learning, optimizing 
decision making, sustaining soldier performance, improving 
cognitive and behavioral performance, neuroscience technol-
ogy opportunities, and long-term trends. 

The committee was tasked to identify research and 
technology development opportunities and to recommend 
those worthy of investment in the near, medium, and far 
terms. High-payoff research opportunities are provided as 
Recommendations 1 through 15. The topics considered to 
be technology development opportunities were judged high 
priority (Table S-1), priority (Table S-2), and worthy of 
monitoring for possible future implementation (Table S-3). 
The committee considered all topics in Tables S-1 and S-2 
worthy of immediate investment. Prioritization of the oppor-
tunities within the “high-priority” group and the “priority” 
group is dependent on the relative importance to the Army 
of the particular applications served by the topics. 

The committee’s consensus was that in the near term 
the Army would benefit primarily from advances in cogni-
tive neuroscience—education, assessment, and training, 
as described in Chapters 3-6. Advances in molecular and 
cellular neuroscience were not judged likely to have as much 
impact on Army operations, and the chance that advances 
in systems neuroscience would have an impact was quite 
remote. In addition, the committee considered that non
invasive, technology-based research would be the most likely 
to lead to discernible Army applications in the time frame 
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Table S-1  High-Priority Opportunities for Army Investment in Neuroscience Technologies (Recommendation 14)

Technology Opportunity ME RE Time Framea

Current Investment 
(L, M, or H)

Commercial Academic

Field-deployable biomarkers of neural state x x Ongoing L M
In-helmet EEG for brain–machine interface x x Medium term M L
Signal processing and multimodal data fusion, including imaging 

modalities such as MRI, fMRI, DTI, DSI, PET, and MEG and 
physiological measures such as heartbeat, interbeat intervals, GSR, 
optical computer recognition, eye tracking, and pupilometry.

x x Ongoing M H

Soldier models and biomarkers for sleep x Ongoing M M
Vertical fMRI x Medium term L L
Fatigue prediction models x Medium term L M
Behavioral measures of fatigue x Medium term M L
Prospective biomarkers for predictive measures of soldier response to 

environmental stress, including hypoxic and thermal challenges
x x Medium term L L

NIRS/DOT x x Medium term L L
Biomedical standards and models for head impact protection, including 

torso protection from blast 
x x Medium term M M

Threat assessment augmentation x Medium term M M
fMRI paradigms of military interest x Ongoing L M

NOTE: ME, mission-enabling; RE, research-enabling; L/M/H, low, medium, or high; EEG, electroencephalography; MRI, magnetic resonance imaging; 
fMRI, functional magnetic resonance imaging; DTI, diffuse tensor imaging; DSI, diffusion spectrum imaging; PET, positron emission tomography; MEG, 
magnetoencephalography; NIRS, near-infrared spectroscopy; DOT, diffuse optical tomography; GSR, galvanic skin response.
	 aIn this column, “medium term” means between 5 and 10 years and “ongoing” means that results will be available within 5 years but continuing investment 
is recommended to stay at the forefront of the technology. 
SOURCE: Committee-generated.

Table S-2  Priority Opportunities for Army Investment in Neuroscience Technologies (Recommendation 15)

Technology Opportunity ME RE Time Framea

Current Investment
(L, M, or H)

Commercial Academic

Haptic feedback with VR x Medium term H L
Augmented reality (virtual overlay onto real world) x x Medium term H H
In-helmet EEG for cognitive state detection and threat assessment x x Medium term L M
Information workload management x Far term L M
Time-locked, in-magnet VR and monitoring for fMRI x Medium term L M
Immersive, in-magnet VR x Near term L M
EEG physiology x x Far term L H

Uses of TMS for attention enhancement x Medium term L M
In-vehicle TMS deployment x Far term L L
Heartbeat variability x x Near and medium term L H
Galvanic skin response x x Near and medium term H L

NOTE: ME, mission-enabling; RE, research-enabling; L/M/H, low, medium, or high; VR, virtual reality; TMS, transcranial magnetic stimulation. 
	 aIn this column, “near term” means within 5 years, “medium term” means between 5 and 10 years, and “far term” means 10-20 years. 
SOURCE: Committee-generated.

of the study (5-20 years); however, R&D in a few areas of 
neuroscience might well have enough potential that the Army 
should assemble a group of experts charged with monitoring 
progress on multiple fronts. 

In addition to the 15 recommendations that respond to 
points in the statement of task, the committee offers two 
overarching recommendations, 16 and 17, which it believes 

are essential if the Army is to engage the opportunities in 
neuroscience effectively. Recommendation 16 concerns the 
establishment of a mechanism to monitor advances in a wide 
range of neuroscience disciplines in order to stay abreast 
of new developments and select for further pursuit those 
most promising for Army applications. Recommendation 17 
encourages the Army to examine how to use to its advantage 
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the insights on individual variability and the human dimen-
sion that are emerging from neuroscience.

Opportunities in Army Applications Areas

Opportunities exist for the Army to benefit from research 
in neuroscience by applying and leveraging the results of 
work by others (including academic research and R&D by 
other federal agencies and the commercial sector) or by 
making selective investments in Army-specific problems 
and applications. 

Training and Learning

Neuroscience can extend and improve the Army’s 
traditional behavioral science approaches to both training 
and learning. For example, neuroscience offers new ways 
to assess how well current training paradigms and accepted 
assumptions about learning achieve their objectives. Neuro
psychological indicators can help to assess how well an 
individual trainee has assimilated mission-critical knowledge 
and skills. These assessment tools also will allow the Army 
to assess individual variability and tailor training regimens 
to the individual trainee.

Recommendation 1. The Army should adjust its research 
capabilities to take advantage of the current and emerging 
advances in neuroscience to augment, evaluate, and extend 
its approaches to training and learning. Indicators of knowl-
edge and skill acquisition based in neuroscience should be 
incorporated into the methods of testing for training success. 

In particular, these indicators should be employed in identi-
fying individual variability in learning and tailoring training 
regimens to optimize individual learning. 

The Army currently relies heavily on broad, general 
indicators of aptitude to predict training effectiveness and 
individual success rates. The importance of predicting 
success rates of soldiers before assigning them to given tasks 
increases with the cost of training for the task and with the 
consequences of not performing the task well. In comparison 
with the indicators that have been developed for assessing 
how well skills or knowledge have been acquired, neurologi-
cal predictors of soldier performance need much R&D before 
they will be ready for Army applications.

Recommendation 2. The Army should investigate neuro-
psychological testing of candidates for a training course 
that is already established as a requirement to enter a high-
value field. In this way the Army can determine whether 
an assignment-specific neuropsychological profile can be 
developed that has sufficiently high predictive value to use 
in conjunction with established criteria for the assignment. 
If results for this investigation are positive, the Army should 
investigate development of assignment-specific profiles for 
additional assignments. 

Optimizing Decision Making

Human decision making is predictably inefficient and 
often suboptimal, especially when the decisions require 
assessments of risk and are made under pressure. Indi-

Table S-3  Possible Future Opportunities (Neuroscience Areas Worthy of Monitoring for Future Army Investment)

Technology Opportunity ME RE Time Framea

Current Investment
(L, M, or H)

Commercial Academic

Brain–computer interface system (direct) x Far term H H
Imaging cognition x Far term L H
Neuropharmacological technology x Far term M M
Advanced fMRI data collection x Medium term M M
Averaging methodology for fMRI x Medium term L M
Brain database aggregation x Far term M M
Default mode networks x x Medium term L H
Inverse MRI x Medium term L M
Low-field MRI x x Far term L M
Uses of TMS for brain network inhibition x Far term L M
Safety of multiple exposures to TMS x Medium term M M
In-helmet TMS deployment x Far term L L
Connectomics x Far term L M
Atomic magnetometers x x Far term M M

NOTE: ME, mission-enabling; RE, research-enabling; L/M/H, low, medium, or high; fMRI, functional magnetic resonance imaging; MRI, magnetic resonance 
imaging; and TMS, transcranial magnetic stimulation.
	 aIn this column, “medium term” means between 5 and 10 years and “far term” means 10-20 years. 
SOURCE: Committee-generated.
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viduals also differ in their approach to making decisions. 
For example, some individuals are more impulsive, while 
others are more deliberate and less tolerant of risk. These 
differences do not mean that risk-tolerant individuals are 
necessarily better or worse decision makers than risk-averse 
individuals. From an institutional (Army) point of view, dif-
ferent decision-making styles can suit different individuals 
for different tasks. That is to say, a given task may require 
or be better performed by an individual with a particular 
decision-making style. With research, neuroscience tools 
may become capable of discerning neural correlates for dif-
ferences in decision-making style.

Recommendation 3. The Army should expand existing 
research in behavioral and social sciences to include neuro-
science aimed at developing training and assessment tools 
for decision makers at all levels in the Army. 

Sustaining Soldier Performance

The committee reviewed neuroscience applications 
related to understanding, monitoring, and preventing or 
treating deficits in soldier performance. These deficits may 
affect performance during a single extended operation or 
over much longer time frames. The report considered pre-
vention interventions relevant to acute deficits noticeable 
immediately within the time frame of a day or days as well 
as longer-term deficits such as post-traumatic stress disorder 
(PTSD) and other chronic effects of brain trauma on the 
central nervous system (CNS). 

Individual Variability of Soldiers

Conventional Army operations emphasize common 
levels of operational readiness and performance among 
individuals rather than individual variability as the basis 
for unit effectiveness. Nevertheless, individual soldiers 
do vary, not only in their baseline optimum performance 
(i.e., performance not degraded by sustained stressors) but 
also in their response to stressors that frequently lead to 
less-than-optimal performance (performance deficits). The 
Army acknowledges and uses individual variability to its 
advantage to achieve desired objectives for some high-value 
assignments that are very dependent on exceptionally high-
performing individuals, such as in Special Operations. 

An important lesson from neuroscience is that the abil-
ity to sustain and improve performance can be increased by 
identifying differences in individual soldiers and using indi-
vidual variability to gauge optimum performance baselines, 
responses to performance-degrading stressors, and responses 
to countermeasures to such stressors.

Recommendation 4. To increase unit performance across 
the full spectrum of operations, the Army should expand its 
capacity to identify and make use of the individual variability 

of its soldiers. The Army should undertake R&D and review 
its training and doctrine to take best advantage of variations 
in the neural bases of behavior that contribute to perfor-
mance. In particular, it should seek to understand—and use 
more widely—individual variability in (1) baseline optimal 
performance, (2) responses to stressors likely to degrade 
optimal performance, and (3) responses to countermeasures 
intended to overcome performance deficits or to interven-
tions intended to enhance performance above an individual’s 
baseline.

Countermeasures to Environmental Stressors

The degradation of performance during sustained 
periods of physical or mental stress results from both 
peripheral system (e.g., muscle and cardiovascular) and CNS 
factors, which are inextricably linked. However, we lack 
sufficient fundamental understanding of how these factors 
interact and how they are influenced by the range of envi-
ronmental stressors to which soldiers engaged in sustained 
operations are exposed. For example, physical and mental 
fatigue, commonly assumed to result in less-than-optimal 
performance, are neither well enough defined nor sufficiently 
well understood to provide a scientific basis for developing 
effective countermeasures to both the CNS and peripheral 
components.

Current nutritional countermeasures to fatigue are based 
primarily on maintaining cardiovascular and muscle func-
tion, but they fall short of addressing the important role of 
nutrition in brain functioning affected by fatigue. One reason 
for this shortfall is insufficient understanding of the CNS 
factors that are linked to the stress-induced degradation of 
performance, including those deficits commonly attributed 
to physical and/or mental fatigue.

 
Recommendation 5. The Army should increase both the 
pace of and its emphasis on research designed to understand 
the neural bases of performance degradation under stress, 
including but not limited to deficits commonly attributed to 
fatigue, and the interaction of peripheral and CNS factors 
in responses to stressors. It should apply the results of this 
research to develop and improve countermeasures such as 
nutritional supplements and management of sleep/wake and 
rest/wakefulness cycles.

Sleep is an active process that plays a fundamental role 
in cognitive functions such as consolidating memory and 
promoting synaptic plasticity. Prolonged sleep deprivation 
interferes with these functions and can thus adversely affect 
performance. 

 
Recommendation 6. Since many abilities affected by sleep 
deprivation—vigilance, memory, and perceptual discrimina-
tion, for example—are increasingly important elements of 
soldier performance, the Army should increase its efforts to 
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collaborate with the lead laboratories involved in physiologi-
cal and molecular research on sleep. 

Pharmaceutical Countermeasures to  
Performance Degradation

Advances in neuroscience are enabling the pharmaceu-
tical industry to develop drugs that act on novel targets to 
affect mood, motivation, memory, and executive function.

 
Recommendation 7. The Army should establish relation-
ships with the pharmaceutical industry, the National Insti-
tutes of Health, and academic laboratories to keep abreast 
of advances in neuropharmacology, cellular and molecular 
neurobiology, and neural development and to identify new 
drugs that have the potential to sustain or enhance perfor-
mance in military-unique circumstances. However, caution 
must be exercised to ensure that the benefits outweigh any 
unforeseen or delayed side effects.

Among the neuropharmaceuticals approved by the Food 
and Drug Administration for specific medical indications, a 
number have potential off-label uses in sustaining or opti-
mizing performance. However, any compound, natural or 
synthetic, that acts on the CNS must be assumed, until proven 
otherwise, to affect multiple neural systems. It is therefore 
essential that specificity of action be demonstrated. Second, 
the risks of unforeseen or delayed side effects must be con-
sidered, particularly before a neuropharmaceutical is widely 
administered for sustaining or enhancing performance in 
mission-critical tasks without specific medical indication to 
justify its use. 

Recommendation 8. Before the Army attempts to employ 
neuropharmaceuticals for general sustainment or enhance-
ment of soldier performance, the Army should undertake 
medically informed evidence-based risk-benefit analyses, 
including performance and clinical measures to assess 
overall effects, to ensure that the expected benefits of such 
medication outweigh the risks of negative side effects or 
delayed effects. 

Use of new pharmacological agents to restore func-
tion, mitigate pain or other responses to trauma, or facilitate 
recovery from injury or trauma will be a key application for 
new neuroscience technology in the near to medium term. 
Highly specific brain receptor targets have been identified 
for a number of agents, and the effectiveness of these agents 
will be greatly enhanced by technologies that target delivery 
of the pharmacological agent to a specific site. The use of 
targeted drug delivery to enhance performance, such as situ-
ational awareness, is technically feasible, but such uses may 
be proscribed by societal and ethical norms.

Recommendation 9. The Army should support research 
on novel mechanisms for noninvasive, targeted delivery of 
pharmacological agents to the brain and nervous system in 
the course of medical interventions to mitigate the adverse 
effects of physical injury to the brain or another portion of 
the nervous system. In the near to medium term, this research 
should focus on restoring a performance deficit to baseline 
function rather than enhancing performance beyond that 
baseline. 

Trauma-Induced Stress Disorders,  
Including Response to Brain Injury

Resilience refers to the ability to successfully adapt to 
stressors, maintaining psychological well-being in the face of 
adversity. Neuroscience research has identified biomarkers 
for resilience, and studies have identified several attitudes 
and behaviors that foster psychological resilience to stress. 
Neuroscience has also identified risk factors associated 
with the development of PTSD. Evidence is increasing that 
stress disorders, including PTSD, are more common among 
soldiers than formerly believed. 

The statement of task for the study specifically requested 
that the study not emphasize medical applications, so the 
committee focused on PTSD/TBI research that could be 
leveraged for nonmedical applications and that could lead 
to increased understanding of issues other than medical 
treatment per se. Nevertheless, the growing recognition that 
minimal to moderate brain traumas have chronic effects has 
long-term implications for future care requirements and 
associated costs. Neuroscience research into immediate care 
in combat areas, rehabilitation, new pharmaceutical treat-
ments, and diagnostic tools can provide solutions to these 
problems.

Recommendation 10. The Army should support continued 
research on the identification of risk factors for the devel
opment of post-traumatic stress disorder (PTSD). This 
research could inform interventions that mitigate the risk 
for PTSD and related stress disorders, thereby lessening 
the performance deficits and disability resulting from these 
disorders. 

Neuroscience research has identified risk factors asso
ciated with the development of PTSD and related stress 
disorders. The evidence is increasing that these stress dis-
orders are more common among soldiers than was formerly 
believed. 

Recommendation 11. The Army should apply the rapidly 
advancing understanding of the acute neuropathology of 
blast-induced traumatic brain injury, including the delayed 
neuropsychiatric effects of injuries as well. Mitigation 
strategies should include immediate postblast care using 
medication and/or other neuroprotective approaches proven 
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to reduce the risk and severity of performance degradation.
The Army should also continue its research in protective 
body armor.

Improving Cognitive and Behavioral Performance

Increased vigilance and enhanced perceptual discrimi-
nation, such as being able to recognize salient features or 
patterns, are inherently valuable to military missions. 
Research in a number of neuroscience subdisciplines, includ-
ing computational neuroscience, systems neuroscience, and 
neuroergonomics, could lead to significant improvements in 
the cognitive skills of the soldiers and officers conducting 
Army operations. 

Recommendation 12. The Army should structure its 
announcements of opportunities for research to draw broadly 
on multiple scientifically sound approaches to improving 
cognitive and behavioral performance, extending across the 
entire spectrum of neuroscience research rather than relying 
on a single approach. Army research opportunities should 
foster peer-reviewed competition and the synergism of col-
laboration across subdisciplines and approaches.

Neuroergonomics, which is an emerging field within the 
broader field of brain–machine interfaces, explores the abil-
ity of the brain to directly control systems beyond traditional 
human effector systems (hands and voice) by structuring the 
brain’s output as a signal that can be transduced into a control 
input to an external system (a machine, electronic system, 
computer, semiautonomous air or ground vehicle, etc.). The 
Army Research Laboratory is now exploring the potential 
benefits of neuroergonomics. In the Army context, the goal of 
neuroergonomics is to facilitate a soldier–system symbiosis 
that measurably outperforms conventional human–system 
interfaces. 

Recommendation 13. The Army should continue its focus on 
neuroergonomic research, using measured improvements in 
performance over selected conventional soldier–system inter
faces as the metric to evaluate the potential of neurophysiology 
and other neuroscience disciplines in Army-relevant R&D for 
improving cognitive and behavioral performance. 

Technology Development Opportunities

The committee identified and assessed cutting-edge and 
high-payoff technology opportunities, emphasizing their 
potential value for Army applications. Technologies were 
categorized as mission-enabling (directly enabling Army mis-
sion areas), research-enabling (supporting neuroscience-based 
research of high relevance to Army applications), or both. 

To arrive at a set of high-priority investments, the com-
mittee assessed not only the potential value of prospective 
opportunities but also the time frame for developing an initial 

operational capability and the extent of external investment 
interest that the Army could leverage. Table S-1 lists the 
committee’s recommended high-priority opportunities for 
Army investments in neuroscience. 

Recommendation 14. The Army should invest in the high-
priority technology opportunities listed in Table S-1. The 
investments should initially include long-term (5 or more 
years) commitments to each opportunity. 

Table S-2 lists “priority” technology development oppor
tunities that the committee recommends for limited Army 
investment. The committee viewed these opportunities as sup-
plementing those in Table S-1 and recommended providing 
limited funding for R&D to explore potential applications. 

Recommendation 15. The Army should consider limited 
investments (2 or 3 years for the initial commitment) in the 
technology opportunities listed in Table S-2. Evaluation of 
the results for each initial investment combined with assess-
ment of outside progress in the field should guide decisions 
on whether to continue the funding for additional periods. 

OverArching recommendationS

The committee found two crosscutting issues that go 
beyond any particular request in the statement of task but 
that must be addressed by the Army if the potential benefits 
of neuroscience are to be fully realized. 

A Mechanism for Monitoring New Opportunities 
in Neuroscience Research and Technology

The committee could find no single place in the Army 
science and technology structure from which progress in 
neuroscience, construed broadly, is being monitored for 
potential application by the Army and from which coordinat-
ing guidance can be disseminated to centers of neuroscience-
relevant R&D around the country. This failure to identify and 
leverage advances in neuroscience is the most significant 
barrier to implementation of the 15 recommendations and 
is exacerbated by the diffusion of much of the R&D taking 
place in neuroscience. 

Most of the opportunities listed in Table S-3, as well as 
those in Tables S-1 and S-2, involve areas of neuroscience 
that the Army needs to monitor for progress. Additionally, 
the committee also identified four important trends in neuro
science research:

•	 Discovering and validating biomarkers for neural 
states linked to soldiers’ performance outcomes.

•	 Using individual variability to optimize unit 
performance.

•	 Recognizing opportunities from the vertical integra-
tion of neuroscience levels.
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•	 Gaining new insights into the behaviors of 
adversaries.

Opportunities arising from the four research trends—
and the many others yet to surface—will continue to revolu-
tionize our understanding of the embodied mind and foster 
practical applications in civilian, commercial, and military 
affairs.

Neuroscience research and applications are advanc-
ing at a lightning pace, and the Army needs a reliable way 
to monitor progress in areas of nonmilitary neuroscience 
research and technology development. Direct Army invest-
ment in these areas will probably not be warranted unless 
an Army-unique application of substantial value emerges. 
Nonetheless, the Army should stay abreast of what is hap-
pening in these areas and have mechanisms in place to 
leverage the research results and adapt new technology for 
Army applications.

Recommendation 16. The Army should establish a group 
consisting of recognized leaders in neuroscience research 
in both the academic and private sectors to track progress 
in nonmilitary neuroscience R&D that could be relevant 
to Army applications. To ensure that the monitoring group 
remains sensitive to and abreast of Army needs, the member-
ship should also include Army civilians and soldiers whose 
backgrounds and interests would suit them for meaningful 
participation in the group’s deliberations.

Individual Variability as a Future Force Multiplier

A number of the recommendations reflect a common 
theme that may challenge traditional Army approaches but 

that offers great potential for increasing Army capabilities. 
Recommendations 2 (on training), 3 (on decision making), 
and 4 (on soldier stress response) all point to a larger theme 
that is emerging from current neuroscience research: Indi-
vidual differences in behavior, cognition, and performance 
of skilled tasks are as deeply rooted in the neural structure 
of individuals as differences in strength, stamina, height, or 
perceptual acuity are rooted in their physiology. This com-
mon theme, as it pertains to opportunities for the Army to 
apply neuroscience, is explicitly explored in Chapter 8 of 
the report as a significant long-term research trend: using 
individual variability to optimize unit performance. 

Neuroscience is establishing the role that neural struc-
tures play in the individual variability observed in cognition, 
memory, learning behaviors, resilience to stressors, and 
decision-making strategies and styles. Individual differences 
among soldiers have consequences for many Army applica-
tions and can influence operational readiness and the ability 
of Army units to perform assigned tasks optimally. Individual 
variability is in many ways at odds with the conventional 
approach of training soldiers to be interchangeable compo-
nents of a unit. 

Recommendation 17. Using insights from neuroscience on 
the sources and characteristics of individual variability, the 
Army should consider how to take advantage of the variabil-
ity rather than ignoring it or attempting to eliminate it from 
a soldier’s behavior patterns in performing assigned tasks. 
The goal should be to seek ways to use individual variability 
to improve unit readiness and performance. 
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Introduction

The Army has made great strides in exploiting techno-
logical advances on the battlefield. This success is based in 
large part on advances in computers and miniaturization, 
which exploit reductions in scale and exponential increases 
in performance, and on advances in disciplines such as 
information science and network science. The field of neuro
science offers similar potential to achieve further improve-
ments in soldier performance for future operations.

Advances and major investments by the broader com-
munity in neuroscience promise new insights for military 
applications. These include traditional areas of importance 
to the Army, such as learning, decision making, and perfor-
mance under stress, as well as newer areas, such as cognitive 
fitness, brain–computer interfaces (an extension from earlier 
human–computer ergonomics), and biological markers of 
neural states. Advances in such fields as functional magnetic 
resonance imaging (fMRI) and bioengineering have resulted 
in instrumentation and techniques that can better assess the 
neural basis of cognition and enable visualization of brain 
processes. These have the potential to provide new measures 
of training and learning for soldiers, while also shedding new 
light on traditional approaches to behavioral science used by 
the Army. Continuing research is certain to give rise to new 
opportunities, and the Army would like to better understand 
how these neuroscience opportunities can be exploited for 
the benefit of the soldier.

Study Background

Most current neuroscience research is at a basic level 
with little or no regard for longer-term military potential. 
In recent years, however, it has begun to capitalize on the 
investments in basic research and move toward applications. 
The time is right to apply neuroscience understanding to 
applications that have military relevance. What is needed is a 
determination of the specific outcomes of this basic research 
that are likely to lead to the development of neurotechnolo-
gies with possible military application and a discussion of 

the spectrum of efforts under way, with emphasis on the 
nonmedical applications. 

In March 2007, the National Research Council’s (NRC’s) 
Board on Army Science and Technology (BAST) convened 
a meeting that attempted to bring the complexities of neuro
science and its military applications into focus. Presentations 
to the BAST on ongoing work in academia, industry, and 
government included areas of science and technology at 
the intersection of diverse fields and speculated on possible 
synergies between ongoing research efforts. 

The Army believes that neuroscience will grow to impact 
numerous applications that are presently scattered among 
multiple disciplines and fields. It is interested in identifying 
a range of potential applications and bringing coherence to an 
emerging collection of relevant neuroscience advances that 
can serve as a basis for future investments in research.

Statement of Task

The Assistant Secretary of the Army (Acquisition, 
Logistics, and Technology) (ASAALT) requested that BAST 
conduct a study of the potential of neuroscience to support 
military applications. Box 1-1 contains the statement of task 
for the study. 

The Army sponsor requested that the study address 
what neuroscience can be expected to do as well as what 
advances could be made if appropriate direction is provided 
and investments are made. Because the field of neuroscience 
is wide-ranging and other entities are investing large amounts 
in many neuroscience subdisciplines, the study should focus 
on opportunities that could have a high-payoff potential for the 
Army and on areas where it is unlikely that others will devote 
substantial resources that will benefit Army applications. The 
study should also suggest opportunities for leveraging specific 
investments by others, where appropriate, for Army applica-
tions. The sponsor specifically requested that the study con-
sider opportunities achievable over the next 5, 10, and 20 years 
and avoid unrealizable “bionic soldier” applications. 
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study approach

The NRC appointed the Committee on Opportunities 
in Neuroscience for Future Army Applications to carry 
out the study. Special care was devoted to the composition 
of the committee. Some members had backgrounds in the 
traditional facets of neuroscience such as psychology and 
cognitive science and in neurology, including  neuronal 
stimulation, neuropharmacology, imaging techniques, and 
human–computer interfaces (traditional ergonomics);  others 
had expertise in newer and emerging subdisciplines and 
cross-disciplinary fi elds such as neuroimmunology, neuro-
economics, neuroergonomics, augmented reality, and com-
putational neuroscience. Members were also selected on 
the basis of their experience in research and development 
(R&D), military operations, and medicine, and in training 
specialties such as memory and learning, assessment, deci-

sion making, prediction, and reading intentionality. Short 
biographies for the members are given in Appendix A. 

Initially the committee was divided into data-gathering 
teams based on the Army’s own perception of neuroscience 
requirements. The teams determined sources of outside 
expertise that would be helpful to the committee’s study 
and reviewed recent publications on neuroscience topics, 
including two recent NRC studies for DOD sponsors (NRC, 
2008a, 2008b). The streams of data-gathering activity were 
brought together midway though the committee’s delibera-
tions when the fi rst full-message draft was being written. A 
consensus was reached on pertinent fi ndings to be contained 
in the report, and the committee was reconstituted into writ-
ing teams to draft the fi ndings. The committee’s conclusions 
and recommendations were refi ned and ratifi ed at the fi nal 
meeting. All of the meetings and data-gathering activities are 
documented in Appendix B. 

BoX 1-1 
statement of Task

 The Assistant Secretary of the Army (Acquisition, Logistics, and Technology) (ASAALT) has requested the NRC BAST to conduct a study of neuro-
science in terms of its potential to support military applications. The study will address what neuroscience can be expected to do as well as what 
neuroscience advances could do if provided appropriate direction and investment. Given the fact that the fi eld of neuroscience is very extensive and 
there are many other investments underway in numerous areas and sub-areas, this study will focus on those areas that have high-payoff potential for 
the Army where it is unlikely that others will devote substantial resources to research and exploitation in these areas for Army benefi t. The study will 
also suggest opportunities for leveraging specifi c investments where appropriate for the Army. Specifi cally, the study will

 1.  Identify and recommend novel technologies, methodologies and approaches for assessing and guiding the training of Army personnel to 
enhance soldier learning. The study will consider:
 

 •   Assessing how neural pathways implicated in functional processing can be enhanced to improve the training of Soldiers in an operational 
context 

 •   Examining how sleep deprivation and high stress conditions infl uence training effi ciency and effectiveness through degradation of specifi c 
neural pathways involved in learning and memory

 •   Describing how neural pathway approaches can be applied by the Army to more objectively assess training paradigms, including virtual 
reality training as compared with constructed reality and operational conditions, regarding their effi cacy in improving performance by 
Soldiers in combat environments

 •   Whether traditional behavioral science as applied to Soldier training, learning and performance can benefi t from developments and new 
knowledge being acquired in areas of neuroscience that have signifi cant potential to impact the Soldier. 

 2.  Examine leading-edge methodologies and technologies developed in the government, private and academic sectors to improve cognitive 
and behavioral performance, particularly under high stress conditions. Consider representative non-military task environments requiring continuous 
operation with high vigilance and risk. 
 3.  Identify additional high-risk, high-payoff opportunities in the neuroscience fi eld with strong potential for Army application. Identify critical 
 barriers (such as legal and ethical) to research and development that could be surmounted by appropriate science and technology investments assuming 
that these are Army critical and unique. Suggest ways to overcome the barriers, and recommend research initiatives. Identify areas and opportunities 
where the Army can leverage relevant investments of others for Army application.
 4.  Determine trends in research and commercial development of neuroscience technologies that are likely to be of importance to the Army in the 
longer term.
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Report Organization

This report contains the committee’s analysis, conclu-
sions, and recommendations. It focuses on areas of neuro-
science research likely to lead to developments of interest 
to the Army and provides specific objectives for the Army 
to consider.

Chapter Structure

Chapter 1, the Introduction, provides the study back-
ground and report organization. Chapter 2, Neuroscience 
and the Army, provides a brief history and definition of neuro
science, discusses Army applications likely to be served by 
neuroscience advances, and covers issues related to such 
advances. Chapter 3, Training and Learning, discusses the 
assessment and testing of soldiers and units, and Chapter 4, 
Optimizing Decision Making, considers the multiple roles 
of leaders and tools for characterizing and predicting behav-
iors. Chapter 5, Sustaining Soldier Performance, discusses 
degradation of performance as a consequence of exposure 
to various environmental stressors (e.g., fatigue, metabolic 
stressors, pain, and sleeplessness), countermeasures to these 
stressors that aim to prevent such degradation or restore base-
line performance, including pharmacological approaches, 
and countermeasures to the longer-term neural and cogni-
tive effects of brain injury and traumatic stress. Chapter 6, 
Improving Cognitive and Behavioral Performance, describes 
emerging approaches to enhancing soldier performance that 
combine neuroscience insights with cognitive-behavioral 
ergonomics; one such approach would come from the new 
field of neuroergonomics. It also assesses the potential utility 
to the Army of pharmacological and behavioral interventions 
to enhance cognitive performance. Chapter 7, Neuroscience 
Technology Opportunities, assesses high-risk, high-payoff 
technology opportunities in terms of their potential impor-
tance to the Army, the likelihood of their development by 
others (leveraging opportunities), and the time frame for 
initial operational capability. Chapter 8, Long-Term Trends 
in Research, describes major trends in neuroscience research 
that are likely to yield future opportunities for the Army and 
should therefore be monitored by a suitable and continuing 
mechanism. Finally, Chapter 9, Conclusions and Recommen-
dations, presents the committee’s specific conclusions and 
recommendations in response to the statement of task, plus 
overarching conclusions and recommendations that follow 
logically from the specific recommendations. 

Response to Statement of Task

The chapter structure of the report does not correlate 
in a simple way with the four subtasks in the committee’s 
statement of task (see Box 1-1). This section describes which 
parts of the report address each subtask. 

Subtask 1 requests that the committee identify technolo-
gies, methodologies, and approaches applicable to training 
Army personnel, including (1) assessing training paradigms 
and improvements to training; (2) examining the influence of 
high stress and sleep deprivation; and (3) determining how 
traditional behavioral science approaches benefit from new 
knowledge in neuroscience. Chapter 3 responds to the first 
item by discussing training paradigms and methods, perfor-
mance assessments of individuals and groups, identification 
of training candidates, and metrics for training effectiveness. 
The chapter also addresses the third item by describing 
the impact of neuroscience advances on traditional behav-
ioral approaches to the assessment of both training and 
performance. The second item—the influence on soldier 
performance of high stressors, such as fatigue, pain, and 
sleep deprivation—is discussed in Chapter 5.

Subtask 2, which requests an examination of method-
ologies and technologies to improve cognitive and behav-
ioral performance, is addressed in Chapters 4, 6, and 7. 
Specifically, Chapter 4 discusses methodologies for studying 
decision making and tools to predict how an individual will 
approach making a decision. It suggests ways to capitalize 
on individual variability and deal with the constraints of a 
decision maker’s belief system on the decisions he or she 
makes. As discussed in Chapter 6, improvements in cognitive 
and behavioral performance are also likely to arise from the 
emerging field of neuroergonomics, as well as from research 
by the auto industry and NASA, which are doing research that 
is also of interest to the Army. The committee recognizes the 
potential for neuropharmacological approaches to improving 
performance, but in Chapter 6 urges caution because there 
may be unknown side effects and long-term consequences 
of using pharmacological agents for this purpose. Technolo-
gies that might be used to improve mission-related perfor-
mance are assessed in Chapter 7. The opportunities include 
field-deployable indicators of neural state and advances in 
human–machine interfaces and brain–computer interfaces 
such as augmented reality, three-dimensional haptic inter-
faces, and information management to cope with cognitive 
overload. 

Subtask 3 asks the committee to identify high-risk, 
high-payoff opportunities in neuroscience, critical barriers to 
R&D, and areas where the Army can leverage the investments 
of others. High-payoff research opportunities are identified 
in the recommendations from Chapters 3 through 6; these 
opportunities vary in the level of risk associated with them, 
as discussed in the respective chapters. Chapter 7 describes 
technology development opportunities, and Tables 7-1 and 
7-2 summarize the committee’s evaluations of high-priority 
and priority opportunities for Army investment, taking 
into account risk-benefit trade-offs and the just-mentioned 
potential to leverage investments by others. Legal and ethical 
barriers to implementing neuroscience research results (and 
technology) are discussed in Chapter 2, while technical bar-
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riers to implementing technology opportunities are discussed 
in Chapter 7. 

Subtask 4 asks the committee to identify trends in 
research and in the commercial development of neuroscience 
technologies that are likely to be important to the Army in the 
longer term. Chapter 7 includes a section on long-term trends 
in technology. Chapter 8 discusses long-term neuroscience 
research trends that the Army should monitor for results 
important to Army missions. In Chapter 8, the committee 
suggests a mechanism for effective monitoring of the many 

disciplines and areas of research and technology develop-
ment in neuroscience that are likely to produce results of 
value to the Army over the longer term. 

references
NRC (National Research Council). 2008a. Emerging Cognitive Neuro-

science and Related Technologies. Washington, D.C.: The National 
Academies Press.

NRC. 2008b. Human Behavior in Military Contexts. Washington, D.C.: The 
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2

Neuroscience and the Army 

This chapter provides a brief overview of neuroscience 
and neuroscience technology, including the definition 
of neuroscience used by the committee for the study. It 
describes major applications areas that were considered by 
the study and provides rationale for not considering some 
applications. 

History, Scope, and Definition  
of Neuroscience 

“Neuroscience” refers to the multiple disciplines that 
carry out scientific research on the nervous system to 
understand the biological basis for behavior. Modern 
studies of the nervous system have been ongoing since the 
middle of the nineteenth century. Neuroanatomists studied 
the brain’s shape, its cellular structure, and its circuitry; 
neurochemists studied the brain’s chemical composition, 
including its lipids and proteins; neurophysiologists studied 
the brain’s bioelectric properties; and psychologists and 
neuropsychologists investigated the organization and neural 
substrates of behavior and cognition.

The term “neuroscience” was introduced in the mid-
1960s, signaling the start of an era when these disciplines 
would work together cooperatively, sharing a common 
language, common concepts, and a common goal: to under-
stand the structure and function of the normal and abnormal 
brain. Neuroscience today spans a wide range of research 
endeavors, from the molecular biology of nerve cells, which 
contain the genes that command production of the proteins 
needed for nervous system function, to the biological bases 
of normal and disordered behavior, emotion, and cognition, 
including the mental properties of individuals as they interact 
with each other and with their environments. 

Neuroscience is one of the fastest growing areas of 
science, and the brain is sometimes referred to as the last 
frontier of biology. In 1971, for example, the first meeting 
of the Society for Neuroscience was attended by only 1,100 
scientists; in 2007, 26,000 scientists participated at the 

society’s 37th annual meeting and more than 15,000 research 
presentations were made. At this time, national societies of 
neuroscience exist throughout the world, and there exists a 
Federation of European Neuroscience Societies.

Neuroscience incorporates a number of interacting areas, 
including cognitive neuroscience, systems neuroscience, 
cellular and molecular neuroscience, developmental neuro
science, clinical neuroscience, theoretical neuroscience, and 
computational neuroscience. Operations involving neurons� 
form the basis for all of these areas and take place on four 
fundamental hierarchical levels: molecular, cellular, systems, 
and behavioral. These levels rest on the principle that neurons 
communicate chemically by the activity-dependent secre-
tion of “neurotransmitters” at specialized points of contact 
called “synapses.” In order for the brain to perform its mul-
tiple functions, the mental operations of the brain rely on a 
properly functioning and integrated system of autonomous 
bodily functions, monitored by the brain and modified by 
behavioral operations only when the autonomous regula-
tory systems—thermal control, control of blood nutrients, 
orientation of the body and limbs in space while moving, 
gesturing, and transporting, control of the salt and water 
balance, and so on—are compromised.

The autonomous peripheral systems monitored by the 
brain and over which it has ultimate control allow for an 
extreme but generally subconscious interaction between 
the body’s physical fitness and the brain’s emotional and 
cognitive powers to drive the body’s performance under 
demanding conditions. For example, overcoming fatigue 
through personal willpower alone is a learnable ability that 
is characteristic of superior athletes and that would be ben-
eficial for military personnel as well (see Chapter 5).

Many fields of clinical medicine are directly concerned 
with the diseases of the brain. The branches of medicine most 
closely associated with neuroscience from the perspectives 
of this report are neurology (the study of the degenerative 

�Nerve cells of the central and peripheral nervous systems.
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sensory and motor diseases of the brain), neurosurgery (the 
study of the surgical treatment of neurological disease), and 
psychiatry (the study of behavioral, emotional, and mental 
diseases). Other fields of medicine also make important 
contributions to neuroscience, including neuroradiology, 
which is the use of radiation for imaging the brain—initially 
with X-rays and, more recently, with positron emitters, radio
frequency, and electromagnetic waves—for clinical studies 
and microscopic study of samples from diseased neural 
tissue.

Hierarchical Levels of Neuroscience 

At the molecular level, one examines the interac-
tion of molecules—typically proteins—that regulate gene 
expression and translation into proteins. Proteins mediate 
neurotransmitter synthesis and storage and release other 
essential neuronal molecular functions such as the recep-
tors by which neurons respond to neurotransmitters. Most 
drugs used for the treatment of neurological or psychiatric 
diseases work by either enhancing or diminishing the effects 
of neurotransmitters.

At the cellular level of neuroscience, one examines the 
interactions between neurons through their synaptic connec-
tions and between neurons and the supporting cells, the glia. 
Research at the cellular level strives to determine the neural 
pathways by which specific neurons are connected and which 
of their most proximate synaptic connections might medi-
ate a behavior or behavioral effects of a given experimental 
perturbation. 

At the systems level, one examines the interconnected 
neural pathways that integrate the body’s response to envi
ronmental challenges. The sensory systems include the 
specialized senses for hearing, seeing, feeling, tasting, and 
balancing the body. The motor systems control trunk, limb, 
eye, and fine finger motions. Internal regulatory systems 
are responsible for, among other things, control of body 
temperature, cardiovascular function, appetite, and salt and 
water balance. 

At the behavioral level of neuroscience research, one 
examines the interactions between individuals and their 
collective environment. Research at this level centers on the 
systems that integrate physiological expressions of learned, 
reflexive, or spontaneous behavioral responses. Behavioral 
research also looks at the cognitive operations of higher 
mental activity, such as memory, learning, speech, abstract 
reasoning, and consciousness. Research over the past three 
decades has established that the brain is highly adaptable (this 
ability is commonly termed “neuroplasticity”) at each level 
of operation: the activity-dependent ability to change gene 
expression, to change transmitter production and response, 
to change cellular structure and strength of connections 
between neurons, and to change behaviors by learning.

An important consequence of organizing neuroscience 
research at four vertical hierarchical levels is that it enables 

one to hypothesize experimental results on one level based 
on experimental findings and observations from other levels. 
This ability extends to hypothesizing neuronal operations or 
neuronal diseases based on data that would predict results 
at the behavioral level given the results of a perturbation 
or other experimental manipulation at a lower level. Such 
results are strongly supported in the literature (Aston-Jones 
and Cohen, 2005a, 2005b). 

One might predict from experimental results in animals, 
for example, that the thin axons that establish functional 
properties of the noradrenergic system might also be one 
of the brain fiber systems most vulnerable to the percus-
sive damage of traumatic brain injuries (TBI), such as 
might result from an improvised explosive device (IED). 
As discussed in the Chapter 5 section on brain injury, this is 
indeed the case, and the ability to translate between levels 
of neuroscience has proven helpful in the treatment of TBI 
and its emotional effects. 

Neuroscience Technologies

Until the advent of modern computer-based technol-
ogy, the primary noninvasive tools used to understand the 
workings of the central and peripheral nervous system were 
the recording of electrical signals from the scalp (electro-
encephalography [EEG]) and X-ray imaging of the soft 
tissue of brain as distinguished from bone and compart-
ments containing cerebral spinal fluid (CSF). EEG allowed 
detecting epileptogenic foci that could subsequently be 
managed surgically if a discrete region was involved in the 
initiation of seizures or pharmacologically if the region was 
more generalized. The X-ray imaging allowed detection and 
localization of lesions because the lesions displaced readily 
identified portions of the brain. However, these technologies 
provided very limited insight into neural information pro-
cessing related to cognition, the central mechanisms involved 
in the perception of pain, or other higher-order brain activi-
ties. The pioneering work of Penfield and his colleagues was 
an exception: It combined EEG with invasive brain surgery 
to associate the visual and auditory auras that accompanied 
seizures to specific regions in the visual, auditory, or tempo-
ral cortices (Penfield and Perot, 1963).

The two decades from the late 1980s to the present have 
seen the rapid rise of technologies that can provide high-
resolution structural images of the gray and white matters of 
brain as distinct from one another, clearly delineating details 
as small as the foci of white-matter disease and inflamma-
tory changes. These technologies are capable of imaging 
the metabolic processes that are associated with functional 
activity of the brain in response to specific stimuli (positron 
emission tomography [PET] and functional magnetic reso-
nance imaging [fMRI]); the orientation and dimensions of 
axonal fiber bundles connecting one brain region to another 
(diffusion tensor imaging); and the electrophysiological 
localization of brain activation (magnetoencephalography 
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[MEG] and visual and auditory evoked potentials). Most of 
the newer methodologies depend on computer-driven signal 
averaging across a time span of seconds to provide an under
standing of brain structure and function. 

The advancement of noninvasive neural measurement 
techniques has opened new windows to the study of the 
functioning human brain. Figure 2-1 illustrates how neuro-
science technologies provide insight into the brain (anatomy) 
and the mind (function). The spatial resolution of a given 
technology defines the largest and smallest brain structures 
that can be observed, while the temporal resolution defines 
the elements of mind function to be measured. Academic and 
commercial research are primarily geared to improving reso-
lution, although important measurements for the prediction 
of behavior can be made at any point in the brain-mind plane. 
Chapter 7 contains further details of neuroscience technolo-
gies, including a discussion of more invasive modalities and 
the future direction of noninvasive imaging research. 

The spatial resolution of the structural imaging modali
ties that could be achieved with the human brain in 2008 
approximates 100 microns per side in three-dimensional 
pixel elements when a 7-tesla (T) MRI system is employed, 
which is the highest-field whole-body scanner currently 
in commercial production. This resolution requires a total 

imaging time of less than 10 minutes in a series of planes. 
Recognizing that a large neuron cell body has a diameter of 
20-30 microns, each 100-micron element is likely to con-
tain eight neurons and a much larger number of glia. Also 
recognizing that each dendrite of a large neuron (Purkinje 
cell or motor neuron or pyramidal cell) may contain 103 
to 104 synaptic connections, the number of information-
processing elements contained within the small pixel volume 
is large. There are very few 7-T MRI instruments avail-
able for human imaging at this time. The majority of MRI 
machines are 1.5 T and 3 T. The resolution for these instru-
ments nominally decreases proportionally with static field, 
assuming a similar image acquisition time. Longer imaging 
times can yield higher resolution, but the trade-off is that any 
movement of the head by the subject markedly decreases the 
resolution. The limits of structural resolution are therefore 
spatiotemporal limitations. 

The diffusion tensor imaging allows examining the 
pathways along which groups of axonal fibers travel from 
one brain region to another and the vectorial direction of the 
fiber bundle group. This information is essentially a mapping 
of the potential for information exchange between regions 
and the tracing of the bundles that could carry information. 
No information is provided about the actual informational 

FIGURE 2-1  Various noninvasive imaging technologies provide insight into the brain (anatomy) and mind (function). Resolution boundaries 
are approximate. Currently, high resolution requires invasive procedures or injection of pharmacological agents not approved by the Food 
and Drug Administration; such technologies are outside the scope of Army applications, but some discussion is provided in Chapter 7. Note 
that useful measurements are performed at any point in the brain-mind plane. SOURCE: Adapted from Genik et al., 2005.
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transactions between brain regions or the temporal events 
associated with such transactions. 

The MRI system depends on alignment of the bulk 
water dipole in the magnetic field and the perturbation of this 
alignment by a radiofrequency pulse. The realignment of the 
dipole following the radiofrequency pulse provides the signal 
of interest. What MRI then permits resolving is the relative 
water content of each compartment in the brain, spinal cord, 
or organ system that is being studied. The white matter has 
the least free water content, the gray matter has intermediate 
levels, and the CSF compartments have the greatest amount 
of water. These compartments can be readily resolved. The 
loss of myelin accompanying multiple sclerosis or other 
white-matter disease is also readily discerned for this rea-
son, as are other diseases due to neurodegenerative changes 
and cell loss. (MRI is to soft tissue as a computerized axial 
tomography [CAT] scan is to bone. These methods are 
essentially noninvasive.)

Imaging of the brain based on X-ray methods (CAT 
scans or X-ray scans) also have a high resolution but do not 
readily differentiate white from gray matter as does an MRI 
device. This approach has proven to be very useful for thread-
ing catheters intravascularly to within 1 mm of any location 
in the brain, for localizing tumors in the cranial cavity and 
region of the spinal cord, and for visualizing new blood from 
hemorrhages. The two modalities taken together offer exqui-
site timing of tumor, infection, and bleeding developments. 

The technologies for structural imaging provide the 
basis for understanding the brain regions of interest obtained 
by functional images. Functional images are lower resolu-
tion than structural images in order to facilitate acquiring 
many repetitions in a short time. Typical 3-T fMRI acquires 
2- to 3-mm isotropic resolution whole-brain images every 
1 or 2 seconds, while cutting-edge hardware can acquire 
1-mm isotropic resolution whole-brain images in 1 second. 
By acquiring the images in a time-locked fashion with 
stimulation, one can interpret the activation of brain regions 
as a response to stimulation. The fMRI signal is generated 
by the loss of oxygen from hemoglobin (the deoxygenated 
hemoglobin is paramagnetic, while the oxygenated is not) 
and the change in blood flow in the activated region. The 
blood flow response continues for several seconds, enabling 
detection of very fast physiological events using this rather 
slow temporal sampling. This is called blood oxygen level-
dependent (BOLD) imaging. 

The more repeatable the brain response and, thus, the 
blood flow response, the better localized activations can be 
observed, because one can average over several trials. If one 
can constantly stimulate a response in a block of time, say the 
visual cortex with a flashing checkerboard, an activated state 
lasts longer and is easier to detect. However, some cognitive 
processes are inherently transient and are better observed 
in so-called event-related experiments. Which experimental 
method to use depends on the physiology of the reaction one 
wishes to study (Friston et al., 1999; Otten et al., 2002). 

In PET imaging, a solution containing a small amount 
of a radioactive element is injected into the subject’s blood-
stream. Signals from the decaying isotopes will show local-
ized concentration, which could be due to increased blood 
flow, say, or perhaps to glucose metabolism, depending on 
the tracer used. PET functional images are acquired at 3- to 
4-mm isotropic resolution, and because very little tracer is 
used (to protect the subject), they require a few minutes to 
tens of minutes of averaging to show a significant signal, 
again, depending on the tracer used. The significant advan-
tage of PET over fMRI is that specific metabolic reactions 
can be targeted for measurement rather than merely observ-
ing changes in blood flow. Additionally, with proper calibra-
tion, an absolute measure of change in brain function can 
be determined, even in different scanning sessions, whereas 
with fMRI only changes relative to a baseline condition are 
observable. The main disadvantage of PET is that the physi-
ology that produces transient signals of short duration, akin 
to noise, cannot be observed. Moreover, to avoid any adverse 
effects of radiation on the subject, PET studies on a given 
individual are limited to three or four experiments per year 
depending on the amount of emitter injected. The functional 
properties of the brain have been shown to have relevance 
for detecting a loss of situational awareness in individuals 
subjected to total sleep deprivation for more than 24 hours 
(Belenky et al., 2003). 

Some of the noninvasive imaging technologies have 
characteristics that may limit their use in military applica-
tions. PET, for example, requires injection of a positron 
emitter into the human subject. On the other hand, fMRI is 
truly noninvasive in that no contrast agents or radioisotopes 
are injected in the subject. 

A recent study by Bakker et al. (2008) demonstrated that 
activation of the fMRI in hippocampal regions was related to 
the detection by human subjects of minor changes to objects 
in the visual field. Detection of changes in the visual field by 
an unconscious mind might be applied to the identification 
of IEDs implanted in the terrain. A clear understanding of 
the mechanisms by which an individual can become alerted 
to such activations when hippocampal neurons fire might 
enhance the mission success of Army personnel.

Electrophysiological events accompanying brain stimu-
lation can be recorded in real time (milliseconds) from the 
cortex but not from deep brain structures, and the spatial 
resolution is 5 mm per recording element. For noninvasive 
studies with the calvarium intact, the recordings are essen-
tially averaging events in the top millimeter of cortex and 
across a diameter of 5 mm or more. The evoked potential 
is a signal-averaging methodology that examines rates of 
event-related depolarization across spatial domains of the 
scalp associated with a specific stimulus presentation—for 
example, a checkerboard flicker, a flash, or an auditory sig-
nal. It is possible to detect changes in such events that are 
due to changes in information processing (or to central ner-
vous system lesions). Because vectorial electrical events are 
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 accompanied by changes in the magnetic fi eld perpendicular 
to the electrical path, it is possible to measure columnar 
electrical events in the sulci using MEG.2 The spatial resolu-
tion with this method is on the order of centimeters, and the 
temporal resolution is on the order of fractions of seconds 
to seconds. Studies on the effects of various stressors on 
cognitive ability using MEG with EEG provide evidence that 
this tool can detect decremented situational awareness. This 
is important from a defense perspective since EEG-related 
devices are portable and readily deployable on an individual 
soldier while MRI devices are not (Box 2-1).

Among the applications of modern neuronal imaging 
and structural technologies to military needs are the assess-
ment of (1) when appropriate training-to-criterion on a given 
skill set has been achieved; (2) when a soldier in the well-
rested state has signifi cantly degraded situational awareness 
of her/his capability; (3) early signatures of neural dysfunc-
tion. While some of these methodologies may prove to have 
appli cation for the a priori assessment of highly desirable 
traits such as leadership, persistence, and other successful 
warrior behaviors, there is little evidence to support appli-

2This is possible because in the cerebral cortex, information-processing 
modules are composed of a column of neurons spanning the thickness of 
the cortex.

cation of the neuroscience tools currently available to tasks 
such as the three mentioned above.

The report thinks of technology as being in one (or 
sometimes both) of two categories: technologies that are 
“mission-enabling” (deployable) instruments and those 
that are “research-enabling” instruments. The word “instru-
ment” is used in the most general sense: It could refer to a 
pen-and-paper personality inventory, a software-controlled 
skills survey, a reaction-time analysis method for training 
assessment, a control interlock system to distribute infor-
mation to vehicle crew based on their current workload and 
baseline cognitive capability, an in-helmet device designed 
to monitor neural activity or cerebral blood fl ow, or a device 
that advances an imaging technology. Neuroscience research 
plays a major role in the development of instruments in both 
categories of technology. 

reliaBle Biomarkers For NeuroPsycholoGical 
sTaTes aNd Behavioral ouTcomes

Recordings of the brain’s electrical activity and the 
 images of neural activation regions that were described in 
the previous section on neural monitoring technologies are 
all methods to record changes in brain activity in a specifi c 
location at a given time. Generally, these data on neural 
events are interpreted in terms of what they tell us not just 

BoX 2-1 
computational Processes in the human Brain

 The last half century has seen the emergence of multiple technologies that, when taken in total, can lead to new understanding of the human– machine 
interface and to improving our management of it as an interacting organism. The relatively concurrent development of high-speed computer data pro-
cessing, anatomic mapping of the human brain, noninvasive imaging technology (capable of visualizing neural information processing at a resolution 
of 1 mm3 in three dimensions), decoding of the human genome, and nanotechnology (giving us the ability to prepare molecular entities that can self-
assemble in predictable arrays) has permitted researchers and theoreticians to construct models of how human–machine interfaces can aid training, 
increase combat effectiveness, and speed up the acquisition of information by the mind. A summary of some of this can be found in Kurzweil (2005, 
pp. 122-128). 
 Anatomic studies of the brain lead to an estimate that the brain contains about 1011 neurons (information-processing units) and that many neurons 
(Purkinje cells in the cerebellum or anterior motor neurons in the spinal cord) have 1,000 information input elements (synapses) and 10 output ele-
ments (synapses), yielding about 1014 possible information transactions occurring in seconds (it is assumed that in a local circuit in the cerebellum 
there are rapid impulse and repolarization events). If we focus on the neural components that enable all human visual perception, the retina is the initial 
image capture and processing element. It is a structure about 2 cm wide by 0.5 mm thick and weighs about 20 mg. This volume of tissue will contain 
about 105 neurons. Local information processing occurs between the rod and cone cells, which are activated by the input from the visual fi eld, and the 
ganglion cells, which transmit initially processed information to the occipital cortex of the brain for further processing. 
 The retina provides initial processing capability such as rapid detection of edges of objects by center-surround inhibition/activation, the movement 
of elements in the visual fi eld, and the perception of dark/light properties of the objects in the fi eld. The range of light/dark information processing that 
can be detected is several orders of magnitude. During the next two decades it is likely that visual input devices will be developed that will be able to 
fuse visual data with auditory cues to allow the more rapid detection of threats. These devices will be able to sustain vigilance by fusing measures of 
decreases in situational awareness (obtained through electroencephalography (EEG), evoked potentials, or other cues from the soldier) with threats 
detected in the area of operations.
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about that event but also about longer-lasting patterns of 
brain activity and brain structure—that is, about neural states 
and changes in neural state. A major, if not the primary, goal 
of studying neurophysiology with these techniques is to 
understand the linkages among neural states, psychological 
states, and behavior. (Psychological states are traditionally 
self-reported; behavior is directly observable by others.) 
In short, the outputs of neural monitoring technologies are 
indicators of neural state (and of changes in neural state) that 
can in turn be linked with behavior. 

Typically, these linkages begin with relationships that 
have statistical significance on a group-averaged basis and 
move, as the state of scientific knowledge progresses, to con-
nections that hold on an individual basis.� Ultimately, this 
refinement will lead to a reliable, scientifically defensible, 
knowledge of necessary and sufficient causal conditions 
underlying and explaining the observed patterns of brain 
activity, mental experience, and behavior. But because that 
ultimate goal is still a long way off, care must be taken not 
to leap prematurely from a statistically significant correlation 
to conclusions about causality. 

In addition to brain activity signals and images, the 
neurosciences and allied fields—ranging from genetics to 
molecular biology and traditional behavioral science—are 
exploring a wide range of phenomena that can be connected 
with neuropsychological states or changes in state. Just as a 
neuroimaging pattern can be used as an indicator or marker 
of neuropsychological state, so may other phenomena. 
Among the phenomena being studied for this purpose are 
biologically active small molecules, proteins and related 
molecules (e.g., lipoproteins and metabolic residues or pre-
cursors of proteins), genes and nonencoding regions of the 
genome, physiological events or patterns outside the brain 
but within the organism, and responses to an environmental 
exposure (physical, chemical, biological, social, or psycho-
logical). The variety and complexity of the hypotheses being 
put forward and tested about such correlations are driving a 
revolution in scientific understanding. 

“Biomarker” is a term often used in the biomedical dis-
ciplines for a characteristic that can be used as an indicator 
of some biological condition or outcome that is ultimately 
of interest but difficult to ascertain directly, at least under 
conditions of interest to a particular application. A number 
of implicit and explicit definitions of “biomarker” are in 
common circulation.� There are also quite different uses of 

�For example, fMRI investigations typically begin by examining rela-
tionships averaged over many trials per subject and then averaged over 
multiple subjects. Once a statistically significant relationship is established 
in this way, the typical next step is to show that the relationship holds for 
individual events in the group of subjects, and ultimately to individual 
events in each subject. 

�The National Cancer Institute defines a biomarker as “a biological mol-
ecule found in blood, other body fluids, or tissues that is a sign of a normal 
or abnormal process, or of a condition or disease . . .” in its Dictionary of 
Cancer Terms, available at http://www.cancer.gov/dictionary/. Accessed 
November 23, 2008. The MedlinePlus online medical dictionary uses a 

the term in other disciplines.� To avoid confusion, the com-
mittee has adopted the following definition, published by 
the Biomarkers Definitions Working Group of the National 
Institutes of Health (Atkinson et al., 2001, p. 91): 

Biological marker (biomarker): A characteristic that is 
objectively measured and evaluated as an indicator of normal 
biological processes, pathogenic processes, or pharmaco-
logic responses to a therapeutic intervention.

In its report, the Biomarkers Definitions Working Group 
focused on applications of biomarkers as surrogates for clini-
cal end points in a study or clinical trial. This emphasis on a 
biomarker’s role as a surrogate for a physiological or behav-
ioral condition or outcome is evident in the Working Group’s 
definition of clinical end point as “a characteristic or vari-
able that reflects how a patient feels, functions, or survives.” 
Common examples of biomarkers mentioned by the Working 
Group include elevated blood glucose concentration for the 
diagnosis of diabetes mellitus, the concentration of prostate-
specific antigen in blood as an indicator of the extent of 
prostate tumor growth and metastasis, and blood cholesterol 
concentration as a predictive and monitoring biomarker for 
heart disease risk (Atkinson et al., 2001, p. 91).

Throughout the remainder of this report, the Committee 
on Opportunities in Neuroscience for Future Army Applica-
tions is primarily interested in biomarkers as objectively 
measured and evaluated indicators of either a neural state 
or a behavioral outcome. For example, Chapters 3 and 5 
discuss the use of neuroimaging as a source of biomarkers 
for individual response to particular environmental stressors. 
Chapter 7 discusses the value for Army applications of find-
ing biomarkers that can be measured under field conditions 
and that are reliable indicators of specific neural states that 
have been reliably linked to behavioral outcomes. These 
biomarker applications differ from uses of biomarkers as 
surrogate clinical end points, which were the focus of the 
Biomarkers Definitions Working Group. Nevertheless, the 
Working Group’s caveats about biomarker applications are 
useful cautions for any application. 

For example, both the accuracy and precision of a 
biomarker as a surrogate measure of outcome must be 
demonstrated:

definition from Merriam Webster, in which a biomarker is “a distinctive 
biological or biologically derived indicator (as a biochemical metabolite in 
the body) of a process, event, or condition (as aging, disease, or exposure 
to a toxic substance).” The usage example given is “age-related biomarkers 
of disease and degenerative change.” The URL for this National Institutes 
of Health (NIH)-sponsored dictionary is www.nlm.nih.gov/medlineplus/
mplusdictionary.html. Accessed on November 23, 2008. 

�In petroleum exploration, biomarkers are compounds found in geologic 
extracts (including oil, rock, sediment, and soil extracts) that indicate a 
biological origin of some or all of the material. See “Using Oil Biomarkers 
in Petroleum Exploration,” by Oiltracers LLC, available at www.oiltracers.
com/biomarker.html8. Accessed November 21, 2008. A similar use occurs 
in planetary science and astrobiology, where a biomarker is a chemical that 
signals the presence of biological processes, often in the distant past.
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The utility of a biomarker as a surrogate endpoint [or as a 
surrogate for a neural state or behavioral outcome] requires 
demonstration of its accuracy (the correlation of the measure 
with the clinical endpoint [or the neural state or behavioral 
outcome]) and precision (the reproducibility of the measure). 
(Atkinson et al., 2001, p. 92; bracketed text added by the 
committee)

Elsewhere in its report, the Biomarkers Definitions 
Working Group notes as follows: 

Biomarkers that represent highly sensitive and specific indi-
cators of disease pathways have been used as substitutes for 
outcomes in clinical trials when evidence indicates that they 
predict clinical risk or benefit. (Atkinson et al., 2001, p. 90; 
emphasis added by the committee)

The attributes of sensitivity and specificity have rigorous 
definitions that can be applied across the range of physical, 
biological, and even social characteristics that are or will be 
candidates for indicators of whether a condition such as a 
neural state is present or not. In a binary test (in this case, 
whether the neural state of interest is or is not present), 
“sensitivity” is defined mathematically as the number of test 
instances in which the biomarker is positive and the neural 
state is present, divided by the number of instances in which 
the neural state was present whether or not the biomarker 
was positive. In other words, the measure of sensitivity is 
the ratio of true positive tests to the sum of the true positive 
and false negative tests. (False negative tests are those that 
should have been positive.) “Specificity” is defined as the 
number of instances in which the biomarker was negative 
and the neural state was absent, divided by the number of 
instances in which the neural state was absent whether or not 
the biomarker was present. The measure of sensitivity is thus 
the ratio of true negative tests to the sum of the true negative 
and the false positive tests. A reliable biomarker for this kind 
of binary application is one that has both high sensitivity and 
high specificity; that is, both ratios are close to unity. 

With respect to how biomarkers may be used, they can 
be current, retrospective, or predictive (prospective) indica-
tors or measures, depending on whether the condition or end 
point for which they are used as a surrogate occurs at the 
same time, before, or after the assessment of the biomarker. 
Demonstrating the reliability of a biomarker for an applica-
tion typically requires the same temporal relationship as the 
intended application. 

As the report by the Biomarkers Definitions Working 
Group also notes, often several biomarkers must be combined 
to get a reliable indicator or measure of outcome (Atkinson 
et al., 2001, p. 93). For applications of practical value to the 
Army, such as field-deployable indicators of neural state, 
this approach, assessing multiple biomarkers, may often be 
required (see Chapter 7 for further discussion). 

In summary, applications of biomarkers as surrogates for 
neural states or behavioral outcomes require a demonstra-

tion of reliability that exceeds mere statistical correlation. 
In cases where the biomarker is a measured quantity that 
correlates with a magnitude of outcome, that quantitative 
relationship must be accurate and reproducible under the 
conditions in which the biomarker will be assessed in prac-
tice. In cases where the application involves a binary test 
(the outcome or end point to be indicated either is or is not 
present), values of sensitivity and specificity close to unity 
are required for reliability. 

Army Application Areas 

Neuroscience represents at once both a challenge and a 
great opportunity. It is a challenge because the breadth and 
complexity of contemporary neuroscience are so great; and it 
is an opportunity because neuroscience can arguably become 
an important vehicle on which the Army depends to achieve 
its mission goals.

The formal pursuit of neuroscience is a theoretical 
endeavor on the one hand and a practical area of application 
on the other. Imaging technologies that form the basis for 
advances in neuroscience have their roots in the medical 
arena, and it is the Army Medical Research and Materiel 
Command that has traditionally sponsored much of the basic 
neuroscience research of benefit to individuals in all military 
services. DOD-level recognition of the importance of neuro
science research can be seen in the 2008 establishment of 
the Defense Centers of Excellence for Psychological Health 
and Traumatic Brain Injury under the assistant secretary of 
defense for health affairs. 

The Army Research Institute for the Behavioral and 
Social Sciences (ARI) has traditionally conducted research 
in support of personnel testing and assessment, but neither 
ARI nor the Army’s main research arm, the Army Research 
Laboratory (ARL), possesses in-house facilities to perform 
basic neuroscience research. In light of a growing awareness 
of neuroscience potential in military applications, however, 
the ARL is planning to establish a collaborative technology 
alliance on cognition and neuroergonomics, which will take 
a multidimensional approach (e.g., genetics, computational 
modeling, neuroimaging, and performance) to optimizing 
information transfer between the system and the soldier, 
identifying mental states and individual differences that 
impact mission-relevant decision making, and developing 
technologies for individualized analyses of neurally based 
processing in operational environments.� 

Neuroscience advances have already led to a broad 
array of commercial applications and sparked centers for 
neuroscience research at academic institutions throughout 
the country and the world. Table 2-1 lists sample objectives 
in important Army application areas likely to benefit from 
neuroscience advances. To respond to the statement of task, 

�Kaleb McDowell, U.S. Army Research Laboratory, “ARL Research in 
Neuroscience,” presentation to the committee, December 18, 2007.
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Table 2-1  Prospective Army Applications for Neuroscience

Application Areas Sample Objectives

Training and learning
  Training paradigms and methods Shorten training cycles; assess training effectiveness
  Performance assessments of individuals and groups Detect individual performance degradation; assess group–individual interactions
  Identification of training candidates Improve success rates
  Training effectiveness measures Predict optimal performance; anticipate degraded performance
Optimizing decision making
  Individual and unit readiness Utilize neural-state indicators
  Adversary assessment and prediction Act inside adversary decision cycle; disrupt adversary decision making (psychological operations)
  Setting objectives Reduce risk by matching goals with performance 
Sustaining soldier performance
  Recovery and reset Mitigate effect of sleep deprivation on recovery; neuropharmacological intervention to mitigate 

trauma response
  Counterstress Insulate immune system; moderate disease; modify brain functions to contend with combat rigors 
  Fatigue and pain Nutritional countermeasures; minimize effects of sleep deprivation; drug therapies
  Brain injury Intervene early to mitigate acute and long-term deficits due to trauma
Improving cognitive and behavioral performance
  Soldier skills Optimize brain–machine interfaces; improve image interpretation capabilities 
  Information utilization and management Personalize data fusion; prevent information overload 

the applications are organized in four categories: training 
and learning, optimizing decision making, sustaining soldier 
performance, and improving cognitive and behavioral perfor-
mance. There is no question that neuroscience research has 
great potential for the Army’s future, but there are societal 
issues, including ethical considerations and cultural impedi-
ments, that must be overcome to realize its full potential. 

Societal Issues

The decoding of the human genome and the emergence 
of new imaging modalities are making possible the identifi-
cation of proteomic, genomic, and imaging biomarkers asso-
ciated with susceptibility to a specific disease, with environ-
mental stressors, or with neuropsychological vulnerabilities 
(e.g., pain, reduced perception, anxiety). The aggregate of 
multiple biomarkers may provide a susceptibility profile that 
would not be achievable through testing for any single marker 
alone. These aggregate data can help in monitoring the rate 
of progression of clinical disorders or response to treatment. 
Creating a susceptibility profile of such signatures for a 
patient can allow for personalized medicine tailored to indi-
vidual need. The nature (e.g., mutation sites, triplet repeats, 
proteomic signatures, and structural and functional imaging 
changes) and quantity of biomarkers involved could play an 
important role in screening for, diagnosing, and predicting 
disease. This same capability has made it possible to select 
persons with a low risk of developing disease or succumbing 
to a variety of stressors (toxic materials in the environment, 
for instance). There may be adverse economic consequences 
(uninsurability, reduced rates of compensation) for the indi-
vidual and his or her career path progression (costly training 
programs may intentionally preclude high-risk persons from 

participation) associated with the identification of disease 
potential and susceptibility to stress, and so the downside of 
such information has become of social concern. 

Ethical Considerations

One consequence of the genetic screening of large 
numbers of healthy persons for susceptibility to treatable or 
manageable disease is that subsequent studies may reveal 
that the same gene predisposes to an untreatable disease. A 
case in point is the screening of individuals for a particular 
allele of apolipoprotein E4, which was known in the 1980s 
to be associated with high risk for cardiovascular disorder. 
In the early 1990s it was found that an apolipoprotein E4 
also was associated with higher risk for Alzheimer’s disease 
(Corder et al., 1993). Patients who wanted to reduce the 
risk of cardiovascular disease and signed a consent form for 
such analysis became aware of their increased susceptibil-
ity to Alzheimer’s, a then untreatable neurological disorder. 
Such information was not wanted and caused distress for a 
significant number of people. 

Another consequence of learning one’s susceptibility to 
a nontreatable disease is the still-healthy patient’s inability 
to anticipate the effect of such information on lifestyle and 
quality of life. Huntington’s disease is a clear example of this 
effect. In the early part of the 1980s it became possible to 
screen patients and determine whether they would develop 
the neurodegenerative disorder Huntington’s disease, a 
dementia that does not appear until the fourth decade of life 
or later and that is associated with an extensive triplet repeat 
of cytosine-adenine-guanine (CAG) (Myers et al., 1993). 
Because the disease is autosomal dominant (all individuals 
with the gene will develop Huntington’s disease), it was 
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proposed that all conceptuses that had a parent or close rela-
tive with Huntington’s disease should be tested for the gene. 
Knowledge of whether one has a genetic predisposition and 
hence was certain to develop the disease could have a neutral, 
beneficial, or adverse effect on the patient, with outcomes 
ranging from acceptance to suicide. Undesired information 
on susceptibility to an untreatable disease might be a sword 
of Damocles for a young soldier. 

The positive aspects of knowing how one’s genetic heri-
tage impacts wellness and resilience to toxic insult can be 
illustrated by the case of glutathione S-transferase genotype 
(GST) and resistance of smokers to lung cancer. A significant 
number of studies reveal a twofold increase in the incidence 
of squamous cell carcinoma for patients having GST M1 and 
GST T1 null genotypes. GST and cytochrome P450 are two 
classes of enzymes that metabolize and detoxify potential envi
ronmental toxins. Patients with the null forms do not express 
active GST with the properties of GST M1 or GST T1, and the 
absence of these enzyme variants might predispose them to 
the toxic effects of various chemicals, including some chemi-
cal warfare agents or toxic industrial materials. Restricting 
the assignment of certain soldiers to areas of high risk might 
protect them from exposure to such toxic materials; however, 
it might also keep her/him from serving or being advanced 
(promoted) in an area of specific interest, or it might prevent 
him/her from participating in important missions before any 
clinical manifestation of illness. 

Federal laws and regulations contained in the Health 
Insurance Portability and Accountability Act (HIPAA) 
protect patients and the community at large against the 
unwarranted and unnecessary disclosure of medical infor-
mation that is directly or indirectly traceable to a particular 
individual to unauthorized parties. The primary concerns 
are that such disclosure might (1) affect the promotion of 
military or civilian persons in their field of specialization, 
(2) affect insurance rates and insurability of a given indi-
vidual, or (3) affect the psychological/social well-being 
of individuals with catastrophic diseases that are currently 
largely untreatable (e.g. Huntington’s disease, Alzheimer’s 
disease). These are but a few of the unintended consequences 
of inappropriate disclosure. 

For additional information on ethical issues relevant to 
neuroscience research discussion in this report, the commit-
tee recommends the following sources: Karanasiou et al., 
2008; Fins and Shapiro, 2007; Illes, 2007a and 2007b.

Cultural Impediments

The emergence of new bio- and neurotechnologies per-
mits categorizing the human population into subsets having 
either increased or decreased susceptibility to disease and 
stress on the basis of their genotype and their phenotype.� 

�Phenotype is the result of genes plus environment, and epigenetic changes 
that occur in the individual after conception may play an important role.

There is tension between the idea of “selecting out” indi-
viduals for tasks based on presumed genetic susceptibilities 
and the belief that extensive training can overcome inherited 
limitations and liabilities. The science-fiction film Gattaca 
(Columbia Pictures Corporation, 1997) confronts this 
dilemma with a dark view of the preselection concept. The 
film was made during the early stages of the Human Genome 
Project and the first cloning of large animals.

The U.S. military community traditionally aspires to 
select individuals for particular tasks or promote them based 
on excellence during training and performance in the field. 
Selecting in for extended service in closed platforms such 
as submarines is rigorous: The training periods are long 
and there are particular social/psychological requirements. 
Despite this, very little research has been done on selecting 
in individuals who have a particular aptitude as assessed 
by genetic and phenotype testing for a particular military 
position or job. The decoding of the human genome and the 
advent of real-time imaging of neural information flow and 
noninvasive tracing of major fiber pathways provide an oppor
tunity to learn how we can use these novel methodologies 
to enhance training and personalize it to meet the needs of 
the soldier, to identify characteristics that are particularly 
well suited to complex and extreme environments, and to 
detect the early appearance of uncompensated responses to 
stress and emerging TBI and post-traumatic stress disorder 
(PTSD). 

The issues confronting the Army include training to 
criterion (90 percent or better appropriate response to chal-
lenge), increasing data flow from deployed aerial and ground 
sensors, human intelligence, electronic communications, 
and tempo of engagement with increasing capability of 
lethality. The need to reduce casualties during force-on-force 
engagement drives the development of means for conducting 
combat at large standoff distances and acquiring extensive 
awareness of the adversary’s deployment and capability. 
At the same time, there is a perceived need to minimize 
noncombatant casualties, which militates against extensive 
standoffs. These challenges call for a strategy that allows 
human cognitive capabilities to operate for 18-20 hours per 
day, 7 days a week for 12 to 15 months at a high tempo of 
operations. The most affected group will be the command 
organization, which is permitted little or no respite from 
high-tempo decision making and little organized sleep.

The Use and Abuse of Socially Sensitive  
Demographic Categories as Indicators of  
Neural State and Performance Capability

As the preceding discussions on societal issues sug-
gest, the committee supports and encourages scientifi-
cally validated neuroscience applications across the Army-
relevant areas highlighted in Table 2-1 and addressed in 
detail throughout the report. Ethical considerations, such as 
those related to genetic screening or improper disclosure of 
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personal medical information, are important constraints that 
need to be considered, even when the science is adequate 
for a potential application. In addition, there are a number of 
issues that require further consideration before being pursued 
for possible Army application.

One of these issues—the use of performance-enhancing 
pharmacological agents—was central to the committee’s 
decision to distinguish between uses of neuroscience-related 
countermeasures (including pharmacological agents) to ame-
liorate a deficit in performance due to a stressor (Chapter 5) 
and uses of pharmacological agents to enhance performance 
beyond an individual’s baseline capability (Chapter 6). 
Cautions and caveats appropriate for these two contexts of 
application are included in both chapters.

A second major area in which caution must be exercised 
when considering application to Army-relevant problems 
concerns statistically significant differences in group-
averaged neural states or activity patterns—or even differ-
ences in behavior—between a demographically defined sub-
population and a reference population. In the case of gender, 
such differences are typically expressed as a comparison of 
male and female subpopulations. For other subpopulations 
of societal interest, such as ethnocultural identity, age, or 
socioeconomic status, comparisons may be drawn either 
between one such category (e.g., African-Americans, young 
people between 18 and 25) and the general population or 
among subpopulation categories within a classification (e.g., 
comparisons among ethnocultural groups or age groups). 

In most cases, these differences, even when statistically 
significant, represent differences in population distributions 
where the distributions have substantial overlap. From an 
epidemiological perspective, the statistically significant dif-
ference in the distributions justifies identifying membership 
in certain subpopulation categories as a differential risk 
factor. However, for purposes such as selecting, assign-
ing, or qualifying individuals for a task, the overlap in the 
subpopulation distributions means that these categories lack 
the sensitivity and specificity to be reliable indicators of the 
neural state or behavior of interest. Rather than relying on a 
familiar but scientifically indefensible population category 
as a criterion, the appropriate use of neuroscience insights 
is to seek out one or more truly reliable indicators for the 
variable of interest.

As a simple but germane example, a number of behavioral 
epidemiologic studies have found that women are at greater 
risk for developing PTSD, given similar stress experiences, 
than men (e.g., Breslau and Anthony, 2007; Turner et al. 
2007). Should this difference in relative risk be used, for 
example, to exclude women from high-stress combat situa-
tions? The committee’s position is that gender is not a suf-
ficiently reliable indicator of the PTSD outcome to be used as 
a criterion in selecting and assigning individual women, even 
though the studies establish being female as a risk factor for 
PTSD. The numbers of false positives and false negatives are 
too high; the correlation lacks sensitivity and specificity. 

The work by Ursano et al. (2008) illustrates how 
the neurosciences can extend and inform behavior-based 
findings—such as the PTSD studies cited above—by open-
ing the way to reliable indicators. Their work indicates that 
the 5-HT2A receptor, p11 protein, and associated regulators 
may play a role in PTSD-related response to stress experi-
ences. If this still-preliminary line of inquiry were to lead to 
suitably sensitive and specific indicators of PTSD suscepti-
bility, then those indicators would be candidate criteria for 
selection and assignment decisions, where gender is not. 
In short, whether one is female or male is not the issue; it 
is one’s neurophysiological sensitivity to a definable level 
and type of environmental stress for which the Army needs 
validated, reliable indicators.

Over the past half-century and longer, American society 
has traveled a long and difficult road to break away from 
unscientific stereotypes about gender, “race,” and other 
previously accepted ways of categorizing individuals to 
define their suitability for various roles and responsibilities. 
The committee’s deliberations on how to deal with research 
on gender differences and other demographic categories 
acknowledged these societal issues. In light of its concerns 
about applying group-averaged statistical differences to indi-
viduals within a group, the committee decided to emphasize 
individual variability in neural-based traits and tendencies 
as a more appropriate way to address observed distribu-
tions in a population of interest. By focusing attention on 
individual variability and the search for reliable indicators 
of that variability, the committee hopes to avoid unscientific 
and unethical application of findings about behavior and 
neurophysiology in ways that would negate our hard-won 
progress toward fair treatment and equal opportunity.
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3

Training and Learning

This chapter discusses opportunities to expand on 
and improve the Army’s current behavioral approaches to 
training and learning by incorporating recent or emerging 
advances in neuroscience. The discussion is organized under 
five application areas:

•	 Evaluating the efficiency of training regimes and 
learning paradigms,

•	 Individual capability and response to training,
•	 Monitoring and predicting changes in individual 

performance efficiency,
•	 Soldier selection and assessment, and
•	 Monitoring and predicting social and group 

interactions.

The final section summarizes applications of neuro
science to Army training and learning in terms of when 
practical application can be expected: 5 years (near term), 
10 years (medium term), or 20 years (far term). Enhancing 
the utility and predictive power of traditional behavioral and 
psychological methods by incorporating the insights and 
tools of neurophysiological monitoring in these and other 
application areas—but focused on understanding how indi-
vidual choices are made in nonmilitary contexts—is a princi-
pal goal of neuroeconomics.� Results from neuroeconomics 
research are cited frequently in this chapter and Chapter 4.

Evaluating the Efficiency of Training 
Regimes and Learning Paradigms

Neuroscience offers new ways to assess how well cur-
rent training paradigms and accepted assumptions about 
learning achieve their objectives. For example, does over-

�Neuroeconomics is characterized in a current survey of the field as the 
convergence of normative models of choice—the province of economics—
with the psychological and neurobiological processes (or algorithms) by 
which individuals (animal and/or human) make choices (Glimcher, in 
press). 

training in specific paradigm responses increase trainees’ 
agility in responding to new threats, or does training in 
probabilistic assessment make them more adaptable? Two 
examples illustrate how each methodology produces ben-
efits in specific cases. From a behavioral perspective, over
training reduces time to response by reducing consideration 
of alternatives in favor of an anticipated favorable outcome 
to the trained-in response (Geva et al., 1996). By contrast, a 
medical doctor is trained to diagnose any given set of clinical 
presentations (e.g., presenting symptoms, past individual and 
family medical history) in terms of a probabilistic etiology 
based on environment, current illnesses in the community, 
and other factors. This differential diagnosis strategy helps 
focus possible treatment modes on likelihood of outcomes. 
When sufficient evidence accrues, the most likely cause may 
not be the most frequent cause. 

Neuroscience-Based Models of Learning

Over the past decade, enormous progress has been made 
toward describing the neurological basis for learning skills 
and procedures. We now have fairly complete models that 
describe how the brain learns the values of actions (see, for 
example, Niv and Montague, 2009) and uses these values 
to guide future decisions, a process often called reinforce-
ment learning. Suppose a subject is offered the opportunity 
to search in one of two locations for a reward on each of 
hundreds of sequential trials. With repeated sampling, the 
subject learns the relative values of the two locations and 
shapes his behavior to maximize his reward. Although human 
subjects show idiosyncratic behavior under this training 
regime, the learning models are now well enough developed 
that an individual’s behavior can be well characterized by a 
single parameter. Given the value of this parameter for an 
individual, his future choices can be predicted with accura-
cies approaching 90 percent (Corrado et al., in press). These 
learning models thus both describe the behavior observed in 
humans and animals and predict how a subject, once char-
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acterized, will behave in dynamic environments (Balleine 
et al., 2009). 

Similarly, tremendous advances have been made in 
understanding movement generation, including development 
of skills, habits, and automatic performance (Poldrack et 
al., 2005; Yin and Knowlton, 2006). Moreover, consider an 
individual who is learning to execute a complex movement 
accurately—for example, tracking a moving target with his 
finger (Poulton, 1974). We understand quite precisely how 
the incentives and feedback provided shape both perfor-
mance and learning (Newell, 1996; Trommershäuser et al., 
2009). We also have evidence that the fastest way to train a 
movement is not to provide strictly accurate feedback. The 
speed and effectiveness of such training can often be maxi-
mized by providing feedback regimens that take advantage 
of this inherent accommodation to variability (Schmidt and 
Lee, 2005; Kording et al., 2007).

In short, advanced models of reinforcement learning 
and movement control learning have implications for both 
training and prediction of learning efficiency. We know in 
principle how to develop optimal training regimes under 
many conditions, and we know how to predict agent behav-
ior with precision under a range of conditions. Both assets 
could be leveraged to improve not only training but also data 
presentation (for situational awareness) and prediction of 
threat/enemy behavior. 

The combination of neuroimaging tools, cognitive 
neuroscience, and experimental or cognitive psychology has 
resulted in the development of models of how the brain may 
process information. For example, recent accounts of brain 
processing that occurs in the dorsolateral prefrontal cortex 
(PFC) are based on interpreting cognitive control as altering 
ongoing behaviors in order to adjust to the changing context 
of the environment (Botvinick et al., 2001). The resulting 
computational models reveal which aspects of cognitive 
performance are altered as information changes—a field 
of study called “computational neuroscience”—and can be 
used to predict performance on behavioral tasks (Brown and 
Braver, 2007). 

Computational neuroscience uses mathematical models 
to study how neural systems represent and transmit informa-
tion. The discipline may be roughly divided into two schools. 
The first school uses detailed biophysical models of individual 
neurons, detailed models of neuronal networks, and artificial 
neural network models to study emergent behaviors of neural 
systems. The second school develops signal-processing 
algorithms, computational models, to analyze the growing 
volumes of data collected in neuroscience experiments. In 
these computational models, adaptation to new informa-
tion is represented as changes in one or more parameters. 
By combining the models of both schools with information 
from neuroimaging tools (sometimes called “systems neuro
science”) and behavioral neuroscience, the possible causes of 
underperformance and the conditions conducive to improved 
performance can be quantitatively constrained. Eventually, it 

may be possible to develop specialized interventions aimed 
at improving performance in soldiers. 

Subject Populations for Army-Specific Studies of  
Learning and Training

A perennial issue for behavioral and neurological testing 
is the degree to which experimental findings from a specific 
sample can be extrapolated to a target population. Many 
of the activities in which soldiers and their leaders engage 
depend critically on rigorous preparatory training and task-
specific expertise. The majority of behavioral research is 
performed with subjects who are either patients in a clinical 
setting or volunteers from a university community (mostly 
undergraduate students). A critical question is how far results 
based on these study populations of convenience transfer to 
a soldier population. In cases where the research hypothesis 
addresses Army-relevant issues directly, the typical research 
subject populations may not be sufficiently representative of 
the population to which the Army wants the results to apply. 
In short, neither clinical patients nor university undergradu-
ates are good surrogates for a soldier.

As the Army seeks to apply research results from the 
neuroscientific literature, the extent to which they can be 
transferred to a military (specifically, Army) population 
should itself be a subject of Army research. In particular, how 
far do results from typical civilian samples represent those 
to be expected from an Army population? Although some 
of the research reviewed by the committee has used actual 
soldiers or cadets, for the most part the human subjects in 
potentially relevant studies do not compare well to the soldier 
population in cardiovascular fitness, psychological drive to 
perform, and learning/training experiences that clearly affect 
neurobehavioral response—e.g., boot camp, intense training 
for operational performance, and actual operations. 

One alternative to constraining Army-usable results 
to just the few studies that use soldiers (or even military 
cadets) is to seek subject populations that more closely 
resemble Army soldiers in such key characteristics as 
cardiovascular fitness, psychological motivation to perform, 
and training/learning in immersive, demanding environ-
ments. High-performance athletes are one such subpopula-
tion, and there is an extensive literature of behavioral and 
neuropsychological research on them. Appendix C lists a 
sampling of the research literature from 2001 through 2007 
on training methods for high-performance athletes: perfor-
mance evaluation/assessment of athletes in training, includ-
ing under stress; social interaction with other athletes; and 
issues with performance anxiety and other psychological 
issues including depression in ex-athletes (references 1-109 
in Appendix C). Several studies have investigated the use 
of mental imagery in training athletes and its effects on 
performance (references 110-123). Performance after mild 
concussions and determining when the subject can return to 
a normal (strenuous) routine is a hot topic for both athletes 



Copyright © National Academy of Sciences. All rights reserved.

Opportunities in Neuroscience for Future Army Applications 

TRAINING AND LEARNING	 25

and soldiers, and some longer-term studies investigating 
the effects on athletes of multiple concussions have also 
been published (references 124-143). Studies of training 
and performance issues for female athletes go well beyond 
the well-researched Female Athlete Triad� (references 144-
151). The relationship between athletes’ risk-taking behavior 
and athletic performance is the topic studied in references 
152-157. Other relevant topics in this literature include the 
relationship between the lifestyle of athletes and changes 
in immune function (references 158-160), and the effect of 
music therapy on athletic performance (reference 161) and 
of caffeine (reference 162).

While it is important to consider how well the subject 
populations in the research studies match the population of 
interest (here, Army soldiers), the context of the research 
must also be considered. For example, in testing of futuristic 
military decision support systems, military subject-matter 
experts perform worse than novice populations, owing to 
cultural biases (Graham et al., 2007). When designing a 
futuristic system, it may therefore be better to test it using 
a subject population likely to possess the required skills 
(including constructive attitudes toward novel representa-
tions), which current military personnel may lack.

Individual Capability and Response  
to Training

Given the increasing technology- and threat-driven 
dynamic complexity on the battlefield, it has become more 
and more critical to optimize the capability of individual 
soldiers. One solution to the great differences from one 
individual to the next in human capability and expertise is 
to tailor human–system interfaces to human capabilities and 
to adapt training regimes to the individual. Although classic 
experimental psychologists tended to downplay individual 
differences in their theories of human cognition, educators 
have consistently reminded psychologists of the need to 
understand individual differences in cognition and perfor-
mance (Mayer, 2003). A similar need exists in understanding 
how the neural systems underlying cognition differ among 
individuals (Posner and Rothbart, 2005). Understanding 
the neural substrates of individual differences in cogni-
tion can help in characterizing the differences, developing 
training methods tailored to them, matching individuals to 
assignments for which they are well suited, and optimizing 
human–machine and individual–system interfaces.

Recent advances in neuroimaging make this endeavor 
possible (Miller et al., 2002; Miller and Van Horn, 2007). 
Patterns of brain activity as measured by functional magnetic 
resonance imaging (fMRI) appear to provide unique identi-
fying characteristics. These are unlike fingerprints, because 

�This is a condition of three syndromes common in high-performing fe-
male athletes of all ages, though especially in their teen years, and includes 
disordered eating, amenorrhea, and osteoporosis. An athlete can experience 
one, two, or all three syndromes in the triad.

individual brain activity may not be epiphenomenal in the 
sense of simply being a developmental outcome that does 
not causally influence individual behavior. Rather, individual 
patterns of brain activity may reflect (or underlie) the unique 
characteristics of individual minds, and they may capture 
aspects of an individual mind that cannot be obtained using 
conventional behavioral measures or self-reporting. The 
better we understand the sources of individual variability in 
brain activity through systematic experimentation and analy-
sis, the more fully we can determine whether, and to what 
extent, these individual differences can be used to assess and 
ultimately train that person.

Individual Variability in Brain Activity

Efforts by neurologists and neuropsychologists to under
stand individual differences in brain processes go back to 
at least the mid-1800s, when the neurologist Paul Broca 
concluded, from examining the common area of damage 
across a group of patients exhibiting similar speech produc-
tion deficits, that speech production could be localized to the 
third convolution of the left inferior frontal gyrus. Around 
the same time, the neurologist John Hughlings Jackson 
argued against a centralized region for speech, basing his 
opinion on his observations of wide variations in the extent 
and location of damage in patients exhibiting similar prob-
lems in speech perception and wide variations in symptoms 
in patients with similar damage. More than a century later, 
Broca’s view of brain organization became the dominant 
paradigm. An example is the Wernicke-Geschwind model, 
which was developed to explain language function. Today, 
however, the Broca paradigm is often disregarded, largely 
because of enormous individual variability in the underlying 
brain processes. This variability is evidenced by the fact that 
a growing number of neurosurgeons painstakingly map out 
individual brains just prior to surgery, after a portion of the 
patient’s skull has been removed but while the patient is still 
conscious and responsive.

Researchers using neuroimaging to understand the 
relationship between the brain and the mind have recently 
encountered a similar paradigm shift. Most neuroimaging 
studies localize cognitive functions in the brain by conduct-
ing a statistical analysis across a group of subjects; this 
analysis identifies common areas of activation. While this 
can be a useful approach to understanding the modular orga-
nization of the brain, it disregards the not-common areas of 
activation that can be observed at the individual level and that 
may also be critical for that function in a given individual. 
Recent studies have shown that the individual patterns of 
brain activity during a memory task are enormously variable, 
sometimes with areas of activation that do not even overlap 
between two subjects (Miller et al., 2002; Miller and Van 
Horn, 2007). Furthermore, such studies have found that indi
vidual variations in brain activity could not be attributed to 
random noise because the pattern for an individual is stable 
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over time. Understanding these individual differences in 
brain activity has not only significant theoretical implications 
but also pragmatic implications for the Army in trying to 
understand how individuals respond to and remember events 
in battlefield and nonbattlefield situations and in character-
izing the mental traits of individual soldiers and officers.

Individual variability in brain activity could come from 
one or two things that are not mutually exclusive. One pos-
sibility is that individual differences in brain anatomy and 
physiology lead to extensive differences in brain activity 
(for example, as measured by the BOLD signal in fMRI) 
despite the tremendous efforts undertaken to normalize 
brain spatial variability to a standard spatial representation. 
Structural differences in brain anatomy and physiology take 
many forms. It is known, for instance, that the size and shape 
of individual brains can vary greatly, and genetic markers 
associated with this variability have been found (Tisserand 
et al., 2004). There are also well-documented individual 
differences in the tissue structure of specific regions of the 
cerebral hemispheres (cytoarchitectonics) and in the orien-
tation and location of specific fissures and gyri (Rajkowska 
and Goldman-Rakic, 1995). Theoretically, these regions are 
spatially normalized in fMRI analyses using sophisticated 
algorithms so that brain regions are consistent across sub-
jects, but some differences have been shown to exist even 
after extensive spatial normalization. Other structural differ-
ences may also exist, despite the fact that brain development 
is generally universal (Kosik, 2003; Rakic, 2005). 

How anatomical differences affect cognition is not well 
understood, but there are intriguing possibilities. For example, 
the size and location of the planum temporale is thought to 
affect language processing (Hutsler et al., 1998). Other recent 
studies have linked individual differences in white-matter 
connectivity to individual differences in cognition (Baird 
et al., 2005; Ben-Shachar et al., 2007). Understanding the 
extent to which structural differences account for variability 
among individuals in brain activation will greatly enhance our 
knowledge and understanding of individual minds, allowing 
human–system interfaces to be better tailored.

The second possible source of variability in brain activ-
ity is individual differences in cognitive styles, abilities, and 
strategies. These differences, which appear important to how 
individuals perform many cognitive tasks, often can be cor-
related with significant differences in BOLD activity, despite 
procedural efforts to constrain and control the psychological 
state when test subjects are performing the same experimental 
task. For example, a recent study found that brain activations 
underlying a standard memory task were extremely variable 
from subject to subject. These differences extended well 
beyond spatial normalization or relatively small differences 
in the location of brain structures (Miller et al., 2002). A sig-
nificant portion of this variability correlates with differences 
in retrieval strategies (Donovan et al., 2007). 

Episodic memory, which relies on an extensive 
hippocampal-cortical network for the consolidation, storage, 

and utilization of information, provides a useful model for 
understanding how individual differences in cognitive style 
and strategy may affect patterns of activations (Tulving, 2002; 
Squire et al., 2004). A hypothesis supported by patient studies 
and animal models is that the hippocampus is not involved in 
the permanent storage of information per se but rather serves 
to facilitate consolidation of a distributed cortical memory 
trace. A principal characteristic of this distributed network is 
that it allows the rapid and flexible formation of multimodal 
memories. In this emerging picture of brain activity, episodic 
retrieval makes use of several distinct brain regions, some of 
which may be involved in the cognitive processing that is 
peripheral to the actual retrieval of stored information. The 
same individual may, at particular times, differentially engage 
those brain regions based on the context and strategy of the 
moment. One potential implication of this architecture is that 
the same behavioral outcome—such as an “old” response 
on a recognition test—could be based on distinct sets of 
information and distinct combinations of neural circuits 
in two different subjects. The recent development of new 
neuroimaging techniques that enable the systematic study of 
individual differences in brain activity can be used to improve 
understanding of the optimal brain activity that underlies, for 
example, optimal performance on the battlefield or in other 
demanding environments and task contexts.

To improve the assessment of individual soldiers, 
research programs should systematically investigate the 
structural and cognitive factors that may account for the 
extensive individual variability that has been observed in 
brain activity across normal subjects using fMRI. Three basic 
questions need to be answered:

•	 Why do individuals’ patterns of brain activity differ 
so much from each other?

•	 Can individual differences in brain activity be 
accounted for by differences in anatomy or physiol-
ogy? Can information about individual brain activity 
be indicative of limitations and constraints in the 
kinds of cognitive strategies and skills that a particu-
lar individual is capable of or tends to engage in?

•	 Can individual differences in brain activity be 
accounted for by differences in cognitive style and 
strategy? Can information about individual brain 
activity be used to assess the thought processes of 
individuals engaged in a variety of tasks?

Identifying Conceptual Change in Individual Learning

The potential utility for the Army of monitoring indi
vidual differences in brain activity to track and evaluate 
individual learning can be illustrated by recent work in cor-
relating differences in brain activity with success in assimi-
lating a basic concept of physics that is nonintuitive. Teachers 
and researchers have found that beginning physics students 
retain a naive “impetus” theory of motion that differs from 
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the fundamental concepts of force and motion central to 
Newtonian physics. Many physics courses may be needed 
before the Newtonian concepts become a student’s “natural” 
way of seeing the world (Clement, 1982; McCloskey, 1983; 
Mestre, 1991). 

A number of studies have examined the degree to which 
major changes (through either education or experience) in 
the way people view the world can be captured using fMRI. 
Recently, fMRI has been used to compare the brain activity 
patterns of students who had taken no high school or col-
lege physics with the patterns of students who had taken at 
least five college-level physics courses (Dunbar et al., 2007). 
Students were shown similar movies of two balls falling at 
either different rates or at the same rate. The students were 
asked whether the movie they viewed was consistent or not 
with their expectations. The researchers were particularly 
interested in movies where balls of different sizes (and there-
fore different apparent mass) either fell at different rates (as 
expected in an “impetus physics” view) or fell at the same 
rate (as expected in a “Newtonian physics” view). The fMRI 
data showed that a particular brain region associated with 
error detection, the anterior cingulate cortex, was activated 
in the nonphysics students when they saw the balls of dif-
ferent sizes drop at the same rate, while the same region was 
activated in physics students when they saw the balls drop at 
different rates. Conversely, neither group showed the char-
acteristic error detection activity when the movie they saw 
fit the expectations of their engrained physics concepts. The 
researchers concluded that the physics students had indeed 
fully assimilated the Newtonian concepts. In the context of 
Army applications of neuroscience, this example illustrates 
how fMRI could be used as an indicator of whether soldiers 
have learned and assimilated key concepts fully enough to 
act on them instinctively. 

Monitoring and Predicting changes in 
Individual Performance Efficiency

This section begins by outlining some conditions in 
which neuroscience approaches may be useful in assessing 
changes in the performance efficiency of individual soldiers 
that are due to the stresses of extreme environments and com-
bat operations. Advantages and disadvantages of potential 
neuroscience approaches are illustrated with a few examples. 
Finally, short-, medium-, and long-term opportunities for 
Army R&D on these approaches are discussed.

The Effects of Environmental Stressors on  
Individual Performance

Extreme environments, including but not limited to 
combat environments, are characterized by the high demand 
they place on physiological, affective, cognitive, and social 
processing in the individuals exposed to them. In short, the 
stressors present in extreme environments strongly perturb 

the body and mind, which in response initiate complex cogni-
tive and affective coping strategies. Research on expedition 
members, soldiers, elite athletes, and competitors in extreme 
athletic events provides substantial evidence that exposure to 
extreme situations profoundly affects performance. Different 
environmental stressors can place different demands on indi
viduals or groups exposed to them. For example, exposure 
to extreme cold during an Antarctic expedition may result in 
social deprivation, whereas exposure to combat may result 
in affective overload. However, beyond these differences in 
response that correspond to differences in the environmental 
stressors, individual cognitive and affective responses to the 
same stressor vary just as widely. 

Neuroscience offers some distinct advantages over 
behavioral assessment or self-reporting for assessing and 
even predicting how an individual’s baseline performance 
is affected prior to, during, and following exposure to a par-
ticular environmental stressor. One key limitation of standard 
self-reports and observer reports is their limited ability to 
predict future behaviors. Moreover, a number of studies have 
shown that individuals do not always report their current 
psychological, mental, or emotional status accurately (Zak, 
2004). Although there is still no single neural measurement 
tool that can unequivocally replace self-reporting, the cur-
rent tools can depict an individual’s status more fully, as a 
complement to, rather than a replacement for, self-reporting 
and behavioral assessments. Moreover, recent insights enable 
researchers to parse cognitive and emotional processes into 
more basic modules such as attention, working memory, 
cognitive control, and others. These modules can be assessed 
efficiently and quantitatively by linking behavioral para-
digms to measurements made with electroencephalography, 
fMRI, or other imaging modalities. 

Finally, behavioral tasks that have been developed 
recently for use with these imaging modalities are parametric 
in the sense that the imaging results can be used to quantify 
the degree to which performance is altered. Quantifying 
the degree of underperformance (the performance deficit 
relative to the individual’s baseline) is crucial to designing 
and administering countermeasures. (Chapter 5 discusses in 
more detail some countermeasures to stressors that degrade 
soldiers’ cognitive performance.) 

A major challenge for neuroimaging used in this way 
is to determine its sensitivity and specificity for monitor-
ing performance in extreme environments.� Thus far, most 

�As discussed in Chapter 2, sensitivity and specificity have rigorous 
definitions that apply here. Thus, “sensitivity” measures the proportion of 
the actual positive cases that a test identifies as positive. Mathematically, it 
is the ratio of true positive test results to the sum of the true positive tests 
and the false negative tests (false negatives should have been positive). 
“Specificity” measures the proportion of actual negative cases that the test 
identifies as negative. It is the ratio of true negative test results to the sum 
of the true negative tests and the false positive tests (false positives should 
have been negative). The aim of having a test with both high sensitivity and 
high specificity is to identify all the positive cases efficiently while also 
distinguishing positive from negative cases.
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imaging studies have revealed intriguing results on a group-
averaged level. But a key goal of a neuroscience-based 
 approach to quantifying behavior and performance is greatly 
improved ability to predict the future behavior of individuals 
 (individual-specifi c prediction). It is not enough to predict 
the distribution in performance of a group (or parameters 
of that distribution such as the average performance or a 
 “normal range”). The goal is to predict which individuals will 
perform well and which will not, and even why indi viduals 
perform as they do. Recent results from neuro imaging 
 studies indicate that such predictions are possible. Most 
imaging studies have demonstrated large effect sizes, which 
supports the idea that differences among individuals and at 
different times for the same individual may be large enough 
to be meaningfully measured.

The next step is to determine if neuroimaging or other 
neuroscience approaches that combine sensitivity and high 
specifi city can be used to generate quantitative predictions of 
individual behavior in response to environmental stressors. 
To be more useful as a predictor of performance than cur-
rent approaches, neural monitoring methods such as neuro-
imaging need to track performance states closely, including 
considering whether or not the individual is self-reporting a 
change in performance and whether or not the self-reporting 
is as accurate as objective measures of performance. To be 
useful for identifying (and eventually predicting) perfor-
mance defi cits that are due to extreme environments, the 
neural monitoring methods must do more than distinguish 
poor-performing individuals from normal performers. They 
must also consistently distinguish altered activity from nor-
mal activity in specifi c brain structures of those individuals 
who subjectively report performing at normal levels but 
whose performance has deteriorated by objective measures. 
The last-mentioned capability will enable the identifi ca-

tion of individuals whose performance in future missions 
is at high risk of deteriorating, as well as the identifi cation 
of  design factors for military equipment. The example in 
Box 3-1 illustrates the potential of neuroscience methods to 
make such predictions.

soldier selecTioN aNd assessmeNT

Currently the Army selects most of its individual sol-
diers using two basic tests, both administered by the Depart-
ment of Defense: the Armed Services Vocational Aptitude 
Battery (ASVAB), for selecting enlisted personnel, and the 
Scholastic Aptitude Test (SAT), for selecting offi cers. These 
tests are used for assessing both an individual’s fi tness for 
the Army and his or her suitability for specifi c assignments. 
Neither test assesses personality traits or neuropsychological 
traits of applicants.

There has been little attention to how the Army could 
select, from a general pool of applicants, those individuals 
who, by inherent or acquired ability, would add value to a 
particular unit. Even for assignments that require expensive 
and specialized training, the Army knows little about a 
candidate’s neuropsychological traits before that individual 
starts training. Little is known about how to identify soldiers 
whose individual traits would enhance the performance of 
a unit to which they could be assigned. Indeed, for many 
high-performance assignments, one cannot state with cer-
tainty which psychological or behavioral traits correlate with 
superior performance. For example, the training for an attack 
helicopter pilot costs about $225,000, but candidates for this 
training are selected today largely on their expressed interest 
in becoming an attack helicopter pilot rather than on their 
ability or fi tness for this high-value assignment. 

At present, the Army has low washout rates even for 

BoX 3-1 
Predicting Future Behavior in extreme environments

 Imaging techniques could be used to detect individuals who are at high risk for experiencing deterioration of performance on future Army missions. 
Paulus et al. (2005) used fMRI to scan the brains of 40 methamphetamine-addicted men who had been sober for 3 to 4 weeks. This imaging technique 
can map brain regions involved in specifi c mental activities. Scans were performed while the men were involved in a decision-making task to identify 
brain regions stimulated by the task. Approximately 1 year later, the researchers correlated the fMRI results with subsequent drug abuse in the 18 men 
who relapsed and the 22 who remained abstinent (drug-free). 
 In the scans made at the beginning of the study, the scientists observed low activation patterns in the brains of some of the men in structures that 
are known to participate in making decisions. These regions were the right middle frontal gyrus, the right middle temporal gyrus, and the posterior 
cingulate cortex. Lower activity in these structures correlated with early relapse to methamphetamine use. The scans also showed that reduced activa-
tion in the insula and the dorsolateral prefrontal, parietal, and temporal cortices correlated with drug relapse in 94 percent of cases. By comparison, 
signifi cant activation in these same regions correlated with nonrelapse in the 86 percent of the men who remained abstinent after 1 year. Thus, the initial 
brain scans provided an indicator of which individuals were at greatest risk of relapsing and which were at least risk. Furthermore, these differences 
in activation pattern show both specifi city and sensitivity as a predictive indicator for risk of relapse. 
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difficult jobs because trainees are free to repeat the train-
ing sequence until they are able to meet minimum perfor-
mance requirements. Less than 5 percent of helicopter pilot 
trainees, for example, wash out of training. This approach 
obviously increases training costs. It may also reduce unit 
performance; a soldier who requires three times longer than 
average to achieve minimal standards of proficiency during 
flight training may or may not be a good helicopter pilot. At 
the moment, however, the Army has no validated means of 
measuring how this approach affects unit performance. 

Current Enlisted Soldier Selection 

The ASVAB, which is administered to roughly 500,000 
applicants each year, is a computer-administered multiple-
choice test with two components: the Armed Forces Qualifi-
cation Test (AFQT) and five subject area tests. The goals of 
the AFQT are to predict the likelihood of service completion 
by the applicant and to predict overall performance. The 
AFQT has four parts: word knowledge, paragraph compre-
hension, arithmetic reasoning, and mathematics knowledge. 
AFQT scores are percentile rankings that have been normed 
to the ASVAB applicant pool and are correlated with the 
likelihood that the applicant will complete a 2-year tour of 
duty. The higher the score, the more likely the applicant is 
to complete that tour. Interestingly, the AFQT prediction of 
tour completion is most accurate for applicants who hold a 
traditional high school diploma. The AFQT score is a poor 
predictor of tour completion for applicants who did not 
graduate from high school or who have a graduate equiva-
lency diploma.

To address the limitations of the AFQT, the Army 
Research Institute (ARI) has developed an alternative test 
for candidates who did not complete high school. This 
“noncognitive” test, called the Assessment of Individual 
Motivation (AIM), was designed to assess conscientiousness, 
stress tolerance, and openness to new experiences. The AIM 
in combination with a measure of body mass index is called 
the Tier Two Attrition Screen and is now in limited use as a 
complement to the ASVAB. 

The second part of the ASVAB consists of five tests of 
the applicant’s factual knowledge in general science, auto-
mobile and shop information, mechanical comprehension, 
electronics information, and assembling objects. The scores 
on these tests by soldiers who have successfully completed 
a tour of duty in a particular area of specialization are used 
as a benchmark or score profile that is associated with suc-
cessful tour completion in that area of specialization. The 
score profiles are used by recruiters and recruits as guides 
to a recruit’s likely job performance when the recruiter and 
recruit together select an area of specialization. Essentially, 
the score profiles from the five subject tests are derived by 
simple linear regression. Their actual predictive power is 
low compared with that of best practices in the vocational 
assessment and training community.

Advanced Soldier Selection Tools

For many high-value soldier assignments, the ASVAB 
may only weakly predict how long it will take to train a 
recruit, how likely the recruit is to complete a tour of duty, 
or even whether he or she will be effective in the assign-
ment. The Army recognizes the poor predictive power of the 
ASVAB and has commissioned ARI to construct secondary 
selection tests for a number of high-value specialties that 
call for a substantial investment in training. There are now 
specialized selection tests for helicopter pilots, improvised 
explosive device (IED) detection experts, Special Forces, 
drill sergeants, and recruiters. In general, ARI has developed 
these specialized selection tests as psychological tests. 

By developing and using these tests as selection tests—
even if only to a limited extent—the Army has in fact imple-
mented a screening process for those interested in certain 
high-value assignments. For example, the helicopter pilot 
test allows some recruits to become helicopter pilots and 
excludes others from the required training. The question, 
then, is not whether applicants should be screened, at least 
for demanding and high-value positions, but rather how well 
the screening instruments do their job. To date there appears 
to have been little effort to ensure that these tests have both 
specificity and sensitivity with respect to predicting actual 
performance.

To illustrate the state of practice in Army selection test-
ing and highlight the challenges where neuroscience-based 
approaches can help, the discussion will focus on the Army’s 
current test for helicopter pilots, the Alternate Flight Aptitude 
Selection Test (AFAST) and the test proposed as its replace-
ment. After taking the ASVAB, Army recruits who want to 
train as helicopter pilots are invited to take the AFAST, which 
is a computer-based test. The Army uses the AFAST score 
to assess the suitability of the recruit for flight training. Two 
factors limit the effectiveness of the AFAST as a screening 
tool. First, the security of the AFAST has been compromised; 
answers to the test can be found on the Internet. Second, 
according to the briefing ARI gave to the committee, the 
AFAST has almost no predictive ability.�

In recognition of the limitations of the AFAST, ARI was 
tasked with developing an alternative, the Selection Instru-
ment for Flight Training (SIFT). As an instrument for soldier 
selection, the SIFT model is based more closely than AFAST 
on the selection techniques used in private industry, although 
it is still limited to conventional behavioral testing. The SIFT 
is a secure test that measures, among other things, a number 
of personality features, perceptual speed and accuracy, and 
flexible intelligence. It has almost triple the predictive accu
racy of the AFAST for helicopter pilot selection, based on 
subsequent pilot performance and aptitude evaluations by 
peers and instructors. The SIFT score has not yet been cor-
related with in-theater performance of helicopter pilots who 

�Lawrence Katz, research psychologist, Army Research Institute, briefing 
to the committee on April 28, 2008.
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took it prior to training. Unfortunately, there are no definite 
plans to gather the data to establish this correlation, a final 
assessment that is critical for such a tool. 

Despite its advantages over the AFAST, the SIFT 
nevertheless lacks any neuropsychological measurements, 
nor does it look at neurochemical or genetic indicators of 
neuropsychological traits. ARI does not have expertise in 
these neuroscience-based measurements. Enhancing the 
SIFT by giving it the ability to identify established neuro
psychological correlates of the personality and cognitive 
traits characteristic of highly successful helicopter pilots 
would greatly improve its value as a screening instrument. 
For example, research has found that individuals whose 
hypothalamo-pituitary axes are highly reactive to stress are 
unlikely to complete Navy SEAL training (Taylor et al., 
2006, 2007). However, such information is not yet used by 
the Army in its recruit assignment process. 

Even after advanced selection instruments have been 
developed, implementing them throughout the Army will be 
a challenge. Recruiting stations throughout the United States 
must be able to administer specialized selection tests like 
the SIFT, whose implementation cost has been estimated at 
roughly $200,000. Although this implementation cost is less 
than the cost of training a single helicopter pilot, ARI has not 
yet succeeded in getting the SIFT implemented generally in 
the recruitment process.

A similar project is under way to improve the test instru
ment used for identifying trainees in explosive ordnance 
disposal. This project, which is conducted jointly by ARI and 
the Joint Improvised Explosive Device Defeat Organization, 
was not evaluated by the committee because it involves clas-
sified information.

Neuropsychological Testing in the Army:  
The Automated Neuropsychological Assessment Metrics

The only Army testing instrument that contains sig-
nificant elements of neuropsychology and cognitive neuro
science is the Automated Neuropsychological Assessment 
Metrics (ANAM). ANAM evolved from a series of neu-
rological assessment tools initially developed during the 
Vietnam war. The goal was to develop behavior-based tests 
for determining whether the cognitive capability of a soldier 
had been impaired by exposure to a chemical agent and for 
testing protective agents for side effects. A group of such 
tests was consolidated by a multiservice group into what 
later become the ANAM. In its current form, ANAM is a 
computerized neuropsychological battery of 30 test sets, 
some of which have not been normed. ANAM support and 
development are currently under the direction of the Center 
for the Study of Human Operator Performance at the Uni-
versity of Oklahoma. 

An ANAM assessment ranges from simple tests of 
reaction time to dual-task interference tests, which are useful 
for assessing executive function. The test sets are essentially 

standard neuropsychological tests packaged for easy analysis 
and administration. A tester first selects a number of test sets 
from the battery. The test sets might, for example, be selected 
to gain a baseline assessment of the neuropsychological 
functioning of an individual or to allow the state-specific 
assessment of neuropsychological function. For example, the 
ANAM can be used to assess mental function after a concus-
sion, after a period of sleep deprivation, or after exposure to 
pharmacological agents. ANAM test sets can also be selected 
to obtain a clinical assessment of medical disorders such as 
Parkinson’s disease or Alzheimer’s disease.

The high incidence of IEDs on the contemporary 
battlefield has heightened the interest of the Army’s mission 
commanders in ANAM. A number of commanders have 
instituted predeployment baseline testing for all their troops 
with a subset of ANAM well-suited for identifying neural 
function changes caused by traumatic brain injury. Such 
testing allows for comparing an individual’s neurological 
functioning before and after exposures that increase the risk 
of traumatic brain injury, such as the blast from an IED. The 
ANAM support center estimates that over 50,000 troops were 
screened before deployment in 2008. 

Summary: Status of Soldier Selection and Assessment 
and the Potential for Neuroscience-Based Improvements

The ASVAB, which the Army currently uses to assess 
the fitness of most candidate recruits for the Army and 
their suitability for specific assignments, does not assess 
personality traits or neuropsychological traits. Even in the 
case of high-value assignments for which the Army must 
make a substantial investment in training, trainees are free 
to repeat the training sequence until they can meet minimum 
performance requirements, and the Army knows little about 
a candidate’s neuropsychological traits before the training 
begins. 

To address limitations in the ASVAB, the Army has 
developed a complementary test that attempts to assess a few 
basic behavioral traits considered valuable for completing a 
tour of duty, such as conscientiousness, stress tolerance, and 
openness to new experiences. For a number of high-value 
specialties, the Army uses screening tests, but the specific-
ity and sensitivity of these tests have not been evaluated as 
predictive of performance in the specialties for which they 
are used. Even when a screening test that incorporates con-
ventional behavior-based factors—for example, the SIFT for 
helicopter pilot training—has been developed to replace an 
older test with much less predictive power, the Army has not 
incorporated the improved test in its recruitment process. 

The problem is that even improved tests like the SIFT do 
not measure the neuropsychological traits that neuroscience 
research has been identifying. Based on the progress seen 
when neuropsychological indicators are applied in voca
tional settings, adding fairly simple neuropsychological 
testing to the current mix of soldier assessment techniques 
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appears likely to improve soldier selection immensely, 
particularly for high-value assignments where the training 
investment is high and individual performance is critical to 
the accomplishment of a unit’s mission. 

The ANAM, which is currently deployed and being 
administered to assess neural function, seems a natural 
starting point for expanding the Army’s selection of testing 
instruments. As more and more soldiers are screened with 
ANAM before being deployed in combat theaters, the Army 
is building a large experience base that, if captured in an 
analytically useful medium, could provide essential feedback 
for improving recruit selection processes. If the Army can 
identify soldiers who excel in their areas of specialization, 
it could use their ANAM test data to identify characteristics 
common to high performers but less likely to be found in 
lower-performing individuals in that area of specialization. 
The ANAM data could thus be used to develop a set of tools 
for relating neuropsychological assessments to mission 
performance.

Monitoring and Predicting  
Social and Group Interactions

The Scope of Social Neuroscience

Most of a soldier’s actions involve other people, includ-
ing fellow soldiers, commanders who are giving orders, the 
enemy, and noncombatants. Recent findings in social neuro-
science can inform and improve Army training, tactics, and 
leadership for dealing with these social interactions. 

Social neuroscience, also called social cognitive neuro-
science, investigates the neurophysiological basis for social 
behaviors. Topics examined are those traditionally studied in 
social psychology, including attraction to others and attach
ment, altruism, speech recognition, affiliation, attitudes 
toward other individuals and groups, empathy, identification 
of others, kin recognition, cooperation and competition, self-
regulation, sexuality, communication, dominance, persua-
sion, obedience, morality, contagion, nurturance, violence, 
and person memory. Social neuroscience research integrates 
information about a person’s physiological state, social con-
text, experience, and cognition to understand his or her social 
behaviors. Studies in social neuroscience draw heavily on 
findings from affective neuroscience, as many studies have 
shown that social behaviors have a strong affective (emo-
tional) component (Ochsner and Lieberman, 2001). What 
social neuroscience adds is explicit attention to brain activity 
and neurophysiology when studying social behaviors.

The techniques used to measure brain activity directly 
during experiments involving social tasks include mag-
netic resonance imaging generally and fMRI in particular, 
computerized tomography, electroencephalography and 
magnetoencephalography, positron emission tomography, 
transcranial magnetic stimulation, and event-related 
potentials. Other techniques are used as surrogates for brain 

activity: electrocardiography, electromyography, galvanic 
skin response, eye tracking, and genotyping. Still other 
methods used in social neuroscience include drug infusion 
studies, comparisons with patients who have neurologi-
cal disorders or focal brain lesions, and comparison with 
animal models. 

Although it is difficult to measure brain activity in a 
laboratory setting during natural social interactions, tech-
niques that approach a natural interaction have been devel-
oped. For example, Montague developed a technique called 
“hyperscanning” to simultaneously measure brain activity 
using fMRI while two or more people interact (Montague et 
al., 2002). More simply, brain activity can be monitored in 
one person while he or she interacts in real time with one or 
more individuals whose brain activity is not measured (see, 
for example, Eisenberger et al., 2003). Many studies use a 
computer-simulated “person” with whom the study subject 
interacts without knowing the interaction is with a computer-
based simulation. This approach appears to activate the same 
brain regions associated with actual social behavior (see, for 
example, McCabe et al., 2001).

Relevance of Social Neuroscience to the Army

There are numerous psychosocial factors that contribute 
to stress in the armed forces, including unpredictability of 
danger, concern about resiliency and sustaining performance 
in combat, inability to control situations, separation from 
family, recovery from injury, death or injury of comrades, 
even the anticipation of returning to civilian life. As the 
neurophysiological conditions that correlate with and per-
haps underlie the behavioral and psychological (“mental 
experience”) responses to these and other psychosocial 
factors are uncovered, it will become easier to understand 
both their detrimental (stressing) and beneficial (stimulat-
ing) consequences. This section highlights several of many 
applications where research using the methods of social 
neuroscience is likely to produce results of value to Army 
training and learning.

Using the methods of social neuroscience, tasks with 
structured, well-defined parameters of interaction can be 
used to gauge an individual’s commitment to group goals 
while studying the brain processes associated with indi-
vidual goals. When the group in question is an Army unit 
or a surrogate for one, this approach can provide an objec-
tive measure of effective training and an individual’s likely 
performance as a team member. By adding factors to the 
structured interaction—for example, time constraints on 
decisions, sleep deprivation, environmental stressors, or 
gunshots and other disturbances typical of combat—group 
cohesion under stress and the neuropsychological correlates 
of the observed behaviors can be examined for insights into 
whether and why cooperation is sustained or fails. Adding 
neuroscience methods and understanding to established 
techniques for training and evaluating group interactions and 
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unit performance can improve the diagnostic and predictive 
value of current practices.

Behavioral measurements obtained through the use of 
structured interactions, such as measurements based on game 
theory constructs, can predict how soldiers in a particular unit 
will interact and respond during combat as well how they will 
interact and respond within their unit or with other “friendly” 
groups. Behavioral measurements can be structured to 
 emphasize cooperation, competition, punishment, or a blend 
of all three. Many structured interactions, or games, have 
been formulated and studied in the context of behavioral eco-
nomics for small groups (two to four players). A challenge 
for the Army will be to extend the results to larger groups in 
contexts that refl ect different points along the full spectrum 
of warfare. The tasks can be modifi ed to better relate to a 
fi eld operation, while incorporating the basic structure of a 
formal game whose behavioral and neurological aspects have 
previously been established and confi rmed. 

Social neuroscience research on leadership is a nascent 
effort that could inform the training of both offi cers and the 
soldiers under their command. For example, characteristics 
of leaders under stress can be studied with the methods of 
social neuroscience as can the impact of a specifi c leader’s 
characteristics on the performance of those he or she leads. 
Behavioral game theory uses insights from human behavior 
to improve decisions (Camerer, 2003), and, as discussed 
above, the neural correlates of effective decision strategies 
are now being mapped. One direct application of this work 
would be to teach leaders some of the fi ndings from experi-
ments in behavioral game theory in order to improve their 
awareness of the factors that infl uence their own decision 
making behavior as well as that of others. Understanding 
the behavioral and psychological factors in how choices are 
made, including the brain mechanisms that support effective 
choices, can contribute to improving the performance of 
Army offi cers and the training regimens for soldiers.

As described in Chapter 8, an important trend in long-term 
research is the continuing discovery of performance indicators 

that can be linked to neural state, including biomarkers such 
as the small biomolecules involved in brain functioning that 
are relatively easy to monitor. Recent research has shown that 
when an individual receives an intentional and tangible signal 
of trust from another individual, the brain releases one of these 
biomolecules, the neuropeptide oxytocin (OT) (Kosfeld et al., 
2005; Zak et al., 2005). OT has been shown to reduce anxiety 
(Heinrichs et al., 2003). It has been known for some time 
that OT is associated with bonding to offspring and spouses. 
Moderate stress also  induces the release of OT, but fear and 
great stress inhibit it. By knowing this brain target, training 
could be redesigned to induce OT release.

Another aspect of social neuroscience relevant to leader-
ship training concerns the neurophysiological correlates that 
are being identifi ed for the cognitive constructs by which we 
interact with other persons as conscious agents. This attri-
bution of a “mind” to others is referred to as the theory of 
mind (ToM), whereby in order to understand another person 
and respond to his or her behavior, an individual assumes 
the other person has a conscious mind directing his or her 
observed behavior (see Box 3-2). 

A large number of studies have allowed brain processes 
related to ToM attributions to be localized to specifi c cor-
tical regions (Gallagher and Frith, 2003). Neurophysical 
monitoring techniques can be used to determine whether 
these regions of the brain are activated during Army-relevant 
activities—for example, battle simulation training—to opti-
mize soldier learning and retention. The brain’s ToM regions 
also appear to be active during moral judgments (Young et 
al., 2007). Neural processes in these regions may affect deci-
sions soldiers make when they apply the Uniform Code of 
Military Justice to combatants and noncombatants. Thus, the 
techniques of social neuroscience can be adapted to monitor 
trainee responses in unaccustomed or problematic situations, 
to improve training, and to test retention of leadership, group 
dynamics, and moral judgment skills.

Social neuroscience methods can also enhance 
Army- relevant research on how group dynamics affect 

BoX 3-2 
Theory of mind

 ToM, a construct that was introduced by Premack and Woodruff (1978) to characterize the mental ability of higher apes, refers to the ability of 
individuals to attribute independent mental states to self and others in order to explain and predict behavior (Fletcher et al., 1995). This approach 
has been particularly important to characterize cognitive development in children (Frith and Frith, 2003) and dysfunction of cognitive development in 
autism and autism spectrum disorders (Happé et al., 1996) as well as in psychosis (Doody et al., 1998). More recently, several conceptual connections 
have been made between ToM and other important psychological constructs. For example, it appears that the neural representation of self (Happé, 
2003) and, more generally, self-generated beliefs (Leslie et al., 2005) are closely related to the ability of ToM. This proposition is supported by some 
imaging studies that suggest the importance of the medial prefrontal cortex as part of both self-relevant as well as ToM-related processing (Wicker 
et al., 2003). Therefore, ToM is an important construct that can be used to examine one’s ability to infer mental states, related to self, and beliefs but 
more important is accessible to experimental modulation using neuroscience approaches.
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an individual’s ability to process information and make 
choices based on that information. Most army operations 
involve soldiers trained to operate as a team. However, in 
most studies—fMRI, positron emission tomography, and 
magnetoencephalography—of neural information process-
ing the subjects are isolated from other persons, and the study 
is not designed to assess differences in performance related 
to the influence of other team members. 

With the increasing importance of network-centric 
concepts in planning for the future Army, an important issue 
is the performance of individuals operating as a de facto 
team that results from being connected by communications 
links. Social neuroscience methods and insights can help to 
answer two questions raised by these network-created team 
situations:

•	 Do soldiers respond more efficiently to perceived 
human–human communication than to machine–
human communication?

•	 What is the most efficient size (number of members) 
needed by a particular team to respond to a specific 
threat?

Recent findings suggest that a person interacting with another 
person over a communications link has a different pattern of 
brain area activation than a person interacting with a com-
puter. In the human–human situation just the dorsolateral 
PFC is likely to be stimulated, whereas in machine–human 
interaction the medial PFC also becomes activated (McCabe 
et al., 2001). 

Based on this work, neuroimaging experiments could 
indicate whether military operators are receiving informa-
tion from a computer-based system or from another person. 
In these experiments, which would combine behavioral 
monitoring and neuroimaging, key variables would be the 
nature (human or machine) and number of communication 
channels. One hypothesis is that the responses of team mem-
bers may vary significantly if, under information overload, 
they begin to attend in different ways to communications 
perceived to come from human counterparts and to com-
munications perceived to come from computers, depending 
on the degree of confidence they have in the two sources. A 
competing hypothesis is that the team members will in fact 
operate more efficiently if their sense of social interaction 
with other humans increases their trust in the information 
received and encourages them to be concerned about the 
likelihood of low-probability, high-consequence events. 

To explore optimal team size for these de facto teams, 
experiments could be framed to examine how individuals 
prune their information load to concentrate on what they 
perceive to be essential. For example, does a small-world 
network structure emerge, in which there are highly inter
connected groups with sparse connections between groups? 
(In this type of network structure, each node has a low 
number of connections compared with the total number 

of possible connections if every node is fully linked with 
every other node in the net, but information can pass rap-
idly between any two nodes in the net.) This question also 
arises when attempting to maximize the efficiency of road 
networks, and such research might reveal that in some cases 
adding a communications channel would actually impede 
overall information flow. 

Summary 

Neuroscience techniques (neuroimaging, physiological 
measures, biochemical assays of brain function) can be 
used to measure the training status of individual soldiers. 
Specifically, these techniques can be used to determine 
(1) functional status, (2) recovery time, or (3) level of 
training. The sensitivity, specificity, and accuracy of these 
approaches are unknown and require further research. Thus, 
a primary short-term goal for the Army should be to conduct 
this research, which will allow for assessing the training 
status of soldiers. These efforts should last a relatively short 
time (<5 years).

There is emerging proof of principle that neuroscience 
techniques could be useful not just for short-term predictions 
about outcomes and behaviors but also for predicting the 
performance, behavior, and potential of individuals over the 
long term. It is not clear which targets would be most valu-
able for the Army—for example, the best target population 
and what outcomes the Army should be most interested in. 
Close collaboration between neuroscience laboratories and 
Army leadership would help to develop a common agenda 
that would benefit both communities. First, the Army would 
improve its ability to predict performance and, second, the 
laboratories would obtain further proof of principle of the 
practicality of their methods. A collaborative effort could be 
viewed as a long-term initiative with high potential payoff 
over the next 10 years.
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4

Optimizing Decision Making

Extensive work in the behavioral sciences and neuro
science over the past decade has highlighted two realities 
that confront any organization that relies on decisions made 
by its members. First, decision making by humans is often 
suboptimal in ways that can be reliably predicted—and 
sometimes remediated with training (e.g., Kahneman and 
Tversky, 1979; Ariely, 2008). If a decision maker is explic-
itly told to make decisions that “maximize financial gain on 
average” or to “minimize human casualties on average” and 
fails to do so in a systematic way, social scientists consider 
the outcome to be a result of suboptimal or inefficient deci-
sions. For example, humans make errors in the ways that they 
estimate the probabilities of events, react to heavy losses, 
and deal with ambiguous situations (Kahneman and Tversky, 
2000). Suboptimal decision making has been identified in 
financial circles where billions of dollars are at stake, and it 
undoubtedly occurs in the Army as well. 

Second, individuals differ predictably in their decision 
making (see, for example, Wu and Gonzales, 1998). These 
differences can be highly idiosyncratic and are likely tied to 
stable, long-term traits of personality, physiology, and neu-
rology (see, for example, Weber et al., 2002). This variability 
in decision making can make an individual better suited for 
one particular task and less well suited for another. 

At present, the Army neither seeks to measure, in a 
formal way, deviations from optimal or efficient decision 
making nor attempts to characterize the stable individual 
differences that shape a particular soldier’s decision making. 
This chapter explores ways in which current and emerging 
insights from neuroscience, together with neural monitoring 
tools such as neuroimaging, can help the Army to optimize 
the decision making of its soldiers and officers in both these 
senses: first, by identifying and providing countermeasures 
to suboptimal decision making and, second, by identifying 
and making optimal use of individual variability in decision-
making traits.

The Sources of Suboptimal Decision Making

Consider a basketball coach who must transport his team 
to a distant city and must choose between flying and driving. 
If he chooses to drive because he believes he is minimizing 
the risk to his players, he has made a suboptimal decision. 
Because flying is statistically safer than driving, he is expos-
ing his players to more risk by driving. Indeed, purely from 
the perspective of rational risk management, even if his team 
were involved in an aviation accident, he would have made 
the right decision if he had decided to fly. 

The Army could do much more than it currently does to 
study and correct suboptimal decision making using the full 
range of neuroscience, including the behavioral and systemic 
levels. Leader training and assessment has not kept pace 
with advances in the science. Although decision making is 
critical to the conduct of warfare, no research unit within the 
Army focuses specifically on assessing or improving deci-
sion making by officers or enlisted soldiers at a behavioral 
or neurophysiological level. Even high-profile projects such 
as the Augmented Cognition project (a previous Defense 
Advanced Research Projects Agency (DARPA) project dis-
cussed in Chapter 6) have focused on how to present infor
mation rather than on ways to improve decision making per 
se. Because we now know that human decision making is 
predictably suboptimal in many situations, the Army must 
decide whether to optimize the force along this human 
dimension or ignore an emerging opportunity. Two classes 
of suboptimal decision making for which there is abundant 
recent behavioral literature will illustrate how much is at 
stake in choosing whether to seize on this new understand-
ing or ignore it.

Errors in Assessing Relative Risk

All decision making involves risk, and individuals have 
different tolerances for risk. As the eighteenth-century math-
ematician Daniel Bernoulli famously observed, a poor man 
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with a lottery ticket that has a 50 percent chance of winning 
$20,000 might very rationally trade that ticket for $9,000. On 
average, the lottery ticket he holds is worth $10,000, but he 
might choose not to take the risk. Of course how little he is 
willing to accept for the ticket reflects just how risk averse 
he is. Someone who is very risk averse might settle for a sure 
gain of $1,000 in return for the ticket; someone who is toler-
ant of risk might refuse even $9,900. The important point is 
that there is nothing suboptimal about any of these decisions 
for Bernoulli’s poor man. These different decisions reflect 
different tolerances for risk that might affect the suitability 
of an individual for a specific job, but scientists (unlike mis-
sion planners) must be silent on notions of optimality with 
regard to risk tolerance. Of course it may be that individuals 
who are more risk averse are better suited for peacekeeping 
missions and individuals who are more risk tolerant are better 
suited for frontline combat missions, but different tolerances 
for risk, from the point of view of optimality theory, simply 
represent different approaches.

The assessment of risk by individuals, however, is an 
area where the tools of optimal decision making can be 
brought to bear. Consider a commander ordered specifically 
to “minimize vehicle losses.” Real-life situations seldom 
provide clear-cut alternatives for which risks and benefits can 
be estimated with a high degree of certainty. But suppose that 
a commander has a choice between two plans for committing 
500 vehicles to an operation and that his staff has prepared 
the following best estimates of probable losses:

•	 For plan 1, there is a 2 percent chance that 50 vehicles 
will be lost.

•	 For plan 2, there is a 50 percent chance that 4 vehicles 
will be lost.

From a decision theoretic point of view, given the 
goal of minimizing vehicle losses, plan 1 is preferable. If 
100 commanders face this decision, all choose plan 1, and 
the probability estimates are accurate, the losses would be 
half what they would have been if all had chosen plan 2.� 
Despite the logic behind the probability estimates, behavioral 
research indicates unambiguously that most people would 
choose plan 2. For behavioral scientists, this preference 
reflects a standard feature of decision making, subjective 
probability distortion (Kahneman and Tversky, 1979). It is 
now abundantly clear that human decision makers see very 
small probabilities as much larger than they actually are (for 
an accessible review, see Plous, 1993). The financial industry 
is now beginning to take this feature of human behavior into 
account. Some financial firms now provide their decision 
makers with training and tools that help them overcome this 
widespread inefficiency in decision making.

�For plan 1, two commanders are likely to lose 100 (2 × 50) vehicles; for 
plan 2, fifty commanders are likely to lose 200 (50 × 4) vehicles.

Over the past decade, the neurophysiological roots of 
this kind of behavior have begun to be understood. It seems 
likely that this enhanced understanding of the mechanisms 
of decision making will shed new light on the sources of 
suboptimal decisions. We now know, for example, that 
structures in the basal ganglia and the prefrontal cortex 
(PFC) provide valuations for actions, and these valuations 
appear to be passed to the posterior parietal cortex, among 
other areas, for decision (see, for example, Glimcher et al., 
2005). In fact, recent research has even begun to identify the 
neural algorithms that lead to some of these inconsistencies 
(Glimcher et al., 2007). 

Loss Aversion in Decision Making

Another factor that leads to seriously suboptimal deci-
sion making is the asymmetry with which human decision 
makers typically weigh risky losses versus risky gains (see 
Ariely, 2008, and Plous, 1993). Consider a gambler who has 
$1,000 in his pocket and is offered a $100 bet that has a 1 in 
20 chance of paying off $500. With the money in his pocket 
and the night’s action still to come, he reasonably refuses 
this highly improbable bet. Later on, having lost $10,000 on 
credit, he might well accept that same bet. Contemporary 
studies of decision making suggest that this reflects a change 
in his risk tolerance. As losses accumulate, decision makers 
typically become more and more risk tolerant, even to the 
point of becoming risk seekers. In the financial world, this 
behavior pattern has led to a number of catastrophic financial 
events and even to bank failures. Whether the pattern occurs 
in combat has not been studied formally, but the constancy 
of human nature and the annals of military history (e.g., 
Napoleon at Waterloo) suggest that it does occur, with omi-
nous consequences. 

Over the past year, the neural basis of this phenomenon 
has been identified. This finding has broad implications 
for understanding loss aversion as a source of suboptimal 
decision making. Before the neurological studies were con-
ducted, the widespread conviction was that loss aversion was 
a discrete fear response that biased other decision-making 
mechanisms. The neurophysiological evidence weighs 
against this view, instead suggesting that a unitary valuation 
system unrelated to fear drives loss-averse behavior (Tom 
et al., 2007)

Making Optimal Use of Individual Variability

The preceding section discussed the evidence that nearly 
everyone, under some conditions, makes decisions that are 
less than optimal for achieving the organizational goals set 
for them. Irrespective of the type of suboptimal decision 
making, individuals differ in how they make decisions. For 
example, some individuals are more impulsive than others 
and some are more tolerant of risk. Such differences do not 
necessarily mean that risk-tolerant individuals are better 
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decision makers than risk-averse individuals. From an insti-
tutional point of view—that is, what is best for accomplish-
ing the Army’s mission—a certain decision-making style 
may be better or less well suited to a given task.

Economic, psychological, and neurophysiological 
studies conducted over the past several decades have shown 
that individuals differ in their decision making in predict-
able ways (see, for example, Wu and Gonzales, 1998) and 
that these predictable differences can remain stable for long 
periods of time (see, for example, Weber et al., 2002). In an 
economic context, the attitudes of an individual to risk are 
idiosyncratic, but they appear to be relatively stable personal-
ity features. Personality features such as “conscientiousness” 
have been shown to be both measurable and stable across an 
individual’s life span (see, for example, Costa and McCrea, 
1985). At a neurophysiological level, the distributions of 
neurochemicals, receptors, and brain activations differ 
among individuals, and there is growing evidence that these 
differences are related to stable features of personality (see, 
for example, Kable and Glimcher, 2007).

A common theme that emerges from all this work is 
not that one type of decision maker is inherently better than 
another in all circumstances but rather that, given the natural 
range of differences in a population, one set of decision-
making characteristics may be better suited to a particular 
task than another. Consider a commanding officer who must 
select a lieutenant for command in an area filled with civil-
ians. An individual who is more risk-averse may be better 
suited for this task than one who is more risk-tolerant. But 
an action conducted with a large force in a highly uncertain 
environment may call for a more risk-tolerant individual. 
Experienced commanding officers certainly know this, and 
they select officers for missions according to their individual 
strengths. 

Informal assessment occurs routinely throughout the 
Army, as it does in every organization. The issue is whether 
adopting more formal techniques based on the results of 
research in neuroeconomics, neuropsychology, and other 
neuroscience disciplines can give the Army an advantage in 
decision making. The Army does not now assess officers for 
traits such as risk tolerance; nor does it train commanding 
officers to make the best use of the differential decision-
making traits among their subordinates. Battalion-level 
commanders are not given objective information about the 
decision-making traits of newly assigned subordinates, nor 
have those subordinates been trained explicitly in how to 
adjust their decision making to different tasks. More gener-
ally, the Army has not sought to characterize the decision-
making characteristics of its individual soldiers and officers 
through any set of validated metrics even though such 
information could be useful for (1) determining which tasks 
an individual appears particularly well suited to perform or 
(2) identifying training strategies that might better prepare an 
individual for the decision-making responsibilities of his/her 

assignment, given that individual’s inherent behavioral and 
neurophysiological characteristics.

Is there a more efficient and reliable way to find the best 
officer for a particular job? Can the Army routinely provide 
its commanding officers with a more complete, reliable, and 
useful assessment of their junior officers at the beginning of a 
tour of duty? Can neurophysiological monitoring tools iden-
tify soldiers who face specific idiosyncratic risks in particular 
decision environments? Issues such as these do not appear to 
have been explored by the Army. Based on what the private 
sector is already doing to remain competitive in a global 
environment, these and similar questions should no longer be 
ignored. As the ability to characterize and predict behavior 
and psychology using the tools of neuroscience grows, these 
tools may well become critical for the Army.

Tools for Characterizing Individual 
Decision Makers

Both officers and soldiers make decisions that contrib-
ute to (or detract from) achieving mission objectives. We 
know three important things about their decision-making 
processes: First, human decision making is likely to be sub-
optimal in the sense discussed above. Second, humans vary 
in the stable long-term personality traits that suit them for 
different kinds of decision-making tasks and different kinds 
of decision-making training. Third, people can be trained to 
be more efficient decision makers. If the goal of the Army 
is to optimize decision making in both ways—as a counter-
measure to suboptimal decisions and to maximize the value 
of trait variability—then it must characterize how individu-
als make decisions. Once individual decision making can be 
characterized objectively, then training regimes and selection 
procedures for both kinds of optimization can be applied. 

Several tools already exist for characterizing relevant 
traits of individuals as decision makers. These tools fall 
under the broad categories of behavioral testing, psycho-
physiological assessment, neurophysiological monitoring, 
and genetic analysis. Each tool can provide information 
about how an individual compares to a larger population of 
decision makers, individual decision-making strategies, the 
effects of training on decision making, or combinations of 
these. 

Personality as a Factor in Decision Making

The most well-developed and robust form of assessment 
available today is personality assessment based on factor 
analysis. During the 1980s and 1990s a number of tools were 
developed for classifying personality. Investigators subse-
quently asked whether the features of personality measured 
with these tests remained stable across an entire life span. 
In general, the answer has been yes. Among the well-known 
and well-validated tools for classifying personality traits 
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quantitatively are the NEO personality inventory� and the 
Minnesota Multiphasic Personality Inventory. 

Personality traits as measured by these tools have 
already been used successfully to predict performance in 
Army assignments. For example, Lawrence Katz has shown 
that the results from this kind of assessment can lead to a 
twofold improvement in selecting helicopter pilot candi-
dates, when success is defined as selecting individuals who 
will later be assessed by their experienced peers as being 
good helicopter pilots.� 

The extension of these quantified personality inventories 
to characterizing individual decision making is less well 
established. How individuals differ in stable personality traits 
that influence their decision making has been the subject of 
intense study in behavioral economics over the last decade. 
Individuals differ in their tolerance of risk, and they also 
differ in how they react to risky situations that involve losses 
and risky situations that involve gains. Individuals can differ 
as well in the ways that they deal with ambiguous situations 
and in how they interpret probabilities. People also differ 
in impulsivity. Some place great value on immediate gains 
while others are more patient. We do not yet know how 
stable these traits are over an individual’s life span, but we 
do know that they have a huge effect on the decisions he or 
she makes. 

Emotional Reactivity in Decision Making

The personality inventories discussed above use sub-
jects’ responses to a psychological instrument such as a 
questionnaire to characterize and quantify personality traits. 
This is not, however, the only way to characterize aspects of 
personality relevant to how an individual makes decisions. 
Over the past decade, galvanic skin response (GSR) has 
become a valuable tool for quantifying an individual’s emo-
tional reactivity. GSR is an inexpensive biometric device 
that measures changes in skin conductivity (essentially, the 
rate of sweating). Neuropsychological studies have shown 
that GSR is a reliable surrogate for a subject’s arousal 
and emotional engagement during a number of behavioral 
tests (for a review, see Phelps, 2002). Recently, the Army 
Institute for Creative Technologies implemented a GSR-
based system for assessing post-traumatic stress disorder 
(PTSD). GSR could also be used to monitor an individual’s 
emotional reactivity when making decisions in a range of 
contexts. For example, a GSR-based monitor could be used 
during simulation training to select individuals for future 
high-stress missions such as explosive ordnance disposal. 

�The acronym NEO derives from the first three of the five axes, or major 
traits, of personality measured by this tool: neuroticism, extraversion, open-
ness, agreeableness, and conscientiousness. Each axis is further divided 
into six subtraits. 

�Lawrence Katz, research psychologist, Army Research Institute, briefing 
to the committee on April 28, 2008. 

Emerging Tools: Genetics, Neurohormones, and  
Brain Imaging

Genetic markers, neurohormones, and brain imaging 
are emerging as sources for biomarkers that may prove to 
be reliable indicators of neural state when individuals make 
choices—that is, they can signify behavior underlying the 
emotional or subjective elements during decision making. 
(See Chapter 2 for the definition of “biomarker.”) Genetic 
markers are particularly relevant for identifying stable traits. 
Research data suggest that some genetic markers can identify 
individuals at greater risk of reacting to chemical agents 
or suffering from PTSD. It is also known that hormonal 
state—specifically, an individual’s hypothalamo-pituitary 
axis responsivity—influences decision making as well as fit-
ness for duty (Taylor et al., 2006, 2007). The cost of genetic 
testing for such traits will decrease over the next decade, and 
the selectivity and specificity of the tests will improve. As 
this happens, the Army should position itself to take advan-
tage of the new tools.

At present, brain scanning seems too costly relative to 
the utility of the information that could be gained to be of 
much use for assessing how people make choices. A single 
brain scan costs more than $1,000, so this technology is 
unlikely to be useful for this purpose in the near term. 
For the far term, its potential value for Army applications 
related to decision making will depend on the increase in 
understanding it provides relative to other techniques (e.g., 
the conventional personality inventories or the improved 
tools described in Chapter 3) and on its cost. For the time 
being, the Army should follow the direction of research in 
this area and should be able to assess the practical value of 
the science and applications emerging from external parties 
(academia and the commercial sector).

Neuroscience-Related Theories of  
Decision Making

No single theory of decision making is accepted 
throughout the multiple disciplines, subdisciplines, and 
research paradigms that constitute neuroscience as defined 
for this report. Even within a single discipline, researchers 
are working on approaches that partly overlap (agree) and 
partly compete or conflict with one another. The com-
mittee has selected two such approaches from among the 
many that could be discussed to illustrate how the general 
theories of decision making are relevant to the Army and 
which aspects of the ongoing research are worth monitor-
ing to gain insights and practical approaches to improving 
decision making in military-relevant contexts. The first 
approach is belief-based decision making and the neuro
physiological activation patterns that have been linked 
with its more theoretical constructs. The second approach 
is intuitive, or naturalistic, decision making, which thus 
far has been primarily descriptive (taxonomic) of actual 
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decision behavior and has served as a framework for under
standing recognition-primed decisions.

Belief-Based Decision Making

This section reviews one approach to decision making 
that occurs frequently in ordinary situations and that has 
profound implications for performance in complex envi-
ronments. Specifically, belief-based decision making is 
concerned with selecting one action over another (or others) 
when knowledge about the possible consequences and 
outcomes of the alternatives is either uncertain, unclear, or 
subject to very strong a priori assumptions about how actions 
“should” result in certain outcomes. The theory of belief-
based decision making deserves close scrutiny because 
many choices that an outsider might call illogical might be 
better understood when looked at from the perspective of 
the decider’s preexisting belief system. Finally, and most 
important, belief-based decision making has been associ-
ated with brain structures that may be accessible to real-time 
monitoring—and perhaps even to modification—using the 
tools of neuroscience.

The Cognitive Psychology of Belief Sets

A belief can be defined as a propositional mental con-
struct that affirms or denies the truth of a state of affairs 
and is closely linked to basic judgment processes. A large 
and stable set of beliefs is essential for intelligent behavior, 
since such a belief set forms the basis for any actions that a 
person may take to achieve his or her goals. Beliefs are the 
building blocks we use to build mental models of the state 
of the world. They are therefore important constructs used 
to guide decision making. 

The neuropsychological approach to characterizing 
beliefs has focused recently on developing testable process 
theories, which through neural state monitoring—for exam-
ple, neuroimaging or event-related potentials—can be related 
to functions of different systems in the brain. To understand 
recent neuroscience findings related to belief-based decision 
making, a few essential constructs need to be explained. 

A “theory of mind” (ToM) refers to an individual’s 
everyday ability to attribute independent mental states to 
him- or herself and to others for the purpose of predicting 
and explaining behavior (Happé, 2003) (see also Box 3-2). 
The cognitive mechanisms underlying this ability to attribute 
a “mind” to oneself or others have been extensively investi-
gated via reasoning tasks that require participants to predict 
the action of agents based on information about those agents’ 
beliefs and desires. Researchers who have investigated this 
ability have found systematic reasoning errors (Wertz and 
German, 2007). For example, we typically infer the beliefs 
of others from what they tell us. However, behavioral experi-
ments have the advantage that the experimenter does not have 
to rely on the degree to which an individual is reporting his 

or her beliefs truthfully. Behavioral experiments show that 
a false belief engages greater cognitive resources, resulting 
in longer response times. (In this context, a “false belief” is 
a presumed state of reality that differs from the experienced 
state of reality [Apperly et al., 2008] or an expected outcome 
of an action that differs from the actual outcome [Grèzes et 
al., 2004].) A false belief may increase the cognitive load 
because subsequent judgments and decision making need to 
take it into account as a conflict with the individual’s percep-
tion of reality (Apperly et al., 2008).

When individuals are asked to make belief-based deci-
sions, they tend to (1) examine less closely those arguments 
that support their existing beliefs and (2) seek out evidence 
that confirms rather than contradicts current beliefs. These 
tendencies often lead to belief-maintaining biases and high 
irrationality (Evans et al., 1993). Interestingly, repetition 
of the presentation of a belief has been shown to increase 
the intensity of that belief (Hertwig et al., 1997), which 
parallels the observation that individuals prefer stimuli that 
are frequently presented over those that are rarely presented 
(Zajonc et al., 1974). Dysfunctional beliefs and associ-
ated choices of actions are thought to play a crucial role 
in various forms of dysfunction, including dysfunctional 
decision making. Experimentally, researchers have used the 
Implicit Association Test (Greenwald et al., 1998) to assess 
belief-based associations, which is thought to be superior 
to traditional self-reporting measures (De Houwer, 2002). 
Moreover, the Implicit Association Test can be used to 
assess the strength of evaluative associations in the domain 
of beliefs (Gawronski, 2002).

More specific for decision making, people have erroneous 
beliefs about the laws of chance (Tversky and Kahneman, 
1971). Beliefs can have direct effects on the perceived likeli-
hood of certain outcomes. For example, familiarity tends to 
increase the probability of the outcome associated with an 
event (Fox and Levav, 2000). Moreover, when judging cause 
and effect, beliefs can interfere with detecting cause and effect 
in decision-making situations by favoring more believable 
causes over those perceived as less believable (Fugelsang and 
Thompson, 2000). Some investigators have integrated these 
findings into the context of the ToM literature (Fox and Irwin, 
1998), suggesting that probabilities of available options are 
immediately embedded into a mentalizing context. A person’s 
beliefs about the relative importance of probabilities and 
values also compete with limitations on his or her ability to 
make decisions on the basis of these beliefs when processing 
information in a specific decision-making situation (Slovic 
and Lichtenstein, 1968). For example, greater deviation from 
optimal decision making in favor of belief-based decision 
making can be observed when individuals are making deci-
sions in complex and extreme environments. Finally, beliefs 
can bias a decision maker to adopt what has been referred 
to as rule following, which occurs when a rule is applied 
to a situation to minimize the cognitive effort and provide 
emotionally satisfying solutions that are good enough but not 
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necessarily the best (Mellers et al., 1998). Thus, it should not 
be surprising that adding measures of personal belief salience 
to considerations of the decision-situation characteristics 
improves the accuracy of predictions concerning decision-
making behavior (Elliott et al., 1995).

Neural Correlates of Belief Processing

Based on the preceding brief review of cognitive pro-
cesses that contribute to belief formation and how belief 
affects decision making, it should be clear that no single area 
of the brain is responsible for belief-based decision making, 
and surprisingly few brain regions have been reported to 
play the same role repeatedly. Neuroimaging studies reveal 
a neural system with three components: the medial PFC, 
temporal poles, and a posterior superior temporal sulcus 
(Frith and Frith, 2003; Gallagher and Frith, 2003). 

The right temporoparietal junction (TPJ) has been impli-
cated not only in processing the attribution of beliefs to other 
people (ToM) but also in redirecting attention to task-relevant 
stimuli. Recent studies support the hypothesis that the over-
lap between ToM and attentional reorienting suggests the 
need for new accounts of right TPJ function that integrate 
across these disparate task comparisons (Mitchell, 2008). 
Others have found that the right TPJ activates differentially 
as a function of belief and outcome and that the activation is 
greatest when there could be a negative outcome based on the 
belief that action of a protagonist would cause harm to others, 
even though the harm did not occur (Young et al., 2007). A 
study of brain-damaged individuals reported that, in addition 
to the frontal cortex, the left TPJ is necessary for reasoning 
about the beliefs of others (Samson et al., 2004). Thus, the 
TPJ appears to be crucial for the representation of a mental 
state associated with belief formation, possibly focused on 
disambiguating true from false beliefs.

Activation of the medial PFC is often observed with the 
subject at rest, a time when individuals presumably engage 
in internally directed attention-processing of self-relevant 
thoughts (Kelley et al., 2002) and beliefs (Wicker et al., 
2003). Some investigators have found that, whereas the 
medial PFC is recruited for processing belief valence, the 
TPJ and precuneus are recruited for processing beliefs in 
moral judgment and mediate both the encoding of beliefs 
and their integration with outcomes for moral judgment 
(Young and Saxe, 2008). These findings are consistent with 
those of others, showing occurrence of greater activation of 
the anteromedial PFC and rostral anterior cingulate when 
participants were implicitly making associations consistent 
with gender and racial biases. Using event-related potentials 
to investigate the neural substrates of reasoning with false 
beliefs revealed a specific late negative component that 
appeared to be located in the middle cingulate cortex and 
that might be related to conflict or error detection (Wang et 
al., 2008). Therefore, the medial PFC appears to be important 
for processing the degree to which beliefs are self-relevant, 

possibly with emphasis on the correct or incorrect, accept-
able or unacceptable, valence of the belief.

The strength with which one holds to a belief is an 
important regulator of human behavior and emotion. A recent 
neuroimaging study shows that states of belief, disbelief, 
and uncertainty differentially activated distinct regions of 
the prefrontal and parietal cortices, as well as the basal 
ganglia. The investigators proposed that the final acceptance 
of a statement as true or its rejection as false relies on more 
primitive, hedonic processing in the medial PFC and the 
anterior insula (Harris et al., 2007). Comparing belief-based 
and belief-neutral reasoning, some researchers have reported 
activation of the left temporal lobe and the parietal lobe, 
respectively, and modulations by the lateral PFC in cases 
of overcoming belief bias and by the ventral medial PFC in 
cases of succumbing to belief bias (Goel and Dolan, 2003). 
Examining belief-based decision making in a navigation 
task under uncertain conditions showed distinct regions of 
PFC activation, which was consistent with an underlying 
Bayesian model of decision making that permits efficient, 
goal-oriented navigation (Yoshida and Ishii, 2006). Thus, 
the dorsolateral and ventromedial PFC may have important 
regulatory functions in moderating belief intensity and the 
degree to which beliefs influence decision making. Addi-
tional brain regions may modulate belief-based processing 
by contributing resources to (1) override beliefs, (2) enforce 
beliefs, (3) engage in reward-related processing associated 
with beliefs (that is, how good it feels to be right or how one’s 
own belief-based decision affects others).

This brief review of brain areas that are important for 
belief-based decision making shows that beliefs are most 
likely decomposed in the brain into various component 
processes—for example, self-relevance, valence, simula-
tion, social relatedness, and other yet-to-be-examined com-
ponents. These components are subsequently processed by 
various regions of the brain to arrive at preferences that 
allow selecting an option and engaging in decision making. 
Understanding these component processes may help to better 
monitor and potentially modulate belief-based decision 
making, particularly considering the significant distortions 
and suboptimal decisions that beliefs can generate.

Potential Neural Targets for Modifying  
Belief-Based Decision Making

In Army operations, decision making frequently occurs 
in extreme environments, which place a high demand on 
an individual’s physiological, affective, cognitive, or social 
processing resources. In other words, extreme environments 
strongly perturb the body and mind, which in turn initiate 
complex cognitive and affective response strategies. Belief-
based decision making is often a way for the individual 
to save resources and to select an action that seems to be 
the best under the circumstances. However, as pointed out 
above, belief-based decision making frequently results in sub
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optimal outcomes because the individual fails to adequately 
take into account chance, value, and other information. 
Therefore, modulating belief-based decision making pro-
vides an opportunity to optimize outcomes. 

The main advance that neuroscience has brought to 
understanding belief-based decision making is the ability 
to assign component processes to specific brain regions 
and to potentially target these regions for monitoring and 
modulation purposes. Although some brain regions are likely 
to be more difficult to modulate, others, located on the con-
vexity of the brain, are easily accessible to modulations that 
could in theory be used to alter the degree to which belief-
processing occurring in that area influences decisions. For 
example, the TPJ is easy to find and can be accessed using 
brain stimulation techniques such as transcranial magnetic 
stimulation (Fitzgerald et al., 2002). Moreover, both fMRI 
and event-related potentials may be useful in monitoring 
the TPJ for reliable biomarkers of belief strength and truth 
of belief. Finally, using real-time fMRI (Cox et al., 1995), 
one could monitor this and other brain regions in response to 
inquiries about various types of beliefs and measure whether 
interventions were successful in modulating beliefs, similar 
to very recent experiments aimed at attenuating emotion 
(Caria et al., 2007) or pain (deCharms, 2007). Although these 
approaches are in their infancy, they point to unprecedented 
opportunities to directly and specifically manipulate the brain 
to alter decision-making processes. 

Summary Points for Army Applications

The preceding discussion of belief-based decision 
making suggests three key opportunities for the Army:

•	 Belief-based decision making is an important process 
that occurs in extreme environments and can have 
profound implications for optimizing behavior and 
outcomes. Accordingly, understanding such decision 
making and modulating it is an important neuro
science opportunity for the Army.

•	 Research on belief-based decision making supports 
the idea that a few distributed brain systems are 
responsible for processing beliefs that contribute to 
selecting appropriate or inappropriate actions. These 
brain systems can be (1) monitored and (2) potentially 
modulated or modified in real time during training or 
preparation exercises to optimize decision making.

•	 Research directed at understanding and applying 
belief-based decision making can be categorized 
as near term (applicable results expected within 
5 years), medium term (applicable results expected 
within 10 years), or far term (applicable results 
expected in 10-20 years).
—	In the near term, identify instances when indi-

viduals are making inappropriate, belief-based 
decisions that result in nonoptimal performance.

—	In the medium term, develop training tools to 
let individuals know when they are making non
optimal, belief-based decisions.

—	In the long term, monitor (and potentially also 
modulate) in real time the brain systems that 
contribute to nonoptimal, belief-based decision 
making. Investigative tools such as transcranial 
magnetic stimulation and real-time fMRI are not 
envisioned to be deployed in actual operations 
but could be used as tools for training those who 
make high-impact, high-risk decisions (e.g., field 
commanders).

Intuitive Decision Making and  
Recognition-Primed Decisions

While advances in military technology do change the 
tactics, techniques, and procedures of armed conflict, the 
eighteenth-century military strategist Carl von Clausewitz 
stated that war is influenced more by human beings than 
by technology or bureaucracy (von Clausewitz, 1976). 
Relatively young leaders making decisions at the point of 
the strategic spear can become the critical factor in whether 
an engagement is won, lost, or drawn. For the U.S. military, 
including the Army, the challenge is less to empower these 
young leaders to make decisions (the Army has already 
restructured to encourage such behavior) and more to 
improve the quality of the decisions they make. Military 
strategists have emphasized that the strength needed to win 
the next war will be less about kinetic energy than about 
cognitive power and performance (Scales, 2006). 

For many years, the military community believed that 
the classical decision-making literature (e.g., normative 
decision theory, statistical decision theory, and decision 
analysis) appropriately defined rational decision making for 
military commanders. However, the last two decades have 
moved toward studying naturalistic decision making (posi-
tive, or descriptive, decision theory). Military leaders most 
often make decisions based on their previous experiences. 
These experiences can be based on actual combat, combat 
training (for example, at the Joint Readiness Training Center, 
the Combined Maneuver Training Center, or the National 
Training Center), or home station training. Or, leaders may 
acquire vicarious experience by studying past leaders in 
military history. Taken together, these experiences arguably 
build a military commander’s base for so-called intuitive 
decision making. 

Unpacking the terms “intuition” and “intuitive” is 
an arduous task, as different researchers have defined the 
terms in different ways, contingent on their own specialty. 
In a recent popular treatment of the topic, Gladwell (2005) 
referred to the idea of intuition as “blink” for a decision 
made in an instant. Dijksterhuis and Nordgren (2006) define 
intuition as a gut feeling based on past experience and believe 
that intuition plays a critical role in the theory of unconscious 
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thought. Klein (1989) posits that intuition precedes analysis 
and that battlefield commanders are told they need to trust 
their own judgment and intuition, but they aren’t told how 
to develop their intuition so that it is trustworthy. Shattuck et 
al. (2001) found that more-experienced (longer time in ser-
vice and higher rank) military leaders tended to ask for less 
information when making decisions than did officers with 
less experience. Their study of decisions made by military 
leaders (a process they called “cognitive integration”) sug-
gested that experienced leaders show an intuition that leads 
them to sample fewer sources and to ignore sources they 
deem unworthy of their attention. Less-experienced officers 
sampled all of the information sources available and usually 
as much of each source as was allowed. 

A particular focus of work on naturalistic decision 
making has been a theoretical model called recognition-
primed decision making (RPD) (Klein and MacGregor, 
1987; Klein, 1989; Hancock, 2007). RPD aims to provide 
a descriptive model of how people actually make decisions 
by predicting the kind of strategy they will use (Klein, 1998, 
2008). It has been validated in a number of different domains 
by different research teams, and it has been empirically tested 
(Klein et al., 1995). In most studies, decision makers have 
been found to use an RPD strategy for about 90 percent of 
their difficult decisions. For simpler decisions, the propor-
tion is likely to be higher. Of course, some decisions force 
a comparison between alternatives (e.g., candidates for a 
position) that more closely resembles the decision processes 
advocated in normative decision theory.

Although the RPD model predicts the strategy that will 
be used, it does not predict the choice the decision maker will 
make using that strategy. Nevertheless, attempts to predict 
or model actual choices are likely to benefit from referring 
to the decision strategy as a starting point. A pure content 
model that ignores process (the strategy employed) may not 
prove useful in describing the actual decision process of 
experienced leaders or in helping less-experienced leaders to 
make better decisions. One approach to predicting decision 
choices is to build on the RPD structure and add, for exam
ple, pattern repertoire content. Several ongoing attempts to 
formulate computational versions of the RPD model are 
employing this approach to predicting the decision as well 
as the strategy. 

References
Apperly, I.A., E. Back, D. Samson, and L. France. 2008. The cost of think-

ing about false beliefs: Evidence from adults’ performance on a non-
inferential theory of mind task. Cognition 106(3): 1093-1108.

Ariely, D. 2008. Predictably Irrational: The Hidden Forces That Shape Our 
Decisions. New York, N.Y.: Harper.

Caria, A., R. Veit, R. Sitaram, M. Lotze, N. Weiskopf, W. Grodd, and N. 
Birbaumer. 2007. Regulation of anterior insular cortex activity using 
real-time fMRI. NeuroImage 35(3): 1238-1246.

Costa, P.T., and R.R. McCrae. 1985. NEO-PI Professional Manual. Lutz, 
Fla.: Psychological Assessment Resources, Inc.

Cox, R.W., A. Jesmanowicz, and J.S. Hyde. 1995. Real-time functional 
magnetic resonance imaging. Magnetic Resonance in Medicine 33(2): 
230-236.

De Houwer, J. 2002. The implicit association test as a tool for studying 
dysfunctional associations in psychopathology: Strengths and limita-
tions. Journal of Behavior Therapy and Experimental Psychiatry 33(2): 
115-133.

deCharms, R.C. 2007. Reading and controlling human brain activation using 
real-time functional magnetic resonance imaging. Trends in Cognitive 
Sciences 11(11): 473-481.

Dijksterhuis, A., and L.F. Nordgren. 2006. A theory of unconscious thought. 
Perspectives on Psychological Science 1(2): 95-109.

Elliott, R., D. Jobber, and J. Sharp. 1995. Using the theory of reasoned action 
to understand organisational behaviour: The role of belief salience. 
British Journal of Social Psychology 34(2): 161-172.

Evans, J.St.B.T., D.E. Over, and K.I. Manktelow. 1993. Reasoning, decision 
making and rationality. Cognition 49(1-2): 165-187.

Fitzgerald, P.B., T.L. Brown, and Z.J. Daskalakis. 2002. The application 
of transcranial magnetic stimulation in psychiatry and neurosciences 
research. Acta Psychiatrica Scandinavica 105(5): 324-340.

Fox, C.R., and J.R. Irwin. 1998. The role of context in the communication of 
uncertain beliefs. Basic and Applied Social Psychology 20(1): 57-70.

Fox, C.R., and J. Levav. 2000. Familiarity bias and belief reversal in rela-
tive likelihood judgment. Organizational Behavior and Human Decision 
Processes 82(2): 268-292.

Frith, U., and C.D. Frith. 2003. Development and neurophysiology of men-
talizing. Philosophical Transactions of the Royal Society B: Biological 
Sciences 358(1431): 459-473.

Fugelsang, J.A., and V.A. Thompson. 2000. Strategy selection in causal 
reasoning: When beliefs and covariation collide. Canadian Journal of 
Experimental Psychology 54(1): 15-32.

Gallagher, H.L., and C.D. Frith. 2003. Functional imaging of “theory of 
mind.” Trends in Cognitive Sciences 7(2): 77-83.

Gawronski, B. 2002. What does the implicit association test measure? A test 
of the convergent and discriminant validity of prejudice-related IATs. 
Experimental Psychology 49(3): 171-180.

Gladwell, M. 2005. Blink: The Power of Thinking Without Thinking. New 
York, N.Y.: Little, Brown and Co.

Glimcher, P.W., M.C. Dorris, and H.M. Bayer. 2005. Physiological util-
ity theory and the neuroeconomics of choice. Games and Economic 
Behavior 52(2): 213-256.

Glimcher, P.W., J. Kable, and K. Louie. 2007. Neuroeconomic studies 
of impulsivity: Now or just as soon as possible? American Economic 
Review 97(2): 142-147.

Goel, V., and R.J. Dolan. 2003. Explaining modulation of reasoning by 
belief. Cognition 87(1): B11-B22.

Greenwald, A.G., D.E. McGhee, and J.L.K. Schwartz. 1998. Measuring 
individual differences in implicit cognition: The implicit association test. 
Journal of Personality and Social Psychology 74(6): 1464-1480.

Grèzes, J., C.D. Frith, and R.E. Passingham. 2004. Inferring false beliefs 
from the actions of oneself and others: An fMRI study. Neuroimage 
21(2): 744-750.

Hancock, P.A. 2007. Cold calculation or intuitive instinct: Solving the 
secrets of sustained survival. Pp. 197-206 in The Psychology of Sur-
vivor: Overanalyze, Overemote, Overcompensate: Leading Psycholo-
gists Take an Unauthorized Look at the Most Elaborate Psychological 
Experiment Ever Conducted—Survivor! R.J. Gerrig, ed. Dallas, Tex.: 
BenBella Books.

Happé, F. 2003. Theory of mind and the self. Annals of the New York 
Academy of Sciences 1001: 134-144.

Harris, S., S.A. Sheth, and M.S. Cohen. 2007. Functional neuroimaging 
of belief, disbelief, and uncertainty. ���������������������������   Annals of Neurology 63(2): 
141-147.

Hertwig, R., G. Gigerenzer, and U. Hoffrage. ��������������������������������    1997. The reiteration effect in 
hindsight bias. Psychological Review 104(1): 194-202.



Copyright © National Academy of Sciences. All rights reserved.

Opportunities in Neuroscience for Future Army Applications 

44	 OPPORTUNITIES IN NEUROSCIENCE FOR FUTURE ARMY APPLICATIONS

Kable, J.W., and P.W. Glimcher. 2007. The neural correlates of subjec-
tive value during intertemporal choice. Nature Neuroscience 10(12): 
1625-1633.

Kahneman, D., and A. Tversky. 1979. Prospect theory: An analysis of deci-
sion under risk. Econometrica 47(2): 263-291.

Kahneman, D., and A. Tversky, eds. 2000. Choices, Values and Frames. New 
York, N.Y.: Russell Sage Foundation.

Kelley, W.M., C.N. Macrae, C.L. Wyland, S. Caglar, S. Inati, and T.F. 
Heatherton. 2002. Finding the self? An event-related fMRI study. 
Journal of Cognitive Neuroscience 14(5): 785-794.

Klein, G.A. 1989. Recognition-primed decision. Advances in Man-Machine 
Systems Research 5: 47-92.

Klein, G.A. 1998. Sources of Power: How People Make Decisions. 
Cambridge, Mass.: MIT Press.

Klein, G. 2008. Naturalistic decision making. Human Factors 50(3): 
456-460.

Klein, G.A., and D. MacGregor. 1987. Knowledge Elicitation of Recognition-
Primed Decision Making. Yellow Springs, Ohio: Klein Associates, 
Inc.

Klein, G., S. Wolf, L. Militello, and C. Zsambok. 1995. Characteristics of 
skilled option generation in chess. Organizational Behavior and Human 
Decision Processes 62(1): 63-69.

Mellers, B.A., A. Schwartz, and A.D.J. Cooke. 1998. Judgment and decision 
making. Annual Review of Psychology 49: 447-477.

Mitchell, J.P. 2008. Activity in right temporo-parietal junction is not selec-
tive for theory-of-mind. Cerebral Cortex 18(2): 262-271.

Phelps, E.A. 2002. Issues in the cognitive neuroscience of emotion. P. 539 in 
Cognitive Neuroscience: The Biology of Mind, 2nd ed. M.S. Gazzaniga, 
R.B. Ivry, and G.R. Mangun, eds. New York, N.Y.: Norton.

Plous, S. 1993. The Psychology of Judgment and Decision Making. New 
York, N.Y.: McGraw-Hill.

Samson, D., I.A. Apperly, C. Chiavarino, and G.W. Humphreys. 2004. Left 
temporoparietal junction is necessary for representing someone else’s 
belief. Nature Neuroscience 7(5): 499-500.

Scales, R.H. 2006. Clausewitz and World War IV. Available online at http://
www.afji.com/2006/07/1866019/. Last accessed July 23, 2008. 

Shattuck, L.G., J.L. Merlo, and J. Graham. 2001. Cognitive integration: 
Exploring performance differences across varying types of military 
operations. In Proceedings from the Fifth Annual Federated Laboratory 
Symposium on Advanced Displays and Interactive Displays. College 
Park, Md., March 20-22.

Slovic, P., and S. Lichtenstein. 1968. The relative importance of probabilities 
and payoffs in risk taking. Journal of Experimental Psychology Mono-
graphs 78(3 Pt. 2): 1-18.

Taylor, M., A. Miller, L. Mills, E. Potterat, G. Padilla, and R. Hoffman. 
2006. Predictors of Success in Basic Underwater Demolition/SEAL 
Training. Part I: What Do We Know and Where Do We Go from Here? 
Naval Health Research Center Technical Report No. 06-37. Springfield, 
Va.: National Technical Information Service.

Taylor, M., G. Larson, A. Miller, L. Mills, E. Potterat, J. Reis, G. Padilla, 
and R. Hoffman. ������������������������������������������������      2007. Predictors of Success in Basic Underwater 
Demolition/SEAL Training. Part II: A Mixed Quantitative and Quali-
tative Study. Health Research Center Technical Report No. 07-10. 
Springfield, Va.: National Technical Information Service.

Tom, S.M., C.R. Fox, C. Trepel, and R.A. Poldrack. 2007. The neural basis 
of loss aversion in decision making under risk. Science 315(5811): 
515-518.

Tversky, A., and D. Kahneman. 1971. Belief in the law of small numbers. 
Psychological Bulletin 76(2): 105-110.

von Clausewitz, C. 1976. On War. M.E. Howard and P. Paret, eds. Princeton, 
N.J.: Princeton University Press.

Wang, Y.W., Y. Liu, Y.X. Gao, J. Chen, W. Zhang, and C.D. Lin. 2008. False 
belief reasoning in the brain: An ERP study. Science in China Series C: 
Life Sciences 51(1): 72-79.

Weber, E.U., A.-R. Blais, and N.E. Betz. 2002. A domain-specific risk-
attitude scale: Measuring risk perceptions and risk behaviors. Journal 
of Behavioral Decision Making 15(4): 263-290.

Wertz, A.E., and T.C. German. 2007. Belief–desire reasoning in the explana
tion of behavior: Do actions speak louder than words? Cognition 105(1): 
184-194.

Wicker, B., P. Ruby, J.-P. Royet, and P. Fonlupt. 2003. A relation between 
rest and the self in the brain? Brain Research Reviews 43(2): 224-230.

Wu, G., and R. Gonzalez. 1998. Common consequence effects in decision 
making under risk. Journal of Risk and Uncertainty 16(1): 115-139.

Yoshida, W., and S. Ishii. 2006. Resolution of uncertainty in prefrontal 
cortex. Neuron 50(5): 781-789.

Young, L., F. Cushman, M. Hauser, and R. Saxe. 2007. The neural basis of 
the interaction between theory of mind and moral judgment. Proceedings 
of the National Academy of Sciences of the United States of America 
104(20): 8235-8240.

Young, L., and R. Saxe. 2008. The neural basis of belief encoding and inte-
gration in moral judgment. Neuroimage 40(4): 1912-1920.

Zajonc, R.B., R. Crandall, and R.V. Kail. 1974. Effect of extreme exposure 
frequencies on different affective ratings of stimuli. Perceptual and 
Motor Skills 38(2): 667-678.



Copyright © National Academy of Sciences. All rights reserved.

Opportunities in Neuroscience for Future Army Applications 

45

5

Sustaining Soldier Performance

Recent technological breakthroughs provide quantitative 
physiological metrics of human attentiveness, performance, 
and neural functioning to gauge cognitive fitness and degra-
dation to below an individual’s baseline performance opti-
mum. Advances in neuroscientific knowledge, coupled with 
these technology breakthroughs, are suggesting approaches 
to counteracting a range of stressors that soldiers confront 
in operational environments. Among these are: metabolic 
stressors such as dehydration, sleep deprivation, fatigue, and 
pain; physiological stressors such as injury and trauma; and 
psychological stressors such as emotional trauma.� 

This chapter discusses neuroscience advances aimed 
at sustaining soldier performance before, during, and after 
battle. Two recurring themes emerge from the committee’s 
presentation here of recent relevant research findings and 
opportunities for the Army to enhance its current soldier 
sustainment activities. First, stresses on the soldier affect 
both mind and body—the brain and the traditional somatic 
systems and organs. Complex interactions between neuro
physiological and conventional physiological responses to 
a stressor contribute to the degradations of performance 
that occur during sustained and intense operations. The 
same brain–body interactivity holds for identifying and 
using countermeasures to sustain performance despite those 
stressors. 

The second recurring theme covered in this chapter 
extends a theme found as well in Chapters 3, 4, 6, and 
8: the growing importance of individual variability in all 
of the areas where neuroscience can contribute to Army 
applications. In this chapter, the insight to take away is that 
individuals differ markedly in their response to the various 
stressors described here, just as they differ in their optimal 
baseline performance, against which degradation due to 

�The committee notes that such psychological stressors are discussed as 
degradations of performance in Chapter 5. In general, however, the com-
mittee considers them (as in Chapters 3 and 4) to be psychological factors, 
without regard to how they may or may not affect performance on either a 
group-averaged or individual basis.

stressors should be compared. Individuals differ as well in 
their response to a countermeasure or intervention intended 
to mitigate a performance deficit, including the extent to 
which they are helped by a particular intervention or experi-
ence undesirable side effects from it. 

Finally, parts of the discussion here extend the usual 
concept of sustainment as it is typically understood in the 
Army community. That community generally views the time 
frame for sustainment in terms of the duration of a single 
extended operation or action—typically up to 96 hours. The 
performance deficits discussed here often occur during or 
soon after a single extended operation (the usual time frame 
for sustainment), but other deficits affect performance over 
longer time frames of weeks, months, and even years. These 
longer times are typically associated with Army concepts 
such as individual soldier resiliency and, at the unit level, 
recovery and reset. In a sense, then, this chapter covers 
soldier resiliency and its implications for unit recovery and 
reset, as well as the sustainment of performance through an 
entire operation.

Measures to Counter  
Performance Degradation 

Knowledge of how the body and brain function can serve 
to counter degradations in performance resulting from physi-
ological and neurophysiolocical stressors. The operational 
performance of soldiers will benefit from research to develop 
effective nutritional as well as pharmacological and thera-
peutic countermeasures to performance degradation from 
fatigue, sleep deprivation, and other metabolic stressors.

Fatigue

Fatigue is typically described as a failure of perfor-
mance with time on task; however, its causes are multiple 
and complex, including muscle overuse, loss of motivation, 
circadian disruption, poor nutrition, or depression. Both cen-
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tral nervous system (CNS) and peripheral (muscle) factors 
contribute to the onset of fatigue during prolonged physical 
exertion. However, the neurophysiological basis of CNS 
fatigue is not understood. There has been little systematic 
neuroscience research into the causes of CNS fatigue and 
potential countermeasures to it. Given the ever-increasing 
mental demands on today’s warfighter, along with emerging 
evidence showing the potential for nutrition to reduce CNS 
fatigue during sustained periods of physical and mental exer
tion, there is much to be gained by applying neuroscience 
research to improve warfighter performance. At a minimum, 
the tools should include functional magnetic resonance imag-
ing (fMRI), transcranial magnetic stimulation, more sophisti-
cated behavioral studies in humans, and basic neurochemical 
and physiological assessments in rodents.� 

Good evidence is emerging to suggest that CNS fatigue 
may be caused, in part, by reduced availability of glucose, 
the main energy source for the brain, and/or an imbalance 
of neurotransmitters/neuromodulators, including serotonin, 
dopamine, adenosine, and ammonia. Under some circum-
stances, an increase of inflammatory cytokines and elevated 
brain temperature could also play a role (Bautmans et al., 
2008; Miller, 2009).

Carbohydrate and/or caffeine feedings during exer-
cise are the most well-established nutritional strategies 
used to delay both physical and mental fatigue. Less 
information is available on promising new nutritional 
strategies such as tyrosine supplementation, which has 
been shown to benefit mental performance in military-
specific situations, and novel food and spice extracts and 
phytochemicals derived from traditional medicines like 
quercetin and curcumin. Phytochemicals may work by 
virtue of their antioxidant and anti-inflammatory activity 
as well as their ability to provide sustained energy within 
the brain and muscle. Although claims of enhanced mental 
performance during long periods of physical or mental 
stress are made for a range of nutritional supplements, 
including branched-chain amino acids (BCAAs), ginseng, 
ginkgo biloba, and choline, there is little scientific support 
for these claims.

The development of fatigue during sustained periods of 
physical and mental stress is a complex and poorly under-
stood phenomenon. During prolonged exercise, many fac-
tors contribute to the production and onset of fatigue. These 
factors can operate peripherally—that is, in the muscles—
most importantly through depletion of the intramuscular 
carbohydrate stores and/or through inhibition of adenosine 
triphosphate (ATP) hydrolysis due to the accumulation of 
metabolic waste products such as phosphates and hydrogen 
ions (Davis and Fitts, 1998). They also act centrally in the 
brain, but the physiological mechanisms of CNS fatigue are 

�Animal studies are necessary to gain understanding of neurobiological 
mechanisms of fatigue to a degree that is not possible using human 
trials.

just now beginning to be unraveled. Good evidence is emerg-
ing that demonstrates how important a role the CNS plays in 
the processes of fatigue. 

Unfortunately, advances in understanding fatigue and its 
consequences for performance have been held back because 
physiologists almost exclusively study peripheral factors 
in fatigue (e.g., those that involve muscle, heart, or blood) 
in isolation from CNS involvement, whereas psychologists 
study mental factors (e.g., cognition, mood, vigilance, sleepi-
ness) in isolation from peripheral interactions. Although 
mind and body are inextricably linked in the onset and 
consequences of fatigue, there has been very little focus on 
the neurophysiological basis of the complex interactions 
between the brain and peripheral factors. 

Nowhere is an understanding of the biological mecha-
nisms by which the CNS and peripheral factors in fatigue 
interact more important than in sustaining today’s soldiers. 
The increased speed, complexity, and lethality of modern 
warfare make it even more important than in the past to 
understand how to sustain or enhance physical and cogni-
tive performance. It is also important to maintain mood and 
motivation as the foundation of both physical and mental 
performance. Without such an understanding, it will be dif-
ficult to move past outdated strategies such as nutrition and 
exercise training to offset muscle-specific fatigue or caffeine 
to maintain wakefulness. This section presents a working 
model of the factors associated with fatigue during sustained 
periods of physical and mental exertion. It then briefly 
reviews emerging evidence of the neurobiological basis of 
fatigue. This new understanding, along with the likelihood 
that nutrition can play an important role in mitigating CNS 
fatigue, can provide the foundation for what should become 
an area of emphasis in neuroscience research and applica-
tions relevant to soldier performance. 

A working model of the factors involved in fatigue is 
shown in Figure 5-1. Fatigue results from mental and physi-
cal factors that ultimately increase the conscious perception 
of fatigue and the impairment of mental and physical perfor-
mance. Physical performance requires not only the capacity 
of muscle to maintain its force production but also adequate 
motivation or effort, mental alertness, clarity of thought, 
decision-making ability, and mood (Davis and Bailey, 1997; 
Davis, 2000). Neural processes, including higher-level cog-
nitive processing, are important components of the fatigue 
state, whose symptoms at onset include decreased energy, 
motivation, arousal, and vigor, as well as increased tiredness, 
perception of effort, and force sensation. These feelings of 
fatigue almost always occur before the muscle actually loses 
the ability to maintain the required force or power output 
(Hampson et al., 2001). Although highly trained individuals 
(e.g., superathletes) can persevere for longer in a fatigued 
state through motivation and willpower, more generally 
an individual’s perception that he or she can persevere and 
perform as well in a fatigued state as when well rested is not 
borne out by objective measures of cognitive performance.
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COMPONENTS OF FATIGUE 

Peripheral factors Brain (central) factors 

Mental fatigue Impaired central drive Metabolic and 
mechanical
impairments
in muscle 

• Decreased energy, motivation, • Direct inhibition of

Figure 5-1 

   arousal, and vigor corticospinal output 
• Impaired motor control• Increased tiredness and depression

• Increased perception of effort
• Increased force sensation
• Impaired cognitive function: poor 
   concentration, decision making

Decreased 
mental function

Decreased 
physical function

Decreased mental and 
physical performance

FIGURE 5-1  Schematic diagram illustrating the likely interactions between central and peripheral components of fatigue. SOURCE: 
Committee-generated.

As fatigue approaches, concentration and decision-
making abilities often become impaired. There is also good 
evidence of direct impairments in central drive to the muscles 
and of impairments of motor coordination (Gandevia, 2001; 
Smith et al., 2007; Reis et al., 2008). All these factors are 
particularly important for today’s soldiers, who must have 
good decision making, vigilance, mood, and motivation 
for mission success. Maintaining these factors for extended 
periods of time in harsh environments and at high levels of 
physiological and psychological stress is essential for sol-
diers to perform optimally despite these stressors.

New evidence from fMRI and transcranial magnetic 
imaging have begun to provide a better understanding of the 
neural correlates of fatigue (Gandevia, 2001; Cook et al., 
2007; van Duinen et al., 2007; Reis et al., 2008). However, 
these studies have not been applied to whole-body exercise 
during sustained periods of physiological and psychological 
stress.

Neurophysiological Basis of CNS Fatigue

Very little neuroscience research has focused on the 
possible biological basis of CNS fatigue. However, recent 
evidence suggests testable hypotheses about the factors 
underlying CNS fatigue. These factors include (1) an 
inadequate supply of energy (glucose), (2) an imbalance 
among several neurotransmitters/neuromodulators, and 

(3) elevated brain temperature. One hypothesis is that CNS 
fatigue occurs during prolonged periods of intense physi-
ological and psychological stress as a result of increased 
metabolic and oxidative stress in highly active brain regions, 
decreased availability of glucose, either delivered by the 
blood or derived from brain glycogen, and increased levels 
in the brain of 5-hydroxytryptamine (5-HT), coupled with a 
decrease in brain dopamine and increases in brain adenosine 
and ammonia. Under certain circumstances, CNS fatigue 
could also come from increased inflammatory cytokines and 
elevated brain temperature (Bautmans et al., 2008). 

 
Carbohydrate: Fuel for the Brain  The brain is protected 
by the blood-brain barrier, which selectively allows transport 
of important nutrients into the brain. However, glucose is 
essentially the brain’s only fuel source. The exercise-induced 
reduction in blood glucose and in muscle and liver glycogen 
can contribute greatly to muscle-specific fatigue, but carbohy-
drate depletion is an even greater problem for the brain, which 
stores very little glycogen (Evans and Amiel, 1998). Although 
glucose availability has traditionally been thought to remain 
relatively constant throughout the brain under most conditions 
when adequate blood glucose is maintained (Robinson and 
Rapoport, 1986), recent research suggests that the brain’s 
glucose supply is compartmentalized. As glucose supply and 
demand change, concentrations change frequently in some 
areas but not in others (McNay et al., 2001). 
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Altering brain glucose availability can affect both physi-
cal and mental performance. For example, Koslowski et al. 
(1981) showed that glucose infusion into the carotid artery 
delayed fatigue in dogs during treadmill exercise. McNay et 
al. (2000) found that performance of demanding cognitive 
tasks reduced tissue glucose availability in a specific region 
of the brain (hippocampus) that is very active during mental 
functions, even though blood glucose was well maintained. 
They also showed that intravenous infusion of glucose 
blocked the decrease in glucose in the hippocampus and 
improved performance of the cognitive task. Evidence from 
human studies also shows important benefits of carbohydrate 
supplementation for mental function, including perceived 
exertion, vigilance, and mood (Lieberman et al., 2002; Nybo, 
2003). Recent elegant studies in humans provide direct evi-
dence for the important role cerebral carbohydrate availabil-
ity and energy turnover play in physical performance during 
prolonged exercise (Nybo et al., 2003a, 2003b). 

Adenosine, Ammonia, and Dopamine  Increased meta-
bolic stress and decreased glucose availability can lead 
to an increase in brain levels of adenosine and ammonia. 
Adenosine is a product of the breakdown of ATP, the 
body’s most important energy molecule. Increased levels 
of adenosine in the brain have been linked to tiredness and 
sleep (Huston et al., 1996; Porkka-Heiskanen et al., 1997; 
Porkka-Heiskanen, 1999). 

Plasma ammonia concentration can become markedly 
elevated during prolonged strenuous exercise. Ammonia can 
easily penetrate the blood-brain barrier and is toxic to the 
brain. It has been proposed that increased levels of circulat-
ing ammonia may play a role in CNS fatigue (Banister and 
Cameron, 1990; Davis and Bailey, 1997). Direct evidence of 
exercise-induced increases in brain ammonia and impaired 
brain function was shown in rats by Guezennec et al. (1998) 
and, more recently, in humans by Nybo et al. (2005). The 
latter study found a good association between arterial 
ammonia concentration, brain uptake of ammonia, cerebral 
spinal fluid (CSF) ammonia concentration, and perceived 
exertion during prolonged exercise in human subjects. 

A high concentration of brain dopamine is associated 
with energetic mood, arousal, motivated behaviors, and 
movement initiation. Control of dopamine is responsible for 
the effects of many stimulants such as caffeine and ephedrine 
(Davis, 2000). Dopamine levels in the brain initially increase 
during endurance exercise and then decrease at the point of 
fatigue (Bailey et al., 1993). Through various modulatory 
interactions, increases in serotonin and adenosine play roles 
in decreasing dopamine levels (Fredholm et al., 1999; Davis, 
2000).

Brain Inflammation, Interleukin-1β, and Fatigue 
Cytokines are an important link between the immune system 
inflammatory responses and CNS fatigue. During times 
of inflammation, this cross-talk enables the development 

of behavioral changes whose goal is to hasten recovery. 
Interleukin-1β, a potent proinflammatory cytokine and one 
of the first cytokines upregulated during an inflammatory 
response, can initiate a host of sickness symptoms, known 
as sickness behavior, which include poor appetite, changes 
in sleeping patterns, reduced interest in environment, and, 
most important, profound fatigue (Dantzer and Kelley, 
1989). Fatigue may be initiated by interleukin-1β produced 
by toxins or disuse damage in the peripherial system, but 
it is now known that these cytokines are also expressed in 
the brain (Allan et al., 2001). And it is in the brain that they 
produce their potent behavioral effects (Kent et al., 1992).
Whether peripherally released interleukin-1β enters the brain 
or transmits its inflammatory signal to the brain via afferent 
nerves (e.g., the vagus nerve) to initiate fatigue is still under 
investigation. However, in various inflammatory models, 
including exercise-induced muscle damage, interleukin-1β-
induced behavioral effects, including fatigue, can be blunted 
by a brain-administered interleuken-1 receptor antagonist, 
which indicates that the brain is the origin of interleukin-
1β-induced fatigue (Bluthe et al., 1997; Carmichael et al., 
2006). 

Nutritional Measures to Counter the Effects of Fatigue

An interesting and exciting aspect of this understand-
ing of CNS fatigue is the growing scientific evidence that 
suggests nutrition may be effective in preventing or at least 
delaying these responses in the brain.

Branched-Chain Amino Acids  Newsholme et al. (1987) 
laid the foundation for one of the first nutritional strategies 
to delay CNS fatigue. He reasoned that dietary supplementa-
tion of the BCAAs valine, leucine, and isoleucine could delay 
CNS fatigue by offsetting the increase in the ratio of free 
tryptophan (another amino acid) to BCAA, thereby prevent-
ing the typical increase in uptake of tryptophan by the brain 
during exercise. Limiting tryptophan access would decrease 
5-hydoxytryptamine (5-HT) synthesis. Although adminis-
tration of BCAA in rats prolonged the time to exhaustion 
(Yamamoto and Newsholme, 2000), positive effects of BCAA 
ingestion on exercise performance in humans are largely 
unsubstantiated (van Hall et al., 1995; Strüder et al., 1996; 
Davis et al., 1999; Davis, 2000; Lieberman, 2003; Cheuvront 
et al., 2004).

Although physical performance in humans is appar-
ently not influenced by BCAA ingestion, a few studies 
have reported benefits for cognitive performance and mood. 
These benefits include improved effort during postexercise 
psychometric testing (Strüder et al., 1998), improved 
postexercise Stroop Colour-Word test scores (Hassmèn et 
al., 1994; Blomstrand et al., 1997), maintained performance 
in postexercise shape-rotation and figure-identification tasks 
(Hassmèn et al., 1994), and less perceived exertion during 
exercise (Blomstrand et al., 1997). However, Cheuvront 
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et al. (2004) reported no significant differences in mood, 
perceived exertion, or cognitive performance with BCAA 
supplementation. Similarly, infusion of a saline solution 
containing BCAA had no effect on perceived exertion during 
90-minute treadmill runs (Strüder et al., 1996). The com-
mittee believes that there is not enough evidence so far to 
recommend BCAA supplementation to delay brain fatigue. 
An important concern here is the well-characterized increase 
in ammonia production and the brain dysfunction that can 
occur when large BCAA doses are ingested during exercise 
(van Hall et al., 1995). In addition, acute tryptophan deple-
tion produces mood and cognitive disturbances in individuals 
with a history of depression or a heritable variant of the 
serotonin transporter (Neumeister et al., 2006).

Carbohydrate Supplementation  It is well established 
that carbohydrate supplementation during prolonged, intense 
exercise delays fatigue. The majority of research to under-
stand this effect of carbohydrate feedings has focused on 
peripheral mechanisms such as maintaining blood glucose 
levels and sparing muscle glycogen stores (Coggan and 
Coyle, 1991). More recently, research has demonstrated the 
beneficial effects of carbohydrate supplementation on CNS 
fatigue. 

Carbohydrate beverages have been shown to benefit 
CNS function in both sport and military settings. In the 
late stages of exercise designed to mimic the demands of 
soccer and basketball, carbohydrate beverages enhanced 
performance of gross motor skills, decreased sensitivity to 
physical force, improved mood (both reported and observed), 
increased vigor, and reduced perception of fatigue/tiredness. 
All of these effects were seen in addition to enhanced physi-
cal performance, including faster sprint times and higher 
average jump heights (Welsh et al., 2002; Winnick et al., 
2005). Lieberman et al. (2002) also showed a dose-related 
improvement in vigilance (sustained attention) in a U.S. 
Army Special Operations unit with carbohydrate supplemen-
tation during sustained physical activity designed to mimic 
a typical combat operation. In addition to improvements in 
physical performance, volunteers who received carbohydrate 
supplementation also reported increased vigor and decreased 
confusion. Even as little as 25 g of glucose can increase cog-
nitive functioning and decrease subjective feelings of mental 
fatigue (Reay et al., 2006).

The neurobiological mechanisms of the benefits of 
carbohydrate beverages on CNS function remain specula-
tive. One hypothesis is that carbohydrate beverages provide 
energy in the form of glucose, along with an increase in dopa-
mine and reductions in brain 5-HT, adenosine, ammonia, and 
brain temperature. The extra energy supplied by sustaining 
blood glucose levels presumably lessens the metabolic stress 
in the brain during exercise, leading to a smaller increase in 
brain adenosine. The relationship between prolonged exer-
cise, brain adenosine, and tiredness/sleep has recently been 
demonstrated in rats (Dworak et al., 2007). More glucose can 

also lessen the increase in brain ammonia, which is toxic to 
the brain (Nybo et al., 2005).

Greater glucose availability in the blood lessens the 
concentration of fatty acids in the blood, which in turn blunts 
the typical increase in free tryptophan available for transport 
into the brain and presumably attenuates the increase in brain 
serotonin that is typically associated with tiredness, lethargy, 
depression, and low arousal (Davis et al., 1992; Bequet et 
al., 2002; Blomstrand et al., 2005). Lowered serotonin and 
adenosine combine to combat the drop in brain dopamine as 
exercise progresses (Davis et al., 2003b) and, along with the 
reduced levels of brain ammonia, help delay brain fatigue 
(Davis, 2000; Nybo et al., 2005). Finally, carbohydrates are 
typically consumed during exercise as sports drinks that 
provide fluid to offset dehydration and reduce the risk of 
elevated body temperature—and therefore brain temperature, 
which is another factor in exercise-induced central fatigue 
(Nybo, 2008). 

Caffeine  Caffeine is the most widely consumed nervous 
system stimulant in the world. It has long been reported to 
increase wakefulness, subjective feelings of energy, vigi-
lance, mood, and mental and physical performance. All of 
these effects are due to an increase in dopamine activity and 
are opposite to those produced by adenosine (Fredholm et 
al., 1999). Caffeine competes with adenosine for binding 
to adenosine receptors in the brain, so if caffeine displaces 
some adenosine molecules, the negative effects of adenosine 
discussed previously will be reduced (Garrett and Griffiths, 
1997). The primary outcome of blocking adenosine receptors 
with caffeine is a large increase in the release of dopamine 
in the brain (Fredholm et al., 1999). This hypothesis was 
confirmed in a recent study by Davis et al. (2003b) of rats 
during prolonged treadmill running to fatigue. 

Caffeine use to improve cognitive functioning dur-
ing sustained military operations has been extensively 
researched (NRC, 2001). In a review by Lieberman (2003), 
it was reported that caffeine improves vigilance in rested and 
sleep-deprived individuals, improves target detection speed 
without adversely affecting rifle-firing accuracy, improves 
decision response (choice reaction) time, improves learning 
and memory, and improves mood, including perceptions 
of fatigue and sleepiness. Benefits were seen with as little 
as 100-200 mg caffeine (~1.4-2.8 mg/kg body weight). 
Although optimal caffeine doses vary widely among indi-
viduals, caffeine can improve cognition and mood in both 
habitual caffeine users and nonusers (Haskell et al., 2005). 

Ephedrine as a Dietary Supplement  Ephedrine is another 
commonly used stimulant that has demonstrated ergogenic 
properties. Ephedra, which is an extract from the Chinese 
ma huang plant (an herb in the genus Ephedra), contains 
ephedrine and related alkaloids and is used as a dietary 
supplement. It has been reported that there is an additive 
ergogenic effect when ephedrine is used with caffeine, with 
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the performance enhancement being greater than when either 
stimulant is used alone (Magkos and Kavouras, 2004), and, 
indeed, most commercial ephedrine-containing products 
also contain caffeine. A supplement containing 375 mg of 
caffeine and 75 mg of ephedrine improved run times (Bell 
and Jacobs, 1999), and Bell et al. (2000) demonstrated that 
lower doses of caffeine plus ephedrine (4 mg caffeine per 
kilogram body weight and 0.8 mg ephedrine per kilogram 
body weight) were just as ergogenic as higher doses but with 
fewer adverse side effects.

Caffeine, ephedrine, and similar stimulants are associ-
ated with adverse side effects, and responses to these drugs 
are highly individualized. Minor side effects can include 
insomnia, anxiety, irritability, mild diuresis, headaches, and 
gastrointestinal distress. More severe side effects can include 
severe diuresis and dehydration, tachycardia, arrhythmia, 
hypertension, dependence, seizures, coma, or death. Caution 
must be taken when using caffeine and/or other stimulants. 
Sometimes it is difficult to determine that a product contains 
caffeine or other stimulants because they are not specifically 
listed as such on the label. For instance, guarana is a popular 
constituent of many commercial energy products, but it is not 
widely known that the main active component of guarana is, 
in fact, caffeine. 

Tyrosine  Tyrosine is the amino acid precursor of the 
neurotransmitter dopamine, which has been associated with 
energetic mood, arousal, motivated behaviors, and move-
ment initiation and control (Davis, 2000). There is promis-
ing but preliminary evidence that tyrosine supplementation 
may have beneficial effects on cognitive functioning and 
mood, especially under prolonged stress. Chinevere et al. 
(2002) showed in a study of prolonged and intense cycling 
that tyrosine lessened perceived exertion. In addition, tyro-
sine supplementation, when tested in subjects in prolonged 
stressful environments such as military operations, improved 
vigilance, choice reaction time, pattern recognition, map and 
compass reading capabilities, working memory, and mood, 
including perceptions of fatigue, confusion, and tension 
(Lieberman, 2003; Magill et al., 2003; Lieberman et al., 
2005; Mahoney et al., 2007). 

Supplemental dietary tyrosine increases plasma concen-
trations of the amino acid (Davis and Bailey, 1997), but the 
mechanism by which this affects brain activity to produce 
the observed performance benefits is uncertain. For the 
central catecholamine neurotransmitters—norepinephrine, 
dopamine, and epinephrine—the rate-limiting step in their 
synthesis is the activity of the enzyme tyrosine hydroxylase. 
This enzyme is fully saturated with its tyrosine substrate even 
under dietary starvation conditions (Cooper et al., 2003). 
This point argues against a simple mass effect of increased 
plasma tyrosine on dopamine production. Increased plasma 
tyrosine may be acting by some other mechanism. For 
example, it may compete with the amino acid tryptophan for 
the transporters required to move these amino acids across 

the blood-brain barrier. A decreased uptake of tryptophan 
may decrease brain serotonin; the resultant change in the 
ratio of brain serotonin to dopamine might improve per-
formance when subjects are experiencing CNS fatigue. At 
present, however, this and other hypotheses for how tyrosine 
supplementation works remain speculative. Although the 
evidence is limited, tyrosine supplementation is a promising 
nutritional intervention that may have significant effects on 
the CNS, but more studies are needed before specific recom-
mendations can be made.

Herbal Derivatives: Quercetin and Curcumin  Herbal 
remedies for fatigue, both physical and mental, have been 
used in traditional medicine for centuries. The biologically 
active components of these remedies are receiving increased 
attention in the biomedical literature as dissatisfaction 
grows with the cost and efficacy of conventional Western 
pharmacological interventions for general ailments. Two of 
these herbal derivatives that may in time prove to have posi-
tive effects on both the mental and physical components of 
fatigue are quercetin and curcumin. 

Quercetin (3,3′,4′,5,7-pentahydroxyflavone) is a flavo-
noid� found in many fruits and vegetables such as apples, 
onions, red grapes, berries, and black tea. Preliminary evi-
dence suggests that the effect of quercetin on CNS fatigue 
is like the effect of caffeine as an adenosine antagonist with 
resulting increase in dopamine activity. Perhaps the most 
important and exciting aspect of quercetin supplementation 
is its effects on brain and muscle mitochondrial biogenesis, 
which would be expected to increase energy availability. 
Davis et al. (2007a) found that 7 days of quercetin feedings 
in mice subjected for 3 days to a treadmill run to fatigue 
(about 140 minutes) increased markers of mitochondrial 
number and function in muscle and brain compared with 
untreated controls; they also observed improved running 
performance in the quercetin-fed mice in both run to fatigue 
and voluntary wheel-running activities. In human subjects, 
quercetin feedings increased the maximum aerobic capacity 
(VO2 max) and ride time to fatigue on a bicycle as measured 
by an ergometer (Chen et al., 2008). However, the specific 
importance of increased brain mitochondria has not been 
determined in this context. 

Another potential application for quercetin in miti-
gating CNS fatigue involves its powerful antioxidant and 
anti-inflammatory activity. Quercetin has strong anti-
inflammatory properties by virture of its ability to modulate 
enzymes and transcription factors within pathways essential 
for inflammatory signaling, including those that are involved 
in the interleukin-1β signaling cascade (Comalada et al., 
2005, 2006; Dias et al., 2005). Quercetin has been shown to 
reduce the expression of pro-inflammatory cytokines (Huang 

�The term “flavonoid” refers to a class of secondary plant metabolites 
often cited for their antioxidant properties. Chemically, a flavonoid is an 
aromatic compound that has two substituted benzene rings connected by a 
chain of three carbon atoms and an oxygen bridge. 
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et al., 2006; Min et al., 2007; Sharma et al., 2007) and other 
inflammatory mediators such as COX-2 and NF-κB from 
many types of cells, including astrocytes,� following treat-
ment with various inflammatory agents (O’Leary et al., 2004; 
Martinez-Florez et al., 2005). Quercetin is generally known 
to have a much wider safety margin when administered for 
extended periods (Harwood et al., 2007; Lakhanpal and Rai, 
2007) than do anti-inflammatory pharmaceuticals, which are 
sometimes used for off-label medical indications. In short, 
based on the literature cited above, quercetin may mitigate 
CNS fatigue during sustained operations and incidentally 
provide some protection from other stressors such as injury, 
infection, and toxic exposures. 

Understanding the role of inflammation in fatigue 
is important when examining the possible benefits of 
another nutritional countermeasure, curcumin. Curcumin 
(diferuloylmethane) is an anti-inflammatory component 
of turmeric, an east Asian plant root familiar as a spice in 
curries but also a traditional herbal medicine used to treat 
inflammations of arthritis, heartburn and stomach ulcer, and 
gallstones (NCCAM, 2008). In recent research, curcumin 
hastened recovery to baseline performance after exercise-
induced muscle damage partly because it attenuated the 
inflammatory response in muscle and presumably also in 
the brain (Davis et al., 2007b). However, the specific role of 
curcumin in brain inflammation, interleukin-1β, and fatigue 
requires further study. 

Herbal Products  Herbals are a relatively new area of 
research, and the mechanisms of their actions remain unclear. 
Ginseng is by far the most studied of the herbal products. 
Reay et al. (2005) showed that a single 200-mg dose of 
Panax ginseng was associated with improved cognitive 
performance and lower subjective feelings of mental fatigue 
on a visual analog scale. In a follow-up study, Reay et al. 
(2006) tested the possible interaction between P. ginseng 
and a carbohydrate drink. Both the carbohydrate drink and 
P. ginseng showed improvements on some of the cognitive 
tests and lowered subjective feelings of mental fatigue, but 
there was no additive effect by P. ginseng and glucose on 
any of the cognitive outcomes measured. It should be noted, 
however, that ingestion of P. ginseng often reduces blood 
glucose levels, which could be detrimental to cognitive 
performance. 

Because studies of the potential beneficial effects of 
ginseng on physical exercise performance often involve 
long-term vs. sporadic/occasional ginseng supplementation, 
their results are equivocal. Without a reasonable mechanism 
of action, the evidence that ginseng ingestion can improve 
exercise performance is not convincing. 

�Astrocytes are star-shaped, nonneuronal glial cells. Glial cells constitute 
the essential supporting tissue, or glia (meaning “glue”), of the brain, which 
is essential for the health and functioning of the neurons (nerve cells).

Guarana (whose active component is caffeine) in com-
mercial supplements is often found in combination with P. 
ginseng. Few studies have assessed the effects of guarana 
on cognitive and behavioral measures in humans. Haskell 
et al. (2005) evaluated guarana extract given in doses of 
37.5 mg, 75 mg, 150 mg, and 300 mg. Increased second-
ary memory performance and increased mood (alertness 
and content) were seen, with the two lower doses showing 
more beneficial cognitive outcomes than the higher doses. 
Kennedy et al. (2004) gave subjects single doses of 75 mg 
guarana extract, 200 mg P. ginseng, or a guarana/ginseng 
mixture (75 mg/200 mg). Guarana supplementation led to 
improvements in attention tasks, a sentence verification 
task, and a serial subtraction task. The combination of 
guarana and ginseng also led to improvements on a speed-
of-memory task.

A few studies examined the effects of ginkgo biloba on 
cognitive effects in healthy young volunteers. Acute admin-
istration of ginkgo (120 mg) improved sustained attention 
and pattern recognition memory but had no effects on mood, 
planning, mental flexibility, or working memory (Elsabagh 
et al., 2005). However, 6-week chronic administration of 
ginkgo biloba (120 mg) had no effect on any of the cognitive 
or mood variables measured (Elsabagh et al., 2005; Burns et 
al., 2006). Some studies have shown slight positive cognitive 
effects of higher doses (360 mg) of ginkgo (Kennedy et al., 
2002) and combination ginkgo/ginseng mixtures (Kennedy 
et al., 2001, 2002).

Choline Supplements  Choline serves as the dietary 
precursor to the neurotransmitter acetylcholine. One study 
reported that plasma choline levels dropped in mara-
thon participants, and the authors suggested that choline 
supplementation before or during exercise might improve 
endurance performance (Conlay et al., 1992). However, 
there is insufficient evidence to support claims that choline 
supplementation improves physical or mental performance 
outcomes. Warber et al. (2000) studied the effects of choline 
citrate ingestion during a treadmill run to exhaustion, with 
subjects carrying a load of 34.1 kg. They found that choline 
supplementation had no effect on time to exhaustion, squat 
tests, or ratings of perceived exertion. In a similar treadmill 
test while carrying a load, Deuster et al. (2002) found that 
choline supplementation (50 mg per kilogram body weight) 
had no effects on physical or cognitive performance, includ-
ing tests of reaction time, logical reasoning, vigilance, spatial 
memory, and working memory. 

Summary of CNS Fatigue Countermeasures 

Performance during prolonged periods of physiological 
and mental stress depends not only on the ability to maintain 
the physical effort required but also the ability to maintain 
good mental functioning—for instance, to maintain alert-
ness, clarity of thought, decision-making ability, and mood. 
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Both brain and body contribute to the onset of fatigue during 
endurance exercise. 

Nutritional strategies designed to enhance CNS function 
are likely to also improve physical performance. CNS fatigue 
may be caused in part by reduced glucose availability or by 
an imbalance between serotonin, dopamine, and adenosine, 
along with an increase in circulating ammonia, inflammatory 
cytokines, and—sometimes—elevated brain temperature. 

The levels of these transmitters as such do not directly 
change the effectiveness of the neurons that use them. For 
example, the neuronal circuits that use these transmitters 
could become unbalanced, but the brain’s adaptive systems 
go to great lengths to maintain equilibrium. What can change 
in the short term and later drive metabolic compensations is 
the activity of the neurons that use these transmitters.

Even though our understanding of possible mechanisms 
for CNS fatigue is severely limited, the evidence has risen 
to a level that supports development of testable hypotheses 
and justifies a recommendation to increase systematic neuro
science research into the neurobiological basis of CNS 
fatigue and possible nutritional countermeasures in both 
animal and human models. The most promising nutritional 
strategies involve carbohydrate and caffeine supplemen-
tation, which can increase glucose and dopamine while 
decreasing serotonin and adenosine. Tyrosine supplementa-
tion might have some benefits in certain situations, possibly 
by increasing brain dopamine. Perhaps the most exciting new 
supplements that deserve more research are quercetin and 
curcumin. These supplements may work via their antioxidant 
and anti-inflammatory activity, along with an increase in 
mitochondrial biogenesis (quercetin only). 

To summarize, neuroscience approaches are already 
being used to examine the effects of commonly used nutri
tional supplements on brain functioning. These efforts are 
just the beginning of research on the effects of various 
candidate nutritional supplements on brain functioning and 
performance. Although there is ongoing research sponsored 
or conducted by the Army into the practical effects of nutri-
tional supplements, virtually nothing is known about how or 
where they affect brain function and which specific aspects 
of brain functions are improved (or impaired). Therefore, 
a concerted effort by neuroscience laboratories to support 
Army-relevant research would help the Army to identify 
and test potentially useful nutritional supplements. These 
efforts would probably yield important results within the 
next 5 years.

Brain Response to Metabolic Stressors 

The Army medical community has long sponsored 
research on the effects of stress, pain, and sleep depriva-
tion on soldier abilities. Neuroscience research has already 
demonstrated its potential to revolutionize understanding in 
these areas. For its weight, the brain has an extraordinarily 
high demand for glucose and oxygen supplied via the gen-

eral circulation. Although it accounts for only 2-3 percent 
of total body mass, for an individual in a resting state the 
brain accounts for 20 percent of blood glucose utilization. 
The brain exhibits non-insulin-dependent glucose uptake. 
Glucose is transported from the blood compartment to the 
astrocytic end feet surrounding the vascular endothelial cells 
by glucose transport molecules (Dwyer, 2002). Although in 
the embryonic state the neuronal elements and glial cells 
contain an abundance of glycogen (a storage form of glu-
cose), the neurons and glia of postnatal humans and adults 
contain very low levels of glycogen, thus making the brain 
dependent on vascular sources of energy. Under conditions of 
glucose deprivation, the brain can use ketone bodies from the 
breakdown of fats, but a well-fed individual depends almost 
totally on glucose to fuel the metabolic processes that pro-
duce ATP, the intermediary that provides the chemical energy 
for neuronal processes such as synthesis of macromolecules 
and cellular repolarization after axonal discharge.

To provide the brain with sufficient metabolic resources, 
the distance between the small capillaries comprising the 
vascular bed in the brain approximates 0.1 mm, making 
the brain one of most highly vascularized organs in the 
body. Blood glucose levels are regulated by the release of 
glucose from the liver, where it is produced from glycogen, 
and by serum insulin levels that are controlled by pancre-
atic beta cells. Maintaining a functional metabolic state 
for decision making and other cognitive tasks—including 
perceptual discrimination, memory recall and new-memory 
consolidation, rule-based moral judgment, and multiple 
task performance—that are accomplished through neuronal 
information processing is thus critically dependent on the 
supply of energy-producing substrates for ATP synthesis. 
A variety of neurotransmitters and growth factors affecting 
neural development and function (for example, thyroxin, 
galanin [an insulin-like growth factor], estrogen, and cortico
steroids) have a measurable effect on glucose uptake and 
metabolism. 

As discussed in the preceding section on countermeasures 
to fatigue, quercetin is one of the dietary flavonoids under 
active investigation as a fatigue countermeasure. Quercetin is 
also of interest as a dietary supplement to sustain brain func-
tion and cognition generally. In addition to its antioxidant and 
anti-inflammatory characteristics, described above, quercetin 
may have other mechanisms of action (Nieman et al., 2007). 
It also has a binding affinity to the adenosine A-1 receptor 
similar to the binding affinity of caffeine (Alexander, 2006). 
Some of quercetin’s reported benefits on brain function and 
cognition may extend beyond its antioxidant properties, which 
attenuate the deterioration associated with aging or ethanol 
intake. By interacting with the adrenergic adenosine A1 recep-
tor, quercetin may improve neural function (Patil et al., 2003; 
Singh et al., 2003; Naidu et al., 2004). 

Various technologies are being studied to enable sol-
diers to retain complex decision-making capabilities dur-
ing continuous operations lasting 72 hours. Transcranial 
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electrical stimulation, enhanced contrast iconography, and 
flashing icons representing threat (red force) on Force XXI 
Battle Command Brigade and Below video displays are 
examples of such technologies. In addition, pharmaceutical 
supplements are in development to sustain complex decision-
making capabilities for extended operations.

Sleep Deprivation

Sleep is not the mere absence of wakefulness. It is an 
active state that is finely regulated and that undoubtedly 
plays multiple important roles in brain function. While it is 
accepted that sleep deprivation degrades performance and 
impairs vigilance, there are other positive functions of sleep 
that may be degraded when soldiers are deprived of adequate 
sleep (Van Dongen et al., 2004b). 

Current military doctrine is based on operational activi-
ties for ground forces continuing for periods up to 72 hours. 
A persistently high operations tempo places coalition forces 
in a dominant position with respect to their adversary. How-
ever, also associated with 72 hours of sustained operation is 
sleep deprivation and concomitant reductions in capabilities 
for decision making and complex cognitive functioning 
while performing several tasks. The pioneering studies of 
Gregory Belenky at Walter Reed Army Institute of Research 
have demonstrated that whereas overlearned sharpshooting 
capabilities are retained after 40 hours of sleep deprivation, 
the decision-making ability required for differentiating 
specific targets from neutral images deteriorates markedly. 
These and similar observations show that different facets 
of attention and decision making decay at different rates as 
sleep deprivation accumulates. 

Research over the past two decades indicates that sleep 
is essential for consolidating memory and promoting synap-
tic plasticity. Sleep affects the two major types of memory: 
declarative memory, which involves retention of facts, and 
procedural memory, which refers to acquisition of complex 
skills. Declarative memory is encoded, at least initially, in 
the hippocampus, whereas procedural memory appears to be 
localized primarily in the frontal cortex (Marshall and Born, 
2007). Electrophysiologic studies of place cells (neurons that 
fire when an animal is in a specific place in a maze) in the 
hippocampus reveal that the series of place cells activated in 
the maze during the acquisition of a spatial learning task is 
reactivated in precisely the same sequence when the animal is 
in slow-wave sleep but several times more rapidly. Rapid eye 
movement (REM) sleep, in contrast, appears to benefit the 
consolidation of procedural memory (Euston et al., 2007). 
Investigators speculate that sleep gets the brain off-line so 
that it can engage the diverse cortical circuitry in memory 
consolidation.

Sleep deprivation severely compromises the ability 
of humans to respond to stimuli in a timely fashion. The 
observed deficits have often been attributed to failures of 
vigilant attention, which many investigators believe is the 

foundation of the more complex components of cognition. 
David Dinges at the University of Pennsylvania has exploited 
the psychomotor vigilance test (PVT)—a high-signal-load, 
reaction-time test—to characterize the neurocognitive effects 
of sleep deprivation. As the amount of normal sleep time 
lost increases, there is an overall slowing of responses and 
an increase in the propensity to lose focus for brief periods 
(>0.5 sec) as well as to make errors of commission. During 
extended periods of sleep deprivation, interactions between 
the circadian and homeostatic sleep drives contribute to the 
lapses in performance (Lim and Dinges, 2008). 

Chee et al. (2008) used fMRI to study subjects perform-
ing the PVT who were either well rested or sleep deprived. 
They found that lapses occurring with sleep deprivation, 
compared with lapses after normal sleep, were associated 
with a reduced ability of frontal and parietal regions to raise 
activation, dramatically reduced visual sensory cortex activa-
tion, and reduced thalamic activation. Notably, correct per-
formance under both conditions elicited comparable levels 
of frontoparietal activation. Thus, sleep deprivation produces 
periods of apparently normal neural activation interleaved 
with periods of depressed cognitive control, visual perceptual 
function, and arousal. Another finding was that most subjects 
have poor insight into the degree of their own impairment 
due to sleep deprivation.

There are substantial traitlike differences among indi-
viduals in terms of their vulnerability to neurobehavioral 
deficits as the amount of lost sleep increases. Three cat-
egories have been identified, with Type 1 individuals being 
highly tolerant of sleep deprivation (cognitive performance 
near normal on the tests used). Type 2 individuals are those 
around the mean performance deficit, and Type 3 individuals 
are substantially more vulnerable to sleep deprivation than 
the norm (Van Dongen et al., 2004a). These responses to 
sleep deprivation are highly stable over time for a particular 
individual, consistent with the response patterns being stable 
traits with a high genetic component. Identifying reliable 
biomarkers� for these behavioral types is a high priority for 
the field of sleep research. Screening with the PVT or another 
suitable biomarker could be useful to the Army in selecting 
individuals with optimal resistance to sleep deprivation for 
missions or assignments where sleep time is likely to be 
below normal for a sustained period. 

For soldiers deployed in combat operations, there are 
profound effects of sleep deprivation on brain glucose utili-
zation (Spiegel et al., 2005). Positron emission tomography 
studies have demonstrated that sleep deprivation reduces 
glucose uptake by the brain. Sleep deprivation also affects 
release of insulin from the pancreas, which affects the levels 
of circulating blood glucose. The diurnal levels of hormones 
that respond to food intake (e.g., leptin and ghrelin) are also 
modified by sleep deprivation. The 28-amino-acid gastric 

�See Chapter 2 for the committee’s definition of “biomarker” and the 
requirements for a reliable biomarker. 
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peptide ghrelin also inhibits the pain of inflammatory 
responses (Sibilia et al., 2006). This pain suppression effect 
has not yet been correlated with glucose metabolism. The van 
Cauter group reported that suppression of slow-wave sleep 
patterns (non-REM sleep) in healthy subjects alters normal 
glucose homeostasis (Tasali et al., 2008). 

Aside from its interest in prolonging wakefulness, the 
Army would benefit from following the research on the 
benefits of sleep. It has recently been suggested that short 
bouts of sleep can facilitate memory consolidation (Lahl et 
al., 2008). In the future, it may be possible to improve sleep 
efficiency so that the necessary physiological processes 
accomplished during sleep could be done much more rapidly 
or without the loss of consciousness. For example, birds are 
able to engage in slow-wave sleep in one hemisphere at a 
time so that they can remain vigilant and even fly. Marine 
mammals (cetaceans) also experience slow-wave, symmetric 
sleep in one hemisphere at a time, while the other hemisphere 
shows wakeful activity (Pillay and Manger, 2004; Lyamin 
et al., 2008).

The homeostatic facet of sleep-wake regulation is keep-
ing track of changes in “sleep propensity” (or “sleep need”), 
which increases during wakefulness and decreases during 
sleep. Increased sleep propensity following extended prior 
wakefulness (sleep deprivation) is counteracted by both 
prolonged sleep duration and enhanced non-REM sleep 
intensity, as measured by electroencephalography. There 
is compelling and convergent evidence that adenosinergic 
neurotransmission plays an important role in non-REM 
sleep homeostasis. Adenosinergic mechanisms modulate 
individual vulnerability to the detrimental effects of sleep 
deprivation on neurobehavioral performance. Sleep depriva-
tion increases the levels of extracellular adenosine and of the 
adenosine A1 receptor in the cholinergic zone of the basal 
forebrain. Caffeine, an A1 receptor antagonist, prolongs 
wakefulness and sleep latency by interfering with the rise 
of sleep propensity during wakefulness, as revealed by the 
buildup of theta-wave activity over the frontal lobes.

A functional polymorphism in the adenosine-
metabolizing enzyme adenosine deaminase contributes to 
the high interindividual variability in deep slow-wave sleep 
duration and intensity (Rétey et al., 2005). Additionally, 
the circadian gene PERIOD 3 has been shown to correlate 
with differential vulnerability to cognitive deficits resulting 
from total sleep deprivation (Viola et al., 2007; Groeger et 
al., 2008). Moreover, caffeine greatly attenuates the electro
encephalography markers of non-REM-sleep homeostasis 
during both sleep and wakefulness. 

Whereas the homeostatic process determines sleep 
needs, the timing of sleep is determined by the circadian 
process, endogenous cycles of gene expression, and physical 
activity. The circadian secretion of melatonin from the pineal 
gland plays an important role in determining sleep onset, and 
this effect of melatonin has been exploited to manipulate 
sleep onset in shift workers, for example. A family of genes, 

known as “clock” genes, has been identified that comprise 
a “molecular clock.” They are expressed in many cell types 
throughout the body as well as in the neurons of the brain. 
Notably, clock genes are overexpressed in the cerebral cortex 
with sleep deprivation, indicating that they also play a role 
in sleep homeostasis (Tafti and Franken, 2007). 

Recent genetic studies reveal a significant role for herita-
bility in sleepiness, usual bedtime, and usual sleep duration. 
Several genetic loci, including the clock genes, have been 
identified that mediate this behavior (Gottlieb et al., 2007). 
These genetic studies point to endogenous, interindividual 
differences in sleep homeostasis that may need to be identi-
fied to optimize selection of soldiers for specific tasks. They 
also point to potential targets for pharmacologically manipu-
lating sleep in vulnerable individuals. 

Pharmaceutical Countermeasures to 
Neurophysiological Stressors

Over the past two decades, neuroscience has made 
remarkable advances in understanding the neural circuitry of 
memory, drive, mood, and executive function. Furthermore, 
the neurochemical features that mediate neurotransmission 
for components of these circuits have largely been charac-
terized. This knowledge has provided the pharmaceutical 
industry with targets for developing drugs that perturb specific 
neurotransmitters, with the potential for treating disorders in 
which these neural systems have been implicated, such as 
schizophrenia, Alzheimer’s disease, severe mood disorders, 
and critical behaviors affected by specific neuropsychiatric 
disorders. Prospective neuropharmacological agents that act 
on wholly novel targets include a nicotinic acetylcholine 
receptor modulator to improve attention and executive func-
tion in attention deficit disorder, N-methyl-d-aspartic acid 
(NMDA), a receptor-positive modulator to enhance memory 
consolidation, and a metabotropic glutamate receptor agonist 
to treat psychosis (Patil et al., 2007). 

Over the next 5 to 10 years, it is highly likely that many 
new classes of drugs will be developed that mitigate symp-
toms and deviant behaviors associated with neuropsychiatric 
disorders. Beyond their approved therapeutic indications, 
these new medications have the potential for sustaining or 
optimizing the performance of soldiers. In addition, some of 
them are likely to alleviate the adverse neuropsychological 
consequences of combat and other extreme stressors, includ-
ing major depression and stress-related disorders such as 
post-traumatic stress disorder (PTSD).

As the Army debates using pharmaceuticals that have 
been approved by the Food and Drug Administration (FDA) 
for off-label uses such as sustaining or optimizing perfor-
mance, it needs to consider a number of issues. First, drugs 
that affect the CNS by acting on a specific neurotransmitter 
are likely to affect multiple neural circuits, as a particular 
neurotransmitter is generally used in several functionally 
distinct circuits, such as dopamine in the striatum modulating 



Copyright © National Academy of Sciences. All rights reserved.

Opportunities in Neuroscience for Future Army Applications 

SUSTAINING SOLDIeR PeRfORMANCe ��

movement and in the accumbens mediating reward. Thus, 
it is essential that specifi city of action be demonstrated by 
the development of tools to measure stress on other baseline 
states desired. Box 5-1 illustrates the challenge of coming 
up with a tool to measure stress. 

Second, one must be concerned about unforeseen or 
delayed side effects, particularly when medical indications 
may be present for which the drug has not been formally 
approved. Cost-benefi t analyses must be undertaken using 
tools to measure baseline states and which aspects of perfor-
mance are being enhanced and to obtain clinical measures 
of overall effects, detrimental or positive. It is possible that 
some components of performance might be degraded even 
as others are improved. Used in this context, “benefi t” refers 
to enhanced performance—for example, superior ability to 
withstand sleep deprivation, faster response times, and the 
overall improvement in carrying out the military mission. It 
may include a greater likelihood of survival. “Cost” refers 
not only to dangerous immediate side effects, but also to 
long-term side effects or even the potential for the enhanced 
abilities to lead to unacceptably risky behavior or other poor 
decisions.

Currently, there are a few examples of the use of FDA-
approved drugs to sustain behavior or prevent degradation 
of performance. Modafi nil is prescribed to pilots in the Air 
Force who are tasked to fl y prolonged missions. Sertraline 
hydrochloride (Zoloft, Lustral) is often prescribed to troops 
who have sustained repeated combat exposure to reduce the 

consequences of persistent stress and the risk of depression. 
Nonetheless, the committee has signifi cant concerns about 
the potentially inappropriate use of performance-enhancing 
drugs by the military, particularly with respect to whether 
the benefi ts outweigh the risks. Still, it may be worthwhile 
to continue research into the use of neuropharmacological 
agents to mitigate degraded performance in unique military 
circumstances when the benefi ts of the agents outweigh the 
risks.

To succeed in the area of neuropharmacological counter-
measures to performance defi cits due to stressors in opera-
tional environments, the Army needs to leverage its relation-
ships with entities whose missions are focused on, or at least 
involve, developing new drugs—these entities include the 
pharmaceutical industry, the National Institutes of Health, 
and the university biomedical and pharmacological research 
communities. The Army should aim to build on the clinical 
fi ndings of these entities to determine whether a therapeu-
tic, preventive, or optimizing effectiveness purpose of an 
agent has been established for conditions relevant to Army 
operations and whether proper administration of a proven-
 effective agent is both technically feasible and advisable. The 
Army should use the full range of neuroscience methods to 
determine the mechanisms of action for a pharmaceutical’s 
proposed use beyond its approved medical indications and 
to ensure the specifi city and selectivity of the proposed inter-
vention. Finally, pharmacogenetics has revealed substantial 
interindividual variations in drug responses—for example, to 

BoX 5-1 
is salivary cortisol a reliable Biomarker?

 The levels of cortisol in salivary samples would appear at fi rst glance to serve as an easily applied, dynamic index of the output of the adrenal 
cortex and therefore of an individual’s reaction to environmental or internal stress, broadly defi ned (Smyth et al., 1998). However, the interpretation 
of cortisol level for a given person in a particular context is a complex matter. Salivary cortisol measurement kits vary signifi cantly in their ability to 
obtain paralleling plasma cortisol levels (assumably the gold standard). That issue aside, researchers agree that to get an accurate area-under-the-curve 
measure of daily cortisol, measurements at 1, 4, 9, and 11 hours after the subject wakes up can provide good coverage.1

 Single-day assessments are nonetheless very weak approaches to this problem, since cortisol levels are affected by many day-to-day events (Stone et 
al., 2001). Many factors are thought to be important in cortisol measurement: (1) stable characteristics such as age and gender; (2) state characteristics 
such as menstrual cycle stage and use of contraceptives and other medications; (3) disease and/or chronic conditions such as liver disease, PTSD, 
malnutrition or fasting, or lifestyle (e.g., jet lag or shift work); (4) dynamic characteristics such as food intake (e.g., carbohydrates increase cortisol), 
sleep status (e.g., assess sleep quality and quantity on night prior to cortisol measurement), exercise (e.g., level and timing), and wake-up time; and 
(5) psychological characteristics such as positive and negative affect, passivity, or coping. 
 In short, before salivary cortisol can be used as a reliable biomarker (in the sense defi ned in Chapter 2), a standard method for assessing individual 
cortisol baseline must be validated. As well, the difference between the individual’s baseline cortisol reading and the reading at another time must be 
validated as a sensitive and specifi c marker of the biological condition or outcome it is intended to measure. 

1See Web site of the MacArthur Network on Socioeconomic Status and Health at http://www.macses.ucsf.edu/Research/Allostatic/notebook/salivarycort.html. Accessed 
December 1, 2008.
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neuropsychotropic agents. These fi ndings should constrain 
how widely such drugs are used for any purpose other than 
their FDA-approved therapeutic indications. 

Box 5-2 describes an example of predicting drug  effects. 
Although these approaches are in their infancy, nevertheless 
they point toward unprecedented opportunities to selec-
tively and specifi cally manipulate the brain to alter decision 
making.

BraiN iNJury

As noted in Chapter 1, the committee was tasked to focus 
its study on nonmedical applications in light of the numerous 
studies of medical neuroscience research and applications. 
Nevertheless, biomedical and neurophysiological knowl-
edge of combat-related brain injury and stress disorders is a 
prerequisite for assessing opportunities for mitigating these 
 effects of combat, whether through preventive strategies or 
by prompt and effi cient treatment after a soldier has experi-
enced a potentially injurious event. Accordingly, the section 
begins with a brief overview of the most salient aspects of 
current biomedical understanding of brain injuries.

The Iraq war has increased awareness and programmatic 
emphasis on mitigating, preventing, treating, and protecting 
against neurological damage. This war has seen a marked 
increase in the risk for traumatic brain injury (TBI) because 
of the high proportion of soldiers who have been injured 
by strong explosions due to improvised explosive devices 
(IEDs) and who have survived because they received prompt 
medical care. Blasts from IEDs may cause a unique type of 
brain damage compared with the more typical penetrating 

injuries of combat (Stuhmiller, 2008). It is also uncertain 
whether the number and duration of repeated deployments 
for the same soldiers have contributed to the prevalence of 
stress-related disorders in veterans of the Iraq and Afghani-
stan wars.

Neuroscience research has improved our understand-
ing of the brain’s response to stress, the pathophysiology of 
PTSD, and the consequences of TBI. DOD-wide recognition 
of the importance of neuroscience research in these areas is 
evidenced by the establishment of the Defense Centers of 
Excellence for Psychological Health and Traumatic Brain 
Injury in 2008. 

stress disorders, including PTsd

Several studies and reviews have examined the risk for 
developing PTSD and allied stress-related disorders, such 
as panic attacks, emotional dyscontrol, and substance abuse 
(Hoge et al., 2008; Schneiderman et al., 2008; Smith et al., 
2008). A recently released RAND study based on a repre-
sentative sample of nearly 2,000 individuals deployed for 
Operation Enduring Freedom in Afghanistan and Operation 
Iraqi Freedom found that 18.5 percent of all returning service 
members met criteria for PTSD, depression, or both, whereas 
19.5 percent reported experiencing a probable TBI during 
deployment. About a third of those experiencing a TBI had 
a concurrent mental disorder (RAND, 2008). 

Neuroscience research reveals that a complex interac-
tion involving the brain, the adrenal glands, the peripheral 
automatic nervous system, and the immune system underlies 
this kind of mental stress (McEwen, 2007). Whereas the 

BoX 5-2 
Pharmacoimaging with fmri to Predict drug effects

 Although there are many gaps in knowledge and challenges in technology that must be bridged before brain imaging can be successfully and routinely 
applied to monitor soldiers’ performance in the fi eld, current imaging techniques can be applied to laboratory-based research directed at answering 
key questions about drug effi cacy. Several recent results support the use of fMRI as a tool for predicting drug effects (Paulus and Stein, 2007; Phan et 
al., 2008). To function as a test with predictive validity for new treatment agents, a pharmaco-fMRI technique must meet stringent requirements. The 
insights gained can, however, be readily applied to predicting performance in extreme conditions or assessing the utility of training interventions. 
 Four steps need to be successfully implemented for pharmaco-fMRI to give valid and useful results: First, one has to identify a brain area that is 
important for the target process of interest. This area has to be shown to be functionally altered when an individual’s performance changes. Second, 
one has to identify an experimental paradigm that probes (monitors) this brain area. The experimental paradigm should be sensitive to the behavioral 
effects of anxiety, show no ceiling or fl oor effects, and be repeatable with negligible learning effects (i.e., have good test-retest reproducibility). It 
should be simple and relatively independent of volitional effects, be sensitive to basic pharmacological manipulations, activate areas in the brain that 
are of relevance for anxiety, and show behavioral effects and/or brain-imaging effects that correlate with ratings of anxiety. Third, one has to determine 
whether there is a correlation between reduction in performance and the BOLD change in the predicted direction with standard interventions (training, 
etc.). Fourth, one has to demonstrate that the standard pharmacological intervention affects the brain area in the hypothesized direction. Moreover, 
this effect should show a dose-response relationship (i.e., larger or more frequent doses of the intervention should have a stronger effect). 



Copyright © National Academy of Sciences. All rights reserved.

Opportunities in Neuroscience for Future Army Applications 

SUSTAINING SOLDIER PERFORMANCE	 57

acute fight-or-flight response of the stress axis is protective, 
persistent activation of the hypothalamic-pituitary-adrenal 
(HPA) axis can have noxious effects on the brain. McEwen 
coined the term “allostatic overload” to refer to persistent, 
excessive stress responses. He found that the powerful 
interaction between high anxiety and impaired sleep (since 
sleep deprivation causes increased blood pressure) increased 
levels of cortisol, insulin, and proinflammatory cytokines 
(McEwen, 2007). Several experimental paradigms have also 
shown that sleep deprivation inhibits neurogenesis in the 
hippocampus, which accounts for concurrent subtle cogni-
tive impairments. 

Developmental studies of both animals and humans indi-
cate that high levels of stress during human childhood, such 
as physical or sexual abuse or neglect, can markedly increase 
vulnerability to stress in adulthood (Heim and Nemeroff, 
2002; Kaffman and Meaney, 2007). Stress early in life results 
in persistent blunting of the HPA axis, which is mediated by 
a down-regulation of glucocorticoid receptor expression due 
to methylation of the DNA in the promoter region of the gene 
(Meaney et al., 2007). Heritable factors such as allelic variants 
of the gene for the serotonin transporter, which inactivates 
serotonin at the synapse, can render individuals more vulner-
able to stress early in life and at greater risk for depression in 
adulthood (Lesch and Gutknecht, 2005; Roy et al., 2007). 

Brain neurons express the glucocorticoid receptors, 
which are responsive to mineralocorticoids as well as to 
glucocorticoids. The hippocampus, a brain structure criti-
cally involved in learning and memory, expresses high levels 
of these corticoid receptors. Thus, it is not surprising that 
there is a complex relationship among brain glucocorticoid 
receptor occupancy, behavior, and cognition. The hippo-
campus, one of the most malleable structures in the brain, 
exhibits both functional and structural plasticity, including 
neurogenesis. Chronic stress or chronic treatment with 
exogenous glucocorticoids is associated with impairments of 
hippocampal-dependent memory tasks and with reduction in 
the volume of the hippocampus (Sapolsky, 2003). Persistent 
stress and elevated corticosteroids suppress neurogenesis 
and expression of brain-derived neurotrophic factor in the 
hippocampus. In this regard, quantitative morphometric 
studies consistently reveal reduced hippocampal volume in 
patients suffering from PTSD; the degree of atrophy corre-
lates significantly with the degree of cognitive impairment 
(Bremner, 2006).

It is not yet clear whether the reduced hippocampal 
volume is a predisposing factor in the development of 
PTSD or a consequence of traumatic injury. Many young 
adults (military or civilian) enter their early twenties with 
neurological change resulting from automobile accidents, 
football or other athletic injuries, febrile episodes from 
infection, or drug taking. An abundance of literature attests 
to the prevalence of all these factors in the U.S. young adult 
population. Before one can decide whether an individual’s 
small hippocampus was caused by injury incurred during 

military service and that the injury led to PTSD or whether 
the small hippocampus predisposed him or her to PTSD, 
carefully designed studies of the relevant conditions before 
and after deployment must be conducted. Resolution of this 
issue has substantial consequences for care delivery, for the 
value of preventive measures for susceptible individuals, and 
for compensation related to military service. 

Another brain structure that figures prominently in 
stress-related mood and anxiety disorders is the amygdala. 
Research by Yehuda and LeDoux (2007) and by Davis et al. 
(2003a) has established the neuronal pathways that mediate 
conditioned fear. Conditioning results when information 
from the conditioned stimulus (a neutral stimulus such as 
light or sound) converges with information from the uncondi-
tioned stimulus (such as pain or a feared object). Processing 
of feared experience in the lateral nucleus of the amygdala 
is a critical step in circuitry through which the release of 
catecholamines, adrenocorticotropic hormone, and cortisol 
is regulated. Administration of an α-adrenergic receptor 
antagonist into the amygdala attenuates the development 
of conditioned fear, whereas administration of exogenous 
cortisol exacerbates it (Roozendaal et al., 2006). Although 
catecholamine metabolites increase in subjects with chronic 
PTSD, most studies indicate lower levels of corticosteroids 
and a blunted response to stress (Yehuda and LeDoux, 2007). 
The central role of the amygdala in conditioned fear in exper-
imental animals has been extended to humans via functional 
brain imaging studies. Exposure to fear-inducing stimuli 
leads to functional activation of the amygdala. Furthermore, 
PTSD patients generally demonstrate increased activation of 
the amygdala in response to a threatening stimulus or even 
a neutral stimulus, as compared to untraumatized controls 
or even to traumatized individuals without PTSD (Rauch et 
al., 2006). 

Extinction of conditioned fear may suggest potential 
treatments for PTSD. Repeated presentation of the con-
ditioned stimulus to an experimental animal without the 
unconditioned stimulus results in the gradual extinction of 
conditioned fear. This active process involves new learn-
ing and requires the activation of the NMDA subtype of 
glutamate receptors in the amygdala. When conditioned 
fear exists, both animal and human studies point to a loss of 
inhibitory control over the relevant nuclei of the amygdala 
by the medial prefrontal cortex. Indeed, prolonged stress 
alters the circuitry linking the medial prefrontal cortex to the 
amygdala. Davis et al. (2006) demonstrated that the extinc-
tion of conditioned fear in experimental animals through 
repeated exposure to the conditioned stimulus is significantly 
facilitated by concurrent treatment with a single dose of 
d-cycloserine, a partial agonist at the glycine modulatory 
site on the NMDA receptor, which enhances NMDA receptor 
responses to glutamate. 

Controlled clinical trials indicate that reviewing the trau-
matic experience in a supportive setting (exposure therapy) 
can be an effective treatment for chronic PTSD, analogous 
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to exposing an experimental animal to the unconditioned 
stimulus without the conditioned stimulus. Recent studies 
demonstrate that, analogous to laboratory results with rats, the 
administration of a single dose of d-cycloserine robustly and 
persistently enhances the response to cognitive-behavioral 
therapy (desensitization) in subjects with acrophobia (Ressler 
et al., 2004). This robust enhancement persists for at least 
3 months and involves memory consolidation. Ongoing 
studies are examining the use of virtual environments that 
recall soldiers’ experiences in a controlled, graded fashion 
for desensitizing them, coupled with administration of 
d-cycloserine (Rizzo et al., 2008).� These outcomes, along 
with neuropsychological research connected with recovery/
treatment for traumatic brain injuries, are likely to continue 
as a source of future neuroscience opportunities.

As noted above, sleep deprivation can reinforce the 
negative cognitive-emotional features of PTSD. An insidious 
component of PTSD is that anxiety dreams repeatedly 
awaken some individuals suffering from it. Increased 
activity of brain noradrenergic neurons may contribute to the 
pathophysiology of PTSD as well as to the nighttime sleep 
disturbances and nightmares that accompany the disorder. 
Increased noradrenergic activity interferes with normal 
REM sleep and could interfere with the normal cognitive 
processing of traumatic events. A recent study examined 
the effects of prazosin, a centrally active alpha-1-adrenergic 
antagonist. Compared with placebo in a blinded clinical trial, 
prazosin increased total sleep time by 90 minutes, on aver-
age, increased REM sleep duration, reduced trauma-related 
nightmares, and significantly improved overall clinical 
symptoms (Taylor et al., 2008).

Not all individuals exposed to trauma develop PTSD. 
The type of trauma is important; an interpersonal trauma 
such as rape or combat appears to be more salient than an 
accident trauma. Other risk factors include lower intelligence 
quotient, childhood adversity, avoidant personality, and 
poor social supports. As noted above, reduced hippocampal 
volume is robustly associated with PTSD, but it is unclear 
whether it antedates the traumatic events, thereby being an 
additional risk factor, or is a consequence of trauma and 
stress. 

The higher concordance of PTSD in identical twins 
compared to fraternal twins supports the involvement of 
heritable risk factors. Several putative risk genes for PTSD 
have been identified. In a small study, a polymorphism in the 
untranslated region of the dopamine transporter gene was 
associated with greater risk for PTSD in trauma survivors 
(Segman et al., 2002). The glucocorticoid receptor geno-
type was found to affect basal cortisol levels in a subgroup 
of patients with PTSD (Bachmann et al., 2005). Kilpatrick 
et al. (2007) found interaction between a polymorphism in 

�Personal communication between Michael Davis, Robert W. Woodruff 
Professor, Emory University School of Medicine, and Joseph Coyle, com-
mittee member.

the serotonin transporter gene, the severity of the trauma, 
and the level of emotional support when they studied the 
development of PTSD after a hurricane. This polymorphism 
has also been associated with increased risk for depression 
in the context of stressful life events, including childhood 
abuse (Kaufman et al., 2004). Binder et al. (2008) recently 
reported that four single-nucleotide polymorphisms of the 
FKBP5 gene interacted with the severity of childhood abuse 
as a predictor of adult PTSD symptoms. FKBP5 is part of 
the mature glucocorticoid receptor heterocomplex, which 
provides face validity for an association. 

Major Depressive Disorder in the Military Context

Aside from the experience of IED events, there are 
a number of other factors related to military service that 
predispose individuals to clinical depression. Among them 
are separation from support networks and family, loss or 
death of close colleagues, divorce or family instability, eco-
nomic distress, and untoward responses to medication. U.S. 
soldiers, who are separated from their families for nominal 
15-month deployments, are likely to experience all or most 
of these factors in some form, independent of having received 
any TBI.

Stress and disruption of the HPA axis are central to 
the pathophysiology of major depressive disorder. Stressful 
life events have been associated with the onset of affective 
illness. A majority of individuals with an episode of major 
depressive disorder exhibit dysregulation of the HPA axis 
with resistance to dexamethasone, a potent glucocorticoid 
receptor agonist. A major depressive disorder is also highly 
comorbid in patients suffering from chronic PTSD (Scherrer 
et al., 2008).

Most animal models of depression that are used to 
screen for antidepressant efficacy are in fact based on acute 
or recurrent stress. For example, the Porsolt task is one of the 
most robust predictors of antidepressant efficacy. The dura-
tion of swimming when mice or rats are repeatedly placed 
in a vat of cool water decreases progressively; effective anti
depressants restore prolonged swimming. Chronic adminis-
tration of corticosterone to rats produces a number of signs 
and symptoms consistent with major depressive disorder, 
including increased anxiety, shorter latency on the Porsolt 
test, and impairments in working memory. Thus, although 
major depressive disorder can occur spontaneously without 
evident precipitants, in the military context depression may 
more often be related to persistent stress and trauma. 

Resilience

Resilience refers to the ability to successfully adapt to 
stressors, thereby maintaining psychological well-being in 
the face of adversity. Recent research focusing on the psycho-
logical and neurophysiological underpinnings of resilience 
should be of considerable interest to the Army because it 
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identifies strategies to enhance resilience, as well as potential 
indicators of naturally resilient individuals (Haglund et al., 
2007). As noted above, research on experimental animals 
and in humans unequivocally demonstrates that severe stress 
in childhood such as abuse or neglect renders the individual 
much more vulnerable to stress in adulthood (Heim et al., 
2000; McCormack et al., 2006). However, the experience of 
modest, controllable stress in childhood results in greater 
ability to regulate stress responses in adulthood. This phe-
nomenon, known as “stress inoculation,” has been demon-
strated in experimental animals and humans (Rutter, 1993). 
Studies in monkeys indicate that infant monkeys subjected 
to stress inoculation (e.g., in childhood, separation from 
the mother for an hour every week) display lower levels of 
anxiety later in life. They have lower basal cortisol levels 
and enhanced prefrontal cortex-dependent cognition than 
controls not subject to the stress inoculation (Parker et al., 
2004, 2005). 

Small-molecule markers for resilience have also 
been identified. Dehydroepiandrosterone (DHEA) is an 
endogenous steroid that elevates mood and counteracts the 
effects of high cortisol. Soldiers subjected to the stress of 
survival training, who exhibit superior performance, have a 
higher ratio of DHEA to cortisol (Morgan et al., 2004). In 
animal experiments, the neuropeptide Y (NPY) has anxiety-
decreasing effects and counteracts the behavioral effects of 
corticotrophin-releasing hormone. Consistent with these 
results in animals, serum NPY levels of soldiers subject to 
the stress of survival training correlated positively with per-
formance, suggesting that NPY may be involved in enhanced 
stress resilience in humans (Morgan et al., 2000).

Studies have identified several attitudes and behaviors 
that foster psychological resilience to stress, including 
optimism, active coping, cognitive flexibility, moral com-
pass, physical exercise, and social support (Haglund et al., 
2007). Twin studies indicate that temperamental features 
such as optimism or neuroticism (tendency toward neurotic 
responses and behavior) are substantially heritable (Wray et 
al., 2008). Furthermore, neurophysiological research sug-
gests mechanisms that may explain the protective features 
of behaviors that foster resilience, such as the finding that 
physical exercise promotes expression in the brain of brain-
derived neurotrophic factor (Cotman and Berchtold, 2002). 
Similarly, social support appears to modulate the HPA axis 
(Heinrichs et al., 2003).

Longer-Term Performance Deficits  
Linked to Traumatic Brain Injury

As noted by Hoge et al. (2008), TBI has been labeled 
the signature injury of the wars in Iraq and Afghanistan, with 
15 percent of soldiers deployed to these theaters reporting 
blast injuries sufficiently severe to result in loss of con-
sciousness or altered mental status. The risk of comorbid 
PTSD with CNS symptoms was three to four times greater 

in these soldiers than in those with no history of blast injury. 
The presence of PTSD and depression are robust predictors 
of poor physical health and persistent impairment. Yet the 
biological basis for this association remains poorly under
stood. It is simplistic to conclude that the co-occurring 
PTSD is “a psychological response.” Neuroscience should 
provide some leads about the underlying pathology of blast-
induced TBI and opportunities for prevention and treatment. 
Box 5-3 introduces a new area of neuroscience that may 
help in following up on such leads. There is debate about 
whether brain injury as a consequence of blast waves differs 
from brain injury due to penetrating wounds (Bhattacharjee, 
2008). Indeed, it appears that some penetrating brain injuries 
may reduce the risk for PTSD (Koenigs et al., 2008; Sayer 
et al., 2008). 

Research on depression that occurs after a stroke may be 
particularly relevant to thinking about TBI. Many clinicians 
believed that post-stroke depression was a predictable psy-
chological response to disability, although studies indicated 
that comparable levels of disability from other causes did 
not result in equally high rates of depression. Furthermore, 
left anterior lesions pose greater risk for persistent depres-
sion than right posterior lesions. Comorbid depression with 
stroke was a robust predictor of poor outcome, especially 
death. Both central noradrenergic and serotonergic neuronal 
systems have figured prominently in the pathophysiology 
of major depression, as they are the targets of action of 
effective antidepressants. Robinson and Coyle (1980) dem-
onstrated that because of the peculiar trajectory of these 
fine, unmyelinated aminergic fibers, which project in an 
anterior to posterior orientation in the cortex, a stroke lesion 
in the anterior cortex denervates the rostral cortex of their 
aminergic innervation. Treating post-stroke depression with 
antidepressants ameliorates the depression and improves the 
clinical outcome. 

Multiple sclerosis is another disorder associated with a 
high risk of comorbid depression. The multifocal lesions in 
the case of multiple sclerosis may have devastating effects 
on the fine aminergic intracortical axons, as demonstrated 
by the observation that the severity of depression correlates 
inversely with the CSF levels of 5-hydroxyindoleacetic acid, 
a metabolite of serotonin.

Given the evidence that exposure to explosion increases 
the risk for PTSD in the absence of an acute alteration in 
mental state, the sport of boxing is germane to the discus-
sion of TBI. Markers of cellular damage are increased in 
the CSF of boxers with no evidence of concussion. The 
absence of structural magnetic resonance imaging changes 
in boxers demonstrates that it may be an insensitive index 
of damage. For example, only 14 percent of 49 professional 
boxers subjected to structural magnetic resonance imaging 
showed abnormalities. In contrast, diffusion tensor imaging 
revealed robust differences between boxers and matched 
controls, with reduced diffusion and anisotropy, consistent 
with disruption of axon terminals. Similar findings have 



Copyright © National Academy of Sciences. All rights reserved.

Opportunities in Neuroscience for Future Army Applications 

�0 OPPORTUNITIeS IN NeUROSCIeNCe fOR fUTURe ARMY APPLICATIONS

BoX 5-3 
connectomics and Neural Pathway degeneration

 Connectomics, the study of the brain’s neural pathways for information transfer, is an emerging area that addresses fundamental issues in how the 
brain processes information. The name “connectomics” refers to the concept of considering the entire collection of neural pathways and connections 
as a whole, analogous to viewing the collection of genes in a human cell nucleus as the genome. An emerging technology known as diffusion tensor 
imaging is used as an enabling technology for the new fi eld.
 An example of how research on connectomics could be relevant to the Army is the problem of accounting for the progression of diffuse axonal 
injury resulting from a blast trauma. The current understanding is that pressure waves produced by the blast propagate across soft tissue interfaces in 
the brain, creating a shear force that degrades the junctions between white and gray matter. After the immediate physical effect of the blast—and even 
when no overt signs or symptoms of damage are observed, as in mild TBI—a degenerative pathology often develops over time. The effects of this 
neural pathway degeneration eventually lead to symptoms that appear months to years after the injury: short-term memory loss, degraded affect, and 
depression. In extreme cases, patients suffer from Parkinson’s-like tremors like those that boxers develop (Erlanger et al., 1999; Jordan, 2000; Toth et 
al., 2005). This combination of symptoms, with others, may present as PTSD. If this progressive degeneration occurs because neurons are lost along 
the neural pathways connecting to the cells or junctions that were damaged directly by the pressure waves from the blast, then connectomics may help 
to explain how the cell loss spreads from the initial foci of damage to other brain regions.
 An example of progress in connectomics with long-term relevance for TBI is a recent technique by which researchers can trace individual neural 
pathways in the brains of transgenic mouse models. While the brain of the mouse embryo is still developing, multiple copies of modifi ed genes are 
transferred into the cells that will develop into the brain. These genes produce three proteins that fl uoresce in yellow, red, or cyan, producing a palate 
of nearly 100 colors that are randomly distributed. When the mouse is mature, the brain tissue is excised and its neural pathways can be traced by the 
color coding (Lichtman et al., 2008). This technique is appropriate only for animal models such as these BrainBow mice (see Figure 5-3-1), which are 
used to learn about the brain’s “wiring diagram” and how it develops. In time, however, this fundamental knowledge should contribute to understanding 
how the brain normally processes information and what happens when disease or injury progressively degrades the neural pathways. 
 One hypothesis about the long-term effects of TBI is that the white-matter networks are injured. Experiments with BrainBow mice or similar animal 
models exposed to IED-like blast effects might in the future allow optical measurement of how the injury progresses. Since the immediate effects of a 
blast trauma can be observed in the fi eld, experiments with blast effects on these animal models might provide proof-of-concept laboratory evidence 
for whether and how battlefi eld treatments and neuronal protection technologies could mitigate the immediate blast damage. 

FIGURE 5-3-1 Neuronal pathways in BrainBow mice. Neurons in the hippocampus, a brain area involved in memory, are labeled in different colors, with their neuronal 
outgoing projections pointing to the left. This is the fi rst time so many different neurons have been separately visualized on such a large scale. SOURCE: Jean Livet, 
Joshua R. Sanes, and Jeff W. Lichtman, Harvard University (2008).
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been obtained in a small study of adolescents with mild TBI 
who demonstrated an increased anisotrophy and decreased 
diffusivity at 6 days after an incident. 

Little is known about intrinsic risk factors that may affect 
the outcome of TBI. Apo E4 status robustly predicts neuro-
logical deficits in boxers and is linked to poor neurological 
outcome after TBI from any cause (Jordan et al., 1997; Zhou 
et al., 2008). Recently, Chan et al. (2008) examined whether 
polymorphism in the serotonin transporter gene, previously 
linked to increased risk for depression after psychological 
trauma, affected the risk for depression and TBI, but they 
found no association. 

Prospective Interventions

While the long-term treatment of PTSD and the con-
sequences of TBI may not be the primary responsibility 
of the Army, it is in the Army’s interest to understand the 
pathophysiology of these conditions sufficiently to develop 
effective preventive interventions or acute treatments that 
mitigate a trauma. Such interventions could include physi-
cal training, psychological methods, or pharmaceuticals. 
Continued research on the identification of risk factors for 
the development of PTSD could inform interventions that 
mitigate a risk for PTSD and related stress disorders, thereby 
lessening the risk of performance deficits and disabilities. 

Understanding the neuropathology of TBI should aid in 
developing better types of body armor to lessen, to the extent 
possible, the specific types of trauma associated with blast 
injury. These interventions could hasten recovery after blast 
exposure and the more rapid return of soldiers to mission. 
For example, given a known risk factor for PTSD, it may 
be feasible to reduce the factor for individuals at high risk. 
Furthermore, it may be possible to develop interventions 
other than body armor that are suitable for operational use 
and that would mitigate both the physical and neuropsycho-
logical consequences of a trauma. 
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6

Improving Cognitive and Behavioral Performance

The transformation of the U.S. military services into a 
highly networked force has markedly increased the need for 
rapid collection and dissemination of vast amounts of data. 
This includes the fusion and display of data in formats that 
can be readily comprehended by soldiers who can then take 
the appropriate actions. 

The combination of optimal performance, data com-
prehension, and decision making required for this trans-
formation to a networked force comes as the Army evolves 
into a growing variety of combat platforms. Depending on 
their specialties, soldiers can be expected to operate equip-
ment ranging from 70-ton Abrams tanks and 35-ton Stryker 
vehicles to sophisticated manned and unmanned ground and 
air systems of the Future Combat Systems and to conduct 
basic dismounted soldier operations in all environments, 
including urban terrain. All of these operations rely on the 
soldier maintaining situational awareness and sharing a com-
mon operating picture of the battlefield. 

The soldiers conducting these varied operations will 
also contend with stressors on cognitive performance as 
described in Chapters 4 and 5. The need to remain vigilant 
and on task continuously for extended periods (longer than 
36 hours) in extreme environments (for example, in closed 
vehicles, where the temperature can exceed 110°F) while 
enduring the stresses of sustained combat or of security and 
stability operations will challenge the baseline cognitive 
and behavioral capabilities of soldiers, who must assimilate 
and react appropriately to the flow of task-relevant informa-
tion. In short, each soldier’s cognitive performance on his 
assigned tasks will more than ever before be critical to his or 
her operational performance.

The recent breakthroughs in neuroimaging and other 
technologies described in Chapters 2 through 5 allow quan-
tifying the physiological metrics of human attentiveness, 
cognitive performance, and neural functioning. The knowl-
edge gained is guiding the development of countermeasures 
against such stressors as fatigue, sleep deprivation, informa-
tion overload, dehydration and other metabolic stresses, even 

overtraining. At the same time, many of these techniques 
appear to offer possibilities for enhancing soldiers’ perfor-
mance beyond their normal, or unaided, baseline capabilities. 
This chapter assesses the current status and emerging pros-
pects for such neuroscience-informed enhancements. 

Hours of Boredom and Moments of Terror

Many of the tasks that make up a military deploy-
ment, especially for operations in a combat theater, can be 
characterized as “hours of boredom and moments of terror” 
(Hancock, 1997). During the long periods of waiting that 
lead up to a combat operation where hostile action may 
await, the main demand on individual performance is for 
vigilance and sustained attention (Warm, 1984). The strong 
association between the psychophysical dimensions of the 
vigilance task and certain mental workload measures made 
possible by advances in neuroscience can aid the soldier 
(Warm et al., 1996). Failures in vigilance can lead to calam-
ity in military operations (Rochlin, 1991; Snook, 2000) as 
well as in other facets of human life (Hill and Rothblum, 
1994; Evan and Manion, 2002). The classic military example 
is standing watch, where continuous sustained attention is 
essential but the probability of a threat event at any particular 
time is low. 

Many prominent cases of military failure associated 
with human error have involved failures of sustained atten-
tion (e.g., Miller and Shattuck, 2004). Looked at in terms of 
classic signal detection theory, such failures are classified as 
either a false alarm or a miss. Both forms of inappropriate 
response are problematic, but missing a critical signal for 
response can result in injury and fatalities not just for the 
soldier but also for the immediate unit or even beyond. Thus, 
finding ways to extend attentiveness could have a significant 
return for overall military performance. 

Fortunately, substantial progress has recently been made 
on the problem of sustained attention. For example, Tripp 
and Warm (2007) have linked variations in blood flow and 
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blood oxygenation, as measured by transcranial Doppler 
sonography, with occasions on which observers miss signals. 
In addition to measuring blood flow and blood oxygenation, 
which are indirect indicators of neural functioning, event-
related potentials may be another way to learn when an 
individual has missed a critical signal. As discussed in the 
following section on neuroergonomics, if the data stream 
of the original event-related potentials is formatted so as to 
elicit, for example, a P300 response when a miss occurs, 
then an augmented perception system could be triggered 
by such an electrophysiological signal. Such techniques for 
augmenting perception—in this case to improve awareness 
of a signal—depend on vigilance for catching a specific 
signal. The interface employed for this task may need to be 
structured to make best use of the augmentation opportunity, 
and such designs are a challenge to scientists in the human 
factors and ergonomics communities (Hancock and Szalma, 
2003a, 2003b). 

Despite the challenges, work on military applica-
tions for this kind of brain-signal-augmented recognition 
is going forward, as illustrated by two current Defense 
Advanced Research Projects Agency (DARPA) programs.� 
The Neuroscience for Intelligence Analysts system uses 
electroencephalography (EEG) to detect a brain signal 
corresponding to perceptual recognition (which can occur 
below the level of conscious attention) of a feature of inter-
est in remote (airborne or space-based) imagery. In macaque 
monkeys, an EEG signature from electrophysiological 
recordings has been successfully detected for target image 
presentation rates of up to 72 images per second (Keysers 
et al., 2001). In the Phase 1 proof-of-concept demonstration 
of a triage approach to selecting images for closer review, 
actual intelligence analysts working on a realistic broad-area 
search task achieved a better than 300 percent improvement 
in throughput and detection relative to the current standard 
for operational analysis. There is evidence that this technol-
ogy can detect at least some classes of unconscious attention, 
providing support for the notion that perception is not only 
or always consciously perceived. 

The second DARPA program, the Cognitive Technology 
Threat Warning System, uses a signal-processing system 
coupled with a helmet-mounted EEG device to monitor 
brain activity to augment a human sentinel’s ability to detect 
a potential threat image anywhere in a wide field-of-view 
image seen through a pair of binoculars. Again, the objective 
is to identify potential features of interest using the brain 
signal, then warn the soldier-sentinel and direct his or her 
attention to those features. 

If augmentation of signal awareness can enhance per-
formance in continuous-vigilance tasks during the hours of 
boredom, as illustrated by these DARPA demonstration-
experiments, are there opportunities to enhance soldier 

�Amy A. Kruse, Defense Sciences Office, DARPA, Briefing to the com-
mittee on June 30, 2008. 

performance during the infrequent but intense moments 
of terror? In the modern Army environment, such contexts 
typically involve surging information loads on individuals 
who must process all the relevant information quickly and 
appropriately to avoid the twin performance faults: failure 
to respond or incorrect response. When peak demands are 
coming from multiple cognitive tasks—e.g., perceptual 
judgment, information assimilation to cognitive schema, and 
choice selection (decision making in a broad sense), all of 
which must be carried out with urgency—cognitive overload 
is likely to degrade performance. 

As an example, consider a mounted soldier-operator who 
is monitoring his own formation of manned and unmanned 
ground vehicles, along with attached unmanned aerial vehi-
cle assets, and is receiving and sending communications over 
his tactical radio system. At the same time that he notices 
some problem with one of the unmanned ground vehicles, 
he loses contact with one of the aerial vehicles and receives 
preliminary indications of an enemy position on his flank. 
The soldier in this or analogous circumstances may well have 
trained for such events individually, but all three occurring 
simultaneously is likely to produce cognitive overload. 

The primary way in which neuroscience can help an 
individual deal with cognitive overload is through improved 
methods for load-shedding as the workload stress on the 
individual increases beyond a manageable level. In effect, 
the aiding system removes or lessens one or more of the 
stacked processing-and-response demands on the individual. 
The load-shedding process can continue as cognitive tasks 
are sequentially removed. Thus, in the example above, the 
soldier-operator can focus on the most serious threat—the 
signs of hostile activity—while his load-shedding system 
automatically moves into problem-management routines for 
the two “straying” unmanned vehicles and cuts the incom-
ing message traffic on the radio to just the highest priority 
messages. Various forms of discrete task allocation have 
been around in concept since the mid-1950s and in practice 
since the later 1980s. However, in these existing forms, 
the aiding system does not receive input on how close the 
aided individual is to cognitive overload. This particular 
aspect—monitoring the status of the individual for measures 
of cognitive overload—is where neuroscience and its tech-
nologies for assessing neurophysiological state can contrib-
ute to enhancing performance in the moments of terror. In our 
mounted soldier-operator example, an information workload 
monitoring system would detect the soldier’s nascent cogni-
tive overload condition and activate the automated problem 
management routines for his straying assets and the radio 
“hush-down.” 

In the past decade, much effort has gone into the assess-
ment of neurophysiological indicators of incipient overload. 
At the forefront of these efforts was the Augmented Cogni-
tion (AugCog) program of DARPA. The AugCog objective 
was to use a number of neural state indicators to control 
adaptive human–machine interfaces to information systems. 
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The neural state indicators were used to assess cognitive 
overload stress, and when the stress became too great, they 
would trigger the dynamic load-shedding activity of an 
interface management system (McBride and Schmorrow, 
2005; Schmorrow and Reeves, 2007). This pioneering effort 
in information workload management via physiological and 
neural feedback, which is discussed further in Chapter 7 and 
in greater detail in Appendix D, met some degree of success. 
It also provides important lessons on the challenges for 
implementing this type of adaptive aiding technology.

The concept of adaptive aiding, which was first advanced 
by Rouse (1975) for the U.S. Air Force, builds on a long 
tradition of behavioral adaptation to environmental con-
straints (Hancock and Chignell, 1987). However, in a 
neural-indicator-driven implementation, such as in the 
original AugCog vision, the adaptation is not managed by 
the individual alone but is augmented by the aiding system’s 
assessment of the individual’s level of cognitive stress or 
other electropsychological parameters. Research projects in 
adaptive aiding have focused on systems for such real-world 
tasks as air traffic control (Hillburn et al., 1997), control of 
unmanned aerial vehicles (see, for example, Mouloua et al., 
2003; Taylor, 2006), and augmentation of fine motor skills 
such as laparoscopic surgery (Krupa et al., 2002). 

In fact, most tasks in which humans perform knowledge-
intensive work in conjunction with a complex information 
management and computational system could probably be 
improved by better diagnostic representations of the state 
of the human operator. Ultimately, the question becomes 
how action is integrated within the brain itself. For example, 
Minsky (1986) suggested that the brain could be viewed as 
a “society of mind.” In this view, a person’s conscious expe-
rience is an emergent property arising from the interaction 
of many cortical subsystems. The way in which these sub-
systems appear to interact seamlessly� may well represent a 
template for advanced human–machine systems whose goal 
would be to reproduce the apparent effortlessness with which 
a person willfully controls his or her own limbs. A sad reality 
is that we no doubt will learn more about how this interaction 
works within the brain by working with individuals damaged 
by war. See, for example, the section of Chapter 7 entitled 
“Optimal Control Strategies for Brain–Machine Interfaces.” 
The prospect of returning the wounded to their previous 
level of physiological capability is a potential source of 
satisfaction. However, the next step beyond recovery of 
capability—providing capabilities that exceed the norm 
of natural abilities—would raise ethical issues if, indeed, it 
became technically feasible (Hancock, 2003).

�There may be more cognitive dissonance, or contention and conflict, 
occurring in such situations than either the operator or an observer of the 
operator’s behavior can detect unaided by information on the operator’s 
neural state (Hancock, in press). 

NeuroErgonomics

Neuroergonomics has been defined by the individual 
who coined the term as “the study of the brain and behavior 
at work” (Parasuraman and Rizzo, 2007). It is one facet, or 
formalized expression, of the broader field of brain–machine 
(or sometimes mind–machine) interfaces (Levine et al., 
2000; Lebedev and Nicolelis, 2006). Much of the broader 
field, as discussed in Chapters 5 and 7, has focused on ways 
to restore full functioning to individuals who have lost limbs 
or who have suffered some form of cognitive deficit follow-
ing concussive or kinetic injuries. Although many of the 
advances in knowledge and in technology for these medical 
applications are inherently important to all application areas 
for brain–machine interfaces, the focus of this section is not 
medical prostheses. Rather, a typical application in neuro
ergonomics is concerned with enhancing selected capabili-
ties beyond an unaided level, whether or not the individual 
aided by the system has experienced some degradation in 
capability. Neuroergonomics deals as much with perfor-
mance improvement and performance enhancement as with 
performance recovery. The brief summary below examines 
some of the opportunities envisioned by those working in 
this field, as well as some of the barriers, acknowledged and 
implied, to successful realization of these opportunities.

Specificity of Brain Signals as Control Inputs to a  
Brain–Machine Interface

For a nonexpert, the advances in neuroscience described 
in the popular press—and sometimes in proposals seeking 
funding—can easily be interpreted in ways that overstate 
the specificity of the signal patterns within the brain that can 
be monitored with current techniques. Thus, lay individuals 
frequently ask whether current diagnostic techniques allow 
an observer to know what the person being observed is 
thinking. A similarly unrealistic flight of fantasy is that the 
weapons system of an advanced aircraft can be controlled by 
thinking in the language of the aircraft’s designers or pilots. 
In general, an expectation that higher levels of cognition can 
be immediately comprehended by assessing a small number 
of neural signals is destined for disappointment. 

However, the confluence of insights from neuroscience 
and improvements in complex systems control functions 
will provide limited opportunities for sending discrete con-
trol signals directly to an external system. We can, to some 
degree, elicit and subsequently measure, with a fair degree of 
accuracy, discrete responses from the brain. A prime example 
is the P300 wave, which not only is a potential index of 
cognitive workload but also can be employed as a form of 
binary (yes/no) control to a hybrid human–machine monitor-
ing system. Although it remains difficult to distill the P300 
wave on a single trial, the signal-to-noise ratio is constantly 
being improved, as it is for other neurophysiological and 
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allied techniques in neural monitoring. Currently, various 
forms of brain function can be monitored for use as binary 
control signals, and simple forms of such controls have been 
created. 

A Pragmatic Approach to Neuroergonomics Applications

Recently, Parasuraman and Wilson (2008) drew a dis-
tinction between techniques that measure cerebral metabolic 
processes, such as transcranial Doppler sonography or func-
tional magnetic resonance imaging (fMRI), and techniques 
that measure neural activity (neural signaling) per se, such 
as EEG and event-related potentials. Their primary concern 
in making this distinction relates to the use of the output 
from these neurophysiolgical monitoring techniques as 
inputs to adaptive control systems (Hancock, 2007a, 2007b). 
Parasuraman and Wilson also considered how sequential 
improvements in spatial and temporal resolution of these 
electrophysiolgical measures can provide opportunities for 
increasingly refined control inputs and thus for increasingly 
sophisticated control of complex technologies. The eventual 
goal, whether implied or stated, is to translate an intention to 
act into a real action—in more colloquial terms, controlling 
our tools directly with our minds. 

The temptation here is to attempt to decide this issue in 
terms of current and proposed neuroscience methodologies—
that is, framing the discussion in terms of what we can mea-
sure now and may be able to measure in the near future—and 
asking how such measures might be used as control signals to 
a compliant external system (that is, as an input to the defined 
control interface for the external system). A more practical 
approach is to ask what the Army and, by extension, its sol-
diers are expected to do, then consider how these tasks could 
be accomplished by soldiers interacting with systems via 
interfaces supported by advanced neuroscience techniques. 
The discussions of brain–machine interface technologies in 
Chapter 7 follow this more pragmatic approach.

Leveraging External Research  
TO Enhance Soldier Performance 

This section describes two areas of research on per-
formance enhancement in nonmilitary contexts that have 
sufficient relevance to Army applications to bear continued 
monitoring. In addition to discussing these applied research 
programs, Chapter 7 discusses investments by nonmilitary 
entities in neuroscience-related technology development. 
In many cases, those technology opportunities also aim to 
enhance cognitive and behavioral performance.

Driver Workload Research

Driving a vehicle on highways and streets shared with 
other vehicles is an integrated, multiple-task behavior that 
requires proficient performance of different but interrelated 

skills. These skills rely on interconnected visual, motor, and 
cognitive brain systems. This common civilian activity of 
highway driving is regularly performed under conditions 
of varying task workload and stress. Extensive behavioral 
research on enhancing driver proficiency has been funded 
by the private sector—principally the automotive original 
equipment manufacturers (OEMs)—and by the U.S. Depart-
ment of Transportation (DOT). These behavioral studies are 
beginning to be extended and deepened into neurocognitive 
analyses through complementary research that uses neuro-
imaging techniques in a laboratory setting. These studies, 
which are looking at advanced forms of smart vehicles and 
driver-support information systems, are relevant to soldier 
performance in high-workload conditions for either combat 
or noncombat operations that call for combinations of visual, 
motor, and cognitive processing in the road-driving context. 
In addition, the models, simulation techniques, and analysis 
procedures developed for driver workload research and 
smart-vehicle technology have direct application to human–
machine interfaces common in military vehicles, complex 
weapons systems, and battlefield operations generally. 

Neuroscience research has shown the strong influence of 
key brain communication networks in the degradation of per-
formance in overlearned skills. The methods of neuroscience 
are very useful for improving the ability to predict behavior 
by paying attention to the role of identified brain networks. 
The goal in much of the advanced driver workload/smart-
vehicle research is to develop models that predict behavior 
rather than obtain the most accurate simulation. (Simulation 
systems for operator training have a different goal, and for 
them, realism is more important.) 

OEM precompetitive collaborative research projects 
of interest to the Army include the workload measurement 
aspects of the final reports from the Crash Avoidance Metrics 
Partnership, as well as the Safety Vehicle Using Adaptive 
Interface Technology (SAVE-IT) program sponsored by 
DOT’s Research and Technology Innovation Administration 
(DOT, 2008b). SAVE-IT deals with adaptive interfaces for 
high-workload environments. The Integrated Vehicle-Based 
Safety Systems program, also sponsored by the Research 
and Technology Innovation Administration, will include a 
study of driver performance in an environment with multiple 
warning systems that are intended to prevent rear-end, run-
off-road, and lane-change crashes (DOT, 2008a; UMTRI, 
2008). These investments in driver safety technology have 
been motivated by an interest in active safety systems to 
avoid a crash rather than survive one after it happens.

These behavioral studies of workload metrics form the 
basis for a small set of brain imaging studies in simulated 
environments. Uchiyama et al. (2003) showed that brain 
networks are activated in driving-like scenarios in labora-
tory environments. Young et al. (2006) and Graydon et al. 
(2004) reported fMRI and magnetoencephalography results 
showing that a static driving paradigm in a laboratory setting 
activated the brain network more than did the sum of all the 
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component tasks in the paradigm. They interpreted these 
results as suggesting that a critical mass of stimulation cues 
in a laboratory imaging environment can reasonably replicate 
a real-world scenario for studying driving behavior. Spiers 
and Maguire (2007) developed a technique for analyzing 
blocks of driving activity using fMRI and a video game 
stimulus. Bruns et al. (2005) have used EEG to monitor an 
individual driving a military vehicle, and Harada et al. (2007) 
have demonstrated near-infrared spectroscopy technology to 
monitor the cortical blood flow of an individual operating a 
civilian automobile. 

NASA Neuroscience Research

The National Aeronautics and Space Administration 
(NASA) has made the second largest federal investment, 
after DOD, in studying performance under stressful condi-
tions. The National Space and Biomedical Research Institute 
(NSBRI), a NASA-funded consortium of institutions study-
ing health risks related to long-duration spaceflight, has 
sought to develop countermeasures to the physical and 
psychological challenges of spaceflight. The NSBRI also 
works on technologies to provide medical monitoring and 
diagnosis capabilities in extreme environments, including 
cognitive capabilities. NSBRI investigators come from over 
70 U.S.-based universities, and the institute is governed by 
an oversight committee comprising a dozen of its member 
institutions (NSBRI, 2008a). 

The Neurobehavioral and Psychosocial Factors team 
at the NSBRI seeks to identify neurobehavioral and psycho
social risks to the health, safety, and productivity of space 
crews. Additional research focuses on developing novel 
methods of monitoring brain function and behavior and mea-
sures that enhance the quality of life for astronauts, along with 
improving their performance and motivation. This team’s 
current projects range from researching ways to enhance the 
performance of a team carrying out a space exploration mis-
sion to developing new techniques for monitoring cognitive 
changes and the effects of stress on performance. The team is 
also developing a computer system that monitors speech pat-
terns for use in predicting changes in mental capacities, such 
as cognition and decision making, which may be affected by 
the heightened exposures to radiation or hypoxia that may be 
encountered on an extended mission. Another current project 
is to develop a computer-based system for the recognition and 
treatment of depression (NSBRI, 2008b). 

Among the studies completed by the Neurobehavioral 
and Psychosocial Factors team, Shephard and Kosslyn 
(2005) developed a portable system to assess nine cognitive 
functions, including problem solving, attention, and working 
memory, to provide an early warning sign of stress-related 
deficits. Dinges et al. (2005, 2007) developed a system 
using optical computer recognition to track changes in facial 
expression of astronauts on long spaceflights, when such 
changes may indicate increased stress.

A second NSBRI team, the Human Factors and Perfor-
mance team, is studying ways to improve daily living and 
keep crew members healthy, productive, and comfortable 
during extended space exploration missions. Overall aims of 
this team are to reduce performance errors by studying envi-
ronmental and behavioral factors that could threaten mission 
success. The team develops information tools to support crew 
performance and guidelines for human systems design. 

Team members are examining ways to improve sleep 
and scheduling of work shifts and looking at how light-
ing can improve alertness and performance. Other projects 
address nutritional countermeasures and how factors in the 
environment, such as lunar dust, can impact crew health. 
Recent projects of the Human Factors and Performance team 
includes research on sleep disruption in space and finding a 
nutritional counterbalance for the loss of muscle mass and 
function attributed to long spaceflights. Because rapidly 
changing light-dark cycles in space can affect the human 
body’s natural circadian cycle, Lockley et al. (2006) have 
been investigating whether exposure to short-wavelength 
blue light can be an effective means of shifting the circadian 
pacemaker, suppressing melatonin, and essentially increas-
ing alertness. Gronfier et al. (2007) found that a modulated 
light exposure, with bright light pulses of 100 lux being 
supplied in the evening, can retrain human subjects to a 
light-dark cycle.

NeuroPharmaceutical Approaches to 
Performance Enhancement

Chapter 5 discusses nutritional supplements and phar-
maceuticals used to sustain performance (measures to 
counter environmental stressors) as opposed to enhancing 
it above an individual’s baseline optimum. The committee 
has significant concerns about the potential for inappropriate 
use of currently available performance-enhancing drugs by 
the military. 

The caveats noted in Chapter 5 to the off-label use of 
neuropharmaceuticals to sustain performance, outside the 
FDA-approved medical indications for prescribing them, 
apply even more stringently when the intent is to enhance 
performance beyond the baseline capability. The require-
ments for specificity and selectivity must be set high and 
must be clearly met with scientifically sound evidence. And 
the risk of undesirable and still-unknown side effects must 
be weighed carefully against any performance benefit using 
tools to measure the performance improvement and clinical 
measures to assess the overall effects of the intervention. 
Such tools may need to be developed. Despite these con-
cerns, it may be worthwhile to continue research on the use 
of pharmacological agents to optimize performance if the 
benefits to unique military circumstances clearly outweigh 
the risks. Future studies may discover enhancers with more 
striking effects then those currently available (Narkar et al., 
2008).
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Neuropharmaceuticals might also be applied to influ-
ence adversary behavior and decision making. Because phar-
maceuticals can no doubt modulate the neurophysiological 
underpinnings of behavior and performance, they can in prin-
ciple be used to weaken or incapacitate an adversary, just as 
they can be used to sustain and strengthen our own soldiers. 
Although this might be a direction for long-term research, 
it would also raise substantial ethical, legal (from the per-
spectives of both U.S. and international law), and strategic 
issues that should be addressed before the Army supports any 
such research and before assessing the relevance for Army 
applications of any non-Army research in this area. As with 
chemical and biological weapons, the most relevant opportu-
nity for the counteradversary use of pharmaceuticals may be 
in developing the means to protect our soldiers (and civilians) 
against pharmacological weapons used against us.
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7

Neuroscience Technology Opportunities

Chapters 3 through 6 discussed neuroscience research 
leading to developments in key application areas of train-
ing, decision making, and performance, including recom-
mendations on predominantly research-based opportunities. 
This chapter discusses high-risk, high-payoff opportunities 
for using neuroscience technologies in Army applications. 
Where the committee identified significant investments in 
a technology opportunity from nonmilitary federal, com-
mercial, or foreign sectors, the leveraging opportunities for 
the Army are noted. A section on barriers to Army use of 
these technology opportunities describes important scientific 
and technical barriers. The concluding section presents the 
committee’s priorities—“high priority,” “priority,” and “pos-
sible future opportunities”—for Army investment.

A section on technology trends discusses several trends 
that the committee believes will endure and even grow in sig-
nificance for Army applications. The Army should establish 
a mechanism to monitor these trends effectively and have a 
capability in place to evaluate the applicability of any result-
ing technology to Army needs and opportunities.

This chapter discusses many technologies and plausible 
areas of neuroscience research, including experiments that 
may be facilitated through the use of human subjects. The 
committee assumes that all such research will be conducted 
in accordance with the guidelines established in the Belmont 
Report and subsequent regulations issued by the Office of 
Human Research Protections of the U.S. Department of 
Health and Human Services.

The report places technologies in two categories: those 
that result in “mission-enabling” instruments and those that 
result in “research-enabling” instruments. In some instances, 
a technology has applications in both categories. The word 
“instrument” is used in the most general sense: it could be a 
pen-and-paper personality inventory, a software-controlled 
skills survey, a reaction-time analysis method for training 
assessment, a control interlock system to distribute infor-
mation among different vehicle crew based on their current 
workload and baseline cognitive capability, an in-helmet 

device designed to monitor neural activity or cerebral blood 
flow, or an advance in imaging technology. Both categories 
of technology share the common characteristic that neuro
science research, as defined in Chapter 2, plays a key role in 
their development. 

Deployable instruments are technologies directly affect
ing performance, training, or military decision making. 
Enabling instruments fill gaps in current technology and 
allow neuroscientific examination (laboratory) or evaluation 
(training or battlefield) of soldier performance, training, or 
military decision making. The committee feels this distinc-
tion is vital, because it is not immediately clear, for example, 
whether miniaturized signal processing technology will open 
additional opportunities to use laboratory devices currently 
considered impractical. If that happened, the miniaturization 
of signal processing would be an enabling technology. 

All neuroscience technologies have spatial and tem-
poral resolutions that define the neurophysiological build-
ing blocks they can study. Twenty-five years ago, the vast 
majority of detailed in situ function of localized structures 
in the human brain was extrapolated from work on animals 
measured with electronic stopwatches, clipboards, and scalp 
surface electrodes or was inferred from correlation studies 
of injury/pathology using psychiatric examinations. The 
introduction of noninvasive technologies has expanded the 
breadth and depth of studies of normal human brain function 
and allowed the development of noninvasive neural mea-
surement techniques to study the functioning human brain. 
Figure 7-1 shows how these new technologies can monitor 
or even predict performance anywhere in the spatiotemporal 
plane. (For discussion of the history and advancement of 
neuroscience research related to Army applications, see 
Chapter 2.)

Managing the Soldier’s Physical Load

There are multiple research and development oppor-
tunities involving soldiers, such as extracting information 
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FIGURE 7-1  Various noninvasive imaging technologies provide insight into the brain (anatomy) and mind (function). The spatial resolution 
of a given technology defines the largest and smallest brain structures that can be observed, while the temporal resolution defines the elements 
of mind function to be measured. Academic and commercial research is primarily geared to improving resolution, although important mea-
surements for the prediction of behavior can be made at any point in the brain-mind plane. Shown are several of the technologies discussed 
in Chapter 7. SOURCE: Adapted from Genik et al., 2005.

from the brain and nervous system, inferring neural states 
from physiological information, or designing control 
strategies to alter or enhance neural states. Nevertheless, 
the committee recognizes that critical ergonomic con-
siderations limit the added burden—particularly added 
weight—that neuroscience technologies can place on an 
already overloaded soldier. Mission-enabling technolo-
gies (including devices for sensing, power, and onboard 
computating) must be considered as part of the larger 
system of a dismounted soldier’s equipment load, and 
they should not add appreciable weight or volume to the 
helmet or backpack. A National Research Council study 
determined that any new device(s) should not add more 
than 1 kg to the helmet or 2 kg to the pack. More impor-
tant, any helmet-mounted neuroscience technology should 
not interfere with ballistic protection, helmet stability, or 
freedom of head movement (NRC, 1997). The committee 
believes that these design and engineering constraints 
must be considered from the outset to ensure successful 
integration of a neuroscience technology with the soldier’s 
existing equipment load.

Mission-Enabling Technologies

The Army has a basic requirement to process, distrib-
ute, and apply information efficiently. These requirements 
will only increase with the demands of a network-centric 
environment. Better cognitive performance must be achieved 
if soldiers are to contend with an ever-increasing river of 
information. Solutions are needed to address demonstrated 
operational requirements, such as avoidance of information 
overload and successful synthesis of information that selec-
tively highlights the mission-critical features from multiple 
sources. The technologies described in this section apply 
knowledge and techniques from neuroscience to help solve 
these and related challenges in sustaining and improving 
soldier performance.

Mission-enabling (deployable) instruments or tech-
nologies of interest to the Army must be capable of being 
scientifically validated and include brain–machine interface 
(BMI) technologies, remote physiological monitoring to 
extend performance in combat, and optimization of sensor-
shooter responses under cognitive stress. BMI technology 
examples include near-term extensions of current train-



Copyright © National Academy of Sciences. All rights reserved.

Opportunities in Neuroscience for Future Army Applications 

76	 OPPORTUNITIES IN NEUROSCIENCE FOR FUTURE ARMY APPLICATIONS

ing applications of virtual reality (VR) systems, iconic or 
graphical information overlays on real-world visual displays, 
and various approaches to monitoring neurophysiological 
stress signals to manage information overload, and the use 
of neural signals to control external systems. Several of the 
technologies discussed may not appear to the casual observer 
to be rooted in neuroscience research. Where a connection is 
not obvious, it will be explicitly stated or the neuroscience 
aspect outlined. 

Field-Deployable Biomarkers of Neural State 

The first issue in applying laboratory neuroscience 
results to field operations is to find reliable indicators of 
neural state that can be used in the field (field-deployable bio-
markers). The equipment used in functional neuroimaging 
laboratories is sensitive to movement of both the subject and 
metal objects near the subject as well as susceptible to inter-
ference from proximal electronic devices: Such constraints 
are antithetical to mission environments. One way to avoid 
this difficulty is to identify reliable physiological surrogates 
for the neural states of interest, surrogates that are easier to 
monitor in an operational environment. For example, alert-
ness in a driving environment can be reliably determined by 
monitoring eyelid movement (Dinges et al., 1998). Neuronal 
state measurement is a primary topic in this chapter, but there 
are many other physiological indicators that can be evaluated 
for their reliability as biomarkers of functional brain states 
and behaviors. These include

•	 Galvanic skin response (GSR);
•	 Heartbeat, including rate and interbeat interval;
•	 Eye movements, including response times, gaze 

latency, and stability;
•	 Pupilometry;
•	 Low-channel-count electroencephalography (EEG);
•	 Cortical changes in blood flow, measured using near-

infrared spectroscopy (NIRS); 
•	 Blood oxygen saturation (also using NIRS); and
•	 Facial expression as monitored by optical computer 

recognition (OCR) techniques. 

Combinations of these and future physiological mea-
sures are also possible. The committee believes that physi-
ological indicators as surrogates for neurological states or 
conditions can be useful even before our understanding of 
the neurophysiological basis for the established correlation is 
complete. Therefore, the technology opportunities discussed 
here include the development and scientific validation of sur-
rogate markers with research; to understand how they work 
is of secondary importance. 

One futuristic technology that should be developed in 
parallel with work on individual physiologic indicators and 
surrogate markers is some kind of health and status monitor-
ing tool for operational commanders that combines relevant 

neural measures to provide near-real-time feedback about 
operator neural readiness. To develop such a tool, a top-
down functional analysis should be conducted to determine 
which of the neural indicators available are meaningful 
for different kinds of Army decision makers. For example, 
commanders on the battlefield could benefit from decision 
support that alerts them in near real time to issues with per-
sonnel neural readiness, such as unexpectedly high levels of 
fatigue or sleep-deprivation deficits in individuals or across 
units. Another class of decision makers that could benefit 
from readily accessible neural indexes would be medical 
commanders, who could decide how to allocate medical 
resources in response to rapidly changing events. Early 
versions of the monitoring system might find their initial 
application in training, including advanced training for spe-
cialized tasks as well as basic training of recruits.

The development of an operational neural health and 
status monitoring system represents an important intersec-
tion of neuroscience and military operational applications, 
since such a system could inform critical, time-pressured 
decisions about near-real-time soldier status. As the reli-
ability and range of neural state indicators grows, this could 
also incorporate predictive biomarkers to aid commanders 
in comparing alternative scenarios. For example, a deci-
sion support tool that could indicate the neural impact of 
extending troop deployments, in both the near term and the 
far, could help to determine troop rotations and to select 
individuals or units for various activities.

EEG-Based Brain–Computer Interfaces

One area of neuroscience technology that has received 
much attention in the mainstream media is the development 
and use of EEG-based brain–computer interfaces. These 
interface systems have potential operational use in areas such 
as remote, real-time physiological monitoring—for example, 
a battlefield commander could receive some indication that a 
soldier is approaching maximum mental workload or stress. 
While such operational uses are possible, battlefield applica-
tions of these sensors as a neurotechnology are not likely to 
be realized in the next 10 years.

Commercial developers of EEG-based interfaces, which 
target primarily applications in video gaming and in market-
ing, generally claim that they can detect facial expressions, 
emotional states, and conscious intentions (Greene, 2007a). 
Their devices usually contain both the EEG sensors and 
machine-learning algorithms that require training for indi-
vidual users. A handful of companies claim they will have 
brain–computer interface headsets commercially available 
in the very near future for gaming applications (Emotiv 
and NeuroSky are two such), and a similar number already 
claim success with methodologies for consumer research 
(in neuromarketing research applications) (EmSense, Lucid 
Systems, and NeuroFocus are three such methodologies). 
One technological advance that commercial EEG-based 
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brain–computer interfaces have incorporated is the concept 
of a dry electroencephalograph, which is an EEG device that 
does not require the use of electrically conducting gel on the 
scalp. However, the capability of this technology has been 
questioned, since a dry EEG device cannot produce as strong 
a signal as a traditional gel-based electroencephalograph 
(Greene, 2007b).

Scientific proof of the claims for these brain–computer 
interfaces is virtually nonexistent, and they have been heavily 
criticized by academics (Nature, 2007; Greene, 2007b). The 
aforementioned companies have not published any scientific 
papers on their devices or methodologies, so the industry, as 
of now, is still extremely opaque. While the possible out-
comes could be relevant for the operational Army, the use of 
EEG-based brain–computer interfaces to support real-time 
decision making should be considered basic research and 
funded accordingly. Furthermore, the headset technology 
demonstrated by companies such as Emotiv brings into ques-
tion whether the primary signal that trains the interface is of 
cortical origin or based on cranial muscle polarization. These 
devices are therefore interesting as control interfaces to aug-
ment the number of devices a single soldier can control, but 
they probably do not qualify as a neuroscience technology 
opportunity. 

One commercial application that could be more useful 
to the Army in the near term is a neurofeedback system for 
self-regulation. Neurofeedback, akin to biofeedback, allows 
individuals to receive visual and aural feedback about their 
brainwave activity to promote self-regulation. This technique, 
which was developed in part through research sponsored by 
the National Aeronautics and Space Administration (NASA), 
has been recommended as a therapeutic intervention for the 
treatment of attention-deficit hyperactivity disorder, traumatic 
brain injury, post-traumatic stress disorder, and depression in 
children and adolescents (Hirshberg et al., 2005).

While neurofeedback systems are not going to be used 
for operational real-time decision making anytime soon, their 
application in field settings could one day be of interest to the 
Army in ways that go beyond their obvious medical thera-
peutic benefits. CyberLearning Technology, LLC, which 
has an exclusive license with NASA for its neurofeedback 
methods, connects its system directly with off-the-shelf 
video game consoles such as the Sony PlayStation and the 
Microsoft Xbox. Given the ubiquity of these game consoles 
and personal computers in field settings, it may be possible to 
leverage this technology in the near term for use by soldiers 
in the field. 

Haptic Feedback Technology for Virtual Reality

VR, a technology whose graphical base is driven by 
advances in the gaming industry, is now a common tool 
in behavioral neuroscience research and applications. Of 
particular importance for the Army is the use of VR for 
the study and modification of human behavior and for the 

enhancement of human abilities (Tarr and Warren, 2002). 
Indeed, VR is becoming a familiar technique for simulating 
flight, shipboard seamanship and navigation, and tank and 
armored vehicles. VR implementations are central to train-
ing for the Future Combat Systems program. The nascent 
Virtual Squad Training System is a wireless, wearable sys-
tem that trains Army warfighters using simulated weapons 
like the Army Tactical Missile System in a virtual combat 
environment. 

One area of VR that the Army has not yet exploited is the 
use of three-dimensional (3D) haptic interfaces. In general, a 
haptic interface provides cutaneous sensing and kinesthetic 
feedback to simulate the feel of physically manipulating 
what are in fact virtual devices. Haptic interfaces not only 
have training applications but also could be used for systems 
such as those that teleoperate robots. 

The Army can leverage commercial-sector investments in 
haptic interfaces. The current commercially available haptic-
sensing devices range from more extensive exoskeleton-based 
force-reflecting systems (e.g., Immersion’s CyberForce) 
costing tens of thousands of dollars, to smaller, personal-
computer-based, electromechanical force feedback systems 
(e.g., Novint’s Falcon) that retail for a few hundred dollars. 
The larger force-reflecting systems could be useful in large 
simulation-training environments such as the Virtual Squad 
Training System. The PC-based systems, which are much 
smaller and less expensive, could be used for training during 
deployments. 

Augmented Reality Technologies

Unlike VR, which seeks to replace the whole spectrum 
of sensory and thus perceptual experience with a simulated 
experience, augmented reality (AR) is a hybrid technology 
in which a display of the natural world is intermixed with 
information-rich virtual elements. A simple illustration of the 
basic approach is the display of information on, say, precipi-
tation levels and wind intensity, derived from weather radar 
data, overlaid on a photograph of the terrain. 

The principle of linkage is illustrated in the weather
map example by physical observation: Does the online 
image match ground conditions? The principle of scaling is 
illustrated by zooming in and out on the map: Time-locked 
weather patterns should stay constant over the same locations 
at all resolutions of an image. These weather depictions are 
fairly accurate, but it is still not unheard of for an online map 
to inaccurately describe what is observed with a quick trip 
to the window. 

The first practical adaptation of AR for military use were 
“heads-up” displays in advanced fighter jets. These systems 
typically display on demand the status of the dynamics of 
the aircraft—including heading, altitude, and velocity—
surrounding a central “pitch ladder” that illustrates the atti
tude of the aircraft itself. In most military aircraft displays, 
the augmentation includes assisted targeting capabilities. 
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Also, the display refers to the aircraft against a real-world 
background. 

For dismounted soldier applications, an AR display 
might use a head-mounted, “monocle” device such as was 
deployed in a 120-person study of a simulated search-and-
rescue operation (Goldiez et al., 2007). To conduct search-
and-rescue operations in a building, team members must 
systematically clear an entire structure of possibly wounded 
compatriots and supply treatment if needed, while defend-
ing against or removing possible threats. Such operations 
tax working memory, and substantial improvement can be 
realized if mission elements requiring short-term memory 
encoding can be off-loaded to mobile technology. In the 
study cited, AR was employed to map a simulated building, 
which allowed participants to concentrate instead on tests of 
working memory such as locating mission-objective targets 
and planning for speedy exits. Similar applications subjected 
to more complex field testing will allow (1) smaller teams 
to complete the same missions, (2) teams to operate longer 
by shortening the time during which vigilance must be sus-
tained, (3) team members to share graphic information in real 
time, and (4) teams to succeed in their mission even if they 
are operating at less than optimal cognitive capacity, perhaps 
as a result of fatigue. 

Recent terrestrial applications of AR have focus-linked 
displays in which the augmentation (the information overlay) 
is spatially and temporally locked to some (usually geographi-
cal) aspect on the focal plane of the ambient display. These 
technologies have typically been used for way-finding and 
similar forms of orientation assistance. Such applications must 
be able to adjust scale as the real-world display zooms in and 
out and to lock on a real-world feature such that the display is 
constantly oriented correctly to a change in field of view. 

AR poses some interesting neuroscience questions. 
An important concern is the correspondence issue: How is 
the electronically generated information to be permanently 
locked and scaled to the changing environment in which the 
AR user finds himself or herself? What happens when a failure 
of linkage produces a mismatch of either scale or orientation? 
Spatial disorientation is a problem that has been explored 
extensively in aerospace human factors studies. However, the 
latencies involved in spatial transformations and rotations can 
lead to a condition often called “simulator sickness” (Shepard 
and Metzler, 1971; Shepard and Cooper, 1982). Whereas the 
barrier to further advances in VR is largely insufficient com-
putational capacity to generate the virtual world for the user, 
the comparable barrier to advances in AR is the difficulty of 
integrating information and of achieving perceptual realism in 
the display. Large investments will be required to overcome 
these more complex issues, but AR will eventually prove to 
be a more powerful technology than VR for incorporating 
neuroscience advances.

Additional sensory inputs will certainly be developed 
one day. Present technology for the senses other than vision 
is relatively rudimentary. A haptic simulation could include 

information overlay on a trigger that provides cutaneous 
feedback when a weapon locks on a potential target and has 
identified it as friend or foe. A soldier can be trained to set 
reflexive neurons in a state to pull the trigger without higher 
neural involvement, decreasing the time between acquiring 
and engaging the target. Such reflexive neuron training is 
in use today for complex, force-feedback motions like the 
double-tap.� Commercial AR applications include displays 
with visual, aural, or haptic channels that can be used indi-
vidually or integrated. The type of heads-up visual display 
used in military aviation is being adopted in commercial 
industries such as trucking. The Army currently has a helmet-
mounted monocular display as part of its Land Warrior 
program. However, the program has received mixed reviews 
(Lowe, 2008). It is possible that a variation on commercial 
heads-up display technology might improve the quality and 
performance of current implementations.

Commercial versions of visual AR include the Apple 
iPhone/iTouch system, which offers more intuitive and 
fluid gesture-based interactions. These same gesture-based 
interactions can be seen in Microsoft Surface, a tabletop 
interactive display that has recently become commercially 
available and was notably employed in television coverage 
of the 2008 presidential election. As an Army application, 
tabletop displays are primarily suitable for high-level, sta-
tionary command posts owing to their relatively high cost 
and fragility. Combined with appropriate software such as 
map search, visual AR devices in both small field-deployable 
versions and larger stationary versions enhance situational 
awareness very effectively.

Significant research has been done on enhancing deci-
sion making through use of an aural AR channel. Many 
human factors studies have stressed the importance of prop-
erly applying and integrating these aural systems. Innovative 
signal-presentation approaches for aural AR include spatial 
audio (reproducing spatial depth relative to the listener); 
ambient audio (either suppressing ambient noise or present-
ing local, external audio signals for operators in collabora-
tive environments who are required to wear headsets); and 
continuous audio (mapping an alert condition to synthetically 
produced continual signals such as virtual rumble strips). 
Potentially useful Army applications include adaptation of 
commercially available spatial audio headsets and speaker 
systems that broadcast spatial audio in a group setting. The 
latter could be useful in enclosed environments such as a 
command and control vehicle (C2V). However, significant 
development work on the software would be required to 
adapt the hardware for Army use.

Visteon has produced the only commercial proximity- 
and touch-sensitive haptic controls. In these displays, which 

�The double-tap is a combat pistol technique whereby the shooter sends a 
signal to the peripheral nervous system to pull the trigger on a semiautomatic 
pistol a second time once the trigger returns to a firing position. The second 
trigger pull is actually occurring while the shooter is locating the next target 
and assessing outcome using peripheral vision. 
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have been used in automobiles, as the operator’s hand 
approaches the display, it lights up and a software-activated 
button provides haptic feedback to the user’s touch, mim-
icking the feel of a mechanical button being pushed, even 
though the display is a flat screen. Potential uses for this tech-
nology include the C2V and control stations for unmanned 
aerial vehicles and unmanned ground vehicles.

Information Workload Management via Physiological and 
Neural Feedback (Including Augmented Cognition) 

As noted earlier, neuroscience can help the soldier avoid 
information overload while helping with the cognitive tasks 
of synthesizing information and picking out mission-critical 
features. Examples of the latter include intelligence fusion 
and other forms of data interpretation to heighten situational 
awareness. The use of such information processing with pre-
sentation technology can enhance warfighter performance. 
Previous work by the military on this subject has dealt 
narrowly with filter methods and technologies to rapidly 
present the results to the soldier. 

The Defense Advanced Research Projects Agency 
(DARPA) Augmented Cognition program (the AugCog 
program), which formally ended in FY 2006, sought 
to augment human information-processing capabilities 
through the design of interfaces incorporating neuroscience 
technologies that enable the interface to adapt in real time 
to the stress state of the user. Similar DARPA research 
continues under the rubric of Improving Warfighter Infor
mation Intake Under Stress. Army research along the 
AugCog path is continuing at the Natick Soldier Research, 
Development and Engineering Center. Appendix D reviews 
the phases of development work and testing under the 
AugCog program and the direction taken by Army follow-
on activities. Highlights of the AugCog effort are presented 
here to illustrate the approach taken and the implementation 
achieved to date. The term “information workload manage-
ment” refers to managing the presentation of information to 
sustain and enhance cognitive processing capability when 
the emotional-cognitive evidence indicates an individual 
may be reaching an overload condition. This information 
monitoring may feed back into an adaptive interface, as in 
the AugCog concepts, or, less ambitiously, it may trigger 
some type of warning signal to the user—for example, as 
part of an AR display. 

The original goal of the AugCog program—to enhance 
information workload management through technologies that 
monitor indicators of cognitive state—is even more relevant 
now as the Department of Defense (DOD) moves toward 
network-centric warfare. However, while the researchers 
involved with the AugCog milestones made progress in 
terms of hardware and software advances, their results were 
preliminary, as one would expect. More important, perhaps, 
is the lesson that the original objectives of that program 
are not achievable in the near term because of barriers that 

became evident during this ambitious but early technology 
development effort. 

Despite the stated goal of those closely associated 
with the AugCog program—that its technologies would be 
operational within 10 years—the likely horizon for an initial 
operating capability is much farther away. One major hurdle 
is development of a wireless EEG device that is unobtrusive, 
does not require the use of conducting gel (known as “dry 
EEG”), and is able to process onboard signals, all while the 
user is in motion and often under difficult environmental con-
ditions, including electromagnetic interference. While some 
advances have been made in wireless EEG and dry EEG 
(see an earlier subsection on EEG-based brain–computer 
interfaces), the signals from these devices are substantially 
weaker than signals from more traditional electroencephalo-
graphs. Moreover, their ability to detect cognitive states for 
use in predictive algorithms in dynamic, uncertain environ-
ments has yet to be demonstrated and validated to the level 
required of an operational system. 

The committee believes the Army should continue 
funding research in information workload management with 
a focus on hardware developments, including development 
of surrogate indicators for laboratory-based indicators of 
neural state, ruggedization of instruments for use in field 
environments, and advancement of associated signal-
processing efforts. Without advances in these areas, the 
laudable information workload management techniques of 
AugCog cannot be operationalized. Substantial research 
and development will also be needed on predictive algo-
rithms in dynamic, highly uncertain domains for open-loop 
systems with noisy sensor data. This is an instance where 
the higher-level technology used to monitor for and ame-
liorate cognitive overload will depend on the successful 
understanding of field-deployable indicators of neural state, 
as discussed above. 

Technologies to Optimize Sensor-Shooter Latency and 
Target Discrimination 

Another important Army concept applicable to a range 
of tactical combat situations is known as the sensor-shooter 
paradigm. The latency in sensor-to-shooter responsiveness is 
measured by the time needed to recognize a specific threat 
from its first appearance, to select the appropriate course 
of action to neutralize that threat, and to respond with the 
correct action. All other factors being equal, the lower 
latency from sensor to shooter will increase the efficiency 
of the sensor-shooter response. An equally important (or in 
some circumstances, more important) measure of response 
efficiency is target discrimination, which requires correct 
recognition of the threat with the fewest possible false nega-
tives or false positives. The sensor-shooter should neither 
fail to recognize a threat (the foe) nor mistake a nonthreat 
(a friend or neutral actor) for a threat. Thus, improving 
sensor-shooter response efficiency requires optimizing the 
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combination of a short latency period with a very high degree 
of target discrimination. 

Complicating sensor-shooter efficiency is that one 
should not aim to minimize latency in a tactical vacuum 
devoid of appropriate strategic considerations. Strategy 
often involves longer-term goals for which a faster response 
(slower latency) is not necessarily better (Scales, 2006). The 
threat analysis technology that needs to interface with the 
soldier operationally requires strategic as well as tactical 
input and the ability to communicate both sets of information 
to the soldier so that he can make a decision. 

Furthermore, the real-world scenarios to which the 
sensor-shooter paradigm applies often subject the soldier 
to stresses such as fatigue, sleep deprivation, information 
overload, and cognitive overload (Harris et al., 2005). Just the 
addition of a simple secondary cognitive task to be performed 
during a complex primary task will degrade performance of 
the primary task by an already overloaded individual from 
his or her baseline (Hancock and Warm, 1989). Technologies 
informed by neuroscience can boost the individual soldier’s 
performance in sensor-shooter activities. The committee 
focused on two ways to support the sensor-shooter in dif-
ficult circumstances: devices to augment threat assessment 
and virtual simulation technologies to enhance intuitive 
decision making. The third aspect of the sensor-shooter 
paradigm, motor execution of the action decided upon, is an 
important research opportunity for the Army. It is discussed 
in Chapter 8.

Threat Assessment Augmentation Aids

It is clear that technology can be brought to bear on 
threat recognition. A number of devices are already used to 
support this function. Mainly they confer visual enhance-
ment expressed on distal screens, on head-mounted displays 
that present a totally synthetic vision of the kind seen in VR, 
or on hybrid displays of the AR kind, including real-scale or 
telescopic capability, and overlaying relevant information 
from sources spanning the electromagnetic spectrum. These 
integrated displays attempt to replicate the perceived envi-
ronment in some fashion. More sophisticated augmentation 
techniques can begin to replicate the capacity of the visual 
system of the eye and brain to focus on specific characteris-
tics such as novelty, intensity, and context-driven importance. 
Such smart augmentation aids can help the observer focus 
on critical information. 

As an example, consider the problem of detecting a 
recently emplaced improvised explosive device (IED) along 
a transportation corridor. One of the primary signals of 
threat is a change in the morphology or presence of roadside 
objects. Modern technology is very efficient at detecting a 
change in the scene if the only object in a field that changes 
shape or appearance is an IED. If the roadside litter in a field 
of view has also changed during the same time interval, how-
ever, detection may be markedly degraded. In the best case, 

a smart display could alert a patrolling soldier of change in 
the coming roadway scene, which could signal the presence 
of an IED. Such an augmented display could be programmed 
to scale these threats, e.g., pedestrian versus large-scale 
objects, to allow for a degree of preprocessed threat assess-
ment. Biometric technologies capable of identifying specific 
individuals from a distance while supporting persistent visual 
monitoring of the environment will extend the amount of 
time available for a soldier to integrate fused data rather than 
collect and sort information, thereby increasing processing 
efficiency and reducing the likelihood of error.

Simulation Technologies to Enhance  
Intuitive Decision-Making Skill

Chapter 4 discussed decision making as it applies 
(primarily) to command-level decisions. Decision-making 
theory also provides useful insights into how simulation tech-
nologies can be used to help the sensor-shooter through the 
concept of intuitive decision making. The concept assumes 
that the decision maker has a high level of situational aware-
ness. The simulations described in Chapter 5 that enable 
military leaders to accumulate life experiences that improve 
their intuitive decision-making skills can also be used to 
develop sensor-shooter training. Such simulations could be 
designed to adapt and respond to soldiers in an intelligent 
manner and portray cognitively, culturally, and intellectually 
accurate and challenging scenarios that identify, develop, 
improve, and assess these skills. Increasingly, human 
factors—the cognitive, cultural, and intellectual aspects of 
human conflict—are the main determinants of success on the 
battlefield (Scales, 2006). 

A soldier–simulator interface that elicits personal inter
action could lead to a self-referent memory approach by 
the trainee, increasing the accuracy of an individual’s recall 
when a similar situation is faced again (Rogers et al., 1977). 
This type of interaction with the simulator would be based 
on the theory of recognition-primed decision making (Klein, 
1989), and if the interaction is properly exploited with well-
designed interfaces will lead to perceptual learning in the 
areas of attentional weighting, stimulus imprinting, differen-
tiation, and unitization (Goldstone, 1998). A well-designed 
decision-making simulator could enable soldiers who will 
have to function in demanding sensor-shooter roles to learn 
using scenarios that provide life experiences, bloodlessly.

Finally, as discussed in Chapter 4, recent advances 
in neuroimaging enable researchers to follow the spatial 
pathways and temporal patterns of expert decision makers. 
For example, the detection of potential threats as revealed 
in VR displays appears to involve the amygdala and related 
brain regions. While most of the new information and cor-
relations have been achieved in the laboratory environment, 
new lightweight, portable technologies that take the place of 
functional magnetic resonance imaging (fMRI) and magneto
encephalography (MEG) to detect loss of decision-making 
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capability would enhance operational skills and survival on 
the battlefield. These new technologies are expected to be of 
greatest benefit in High OpTempo� environments (continu-
ous operation for of 12-36 hours). This is another example 
where research and development work on field-deployable 
sensors to indicate neural state is essential for achieving a 
more advanced state of neuroscience-based technology. 

Research-Enabling Technologies

Several of the mission-enabling technologies in the 
preceding section require for their further development a 
fuller understanding of common neurophysiological pat-
terns in human behavior. Research-enabling technologies 
are also needed to develop tools to study and assess underly-
ing aspects of performance such as ground-truth workload 
and attention to detail. The advances made with research-
enabling technologies will be deployed with soldiers on a 
limited basis, or used in training, simulations, or laboratory 
environments. Some of the mission-enabling technology 
described in the previous section will also find uses in the 
research environment. 

Investment in research-enabling technology is crucial 
for adapting current technology to Army applications, as 
well as for advancing to future generations of Army appli-
cations. Such technology might also help the Army conduct 
scientifically rigorous validation and testing for emerging 
mission-enabling technology. Some of the opportunities 
simply involve bridging gaps in technology—for instance, 
the ability to use fMRI and concomitant eye tracking across 
a wide visual angle. In this section the committee discusses 
signal processing challenges, control strategies for BMIs, 
fatigue and sleep models for soldiers, advances in functional 
paradigm technology, adapting laboratory neuroimaging 
technologies for use in the field, and data fusion. The com-
mittee also touches briefly on the science of connectonomics. 
It looks at the development of a few pieces of hardware and 
imaging methodologies that could dramatically advance 
several basic science techniques. 

Signal Processing Challenges

At present the methods for extracting information from 
the brain and nervous system can be divided into two cat-
egories: invasive and noninvasive. Invasive methods include 
multielectrode recordings, local field potentials (lfp’s), and 

�High operations tempo (OpTempo) refers to missions carried out as 
quickly and fully as feasible, to apply overwhelming force in a time frame 
such that opposing forces are unable to respond and counter effectively. By 
their nature, High OpTempo missions are characterized by high levels of 
psychological and physical stress, including constant awareness of mortal 
danger and potential for mission failure, combined with heavy decision-
making loads. When High OpTempo is combined with sustained operations 
(SUSOPS) (missions lasting longer than 12 hours before resupply), cogni-
tive capabilities are easily overtaxed and prone to degradation or failure.

calcium imaging. The advantage of the invasive methods 
is that they provide the most direct information about the 
functioning of specific brain regions on a very fast timescale. 
The disadvantage is that they frequently require surgery and 
sometimes cannot be used in humans. Noninvasive methods 
include EEG, MEG, diffuse optical tomography (DOT), dif-
fusion tensor imaging (DTI), fMRI, GSR, electromyography, 
and electrooculography.

Noninvasive recording techniques have the advantage 
of not requiring an invasive procedure to place the recording 
apparatus. However, they frequently require a tremendous 
amount of additional hardware and infrastructure to col-
lect the information. In addition, noninvasive procedures 
generally allow high resolution on the temporal scale at the 
cost of less resolution on the spatial scale or vice versa. The 
disadvantage of noninvasive recording techniques is that the 
information they collect is often indirect and less specific. 

The first conceptual issue surrounding the processing of 
signals is our limited understanding, for each of the invasive 
modalities, of what information the signals are providing 
about neural activity in a specific brain region and the rela-
tion between that activity and specific physiological changes 
and/or behaviors. Addressing this issue requires executing 
specific experiments and developing specific techniques. 
Research in neuroscience has not completely answered 
the challenging signal processing questions that must be 
answered if the data from invasive monitoring modalities are 
to be used efficiently. Among these questions are the follow-
ing: To which aspects of a stimulus does a neuron respond? 
How do groups of neurons represent information about a 
biological signal (a movement command, a memory, a sound 
or light input) in their ensemble spiking activity? How can 
the plasticity in single neurons and ensemble representations 
of information be tracked reliably across time? How should 
algorithms be devised to process the activity of large num-
bers of neurons in real time? What sort of signal processing 
and biophysical information should be used to optimally fuse 
information from different types of recording techniques? 

The second conceptual issue is the extent to which brain 
activity from invasive measurements can be related to brain 
activity inferred from noninvasive measurements. If the 
relationship is strong, the noninvasive technique might be an 
adequate stand-in for the invasive technique and could lead to 
application as a field-deployable surrogate biomarker. If the 
relationship is weak, certain types of brain information may 
not be accessible by noninvasive means. These observations 
point to the need for simultaneously conducting invasive and 
noninvasive recordings in order to understand the relation 
between the two. 

For example, EEG is the simplest and perhaps the 
most widely used noninvasive neural recording technology. 
Although EEG has been used for nearly 80 years to study 
brain function dynamically, how it works is not completely 
understood. Much of the use of EEG signals still depends 
on heuristic associations. The fundamental questions here 
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are, What does an electroencephalogram mean? What is 
the biophysical mechanism underlying its generation? To 
what extent can it give us reliable information about both 
neocortical and subcortical activity? Studies that combine 
EEG and invasive electrophysiological recordings in specific 
brain regions will be required to answer these questions. 
MEG is used less often than EEG, but similar questions can 
be asked about it.

In the last decade and a half, fMRI has become the 
fundamental tool in many fields of neuroscience. The basic 
question—How do changes in neural activity relate to the 
changes in local blood flow and local blood volume that 
are necessary to produce the fMRI image?—is only begin-
ning to be answered (Schummers et al., 2008). Similar 
fundamental biophysics questions about DOT have yet to 
be answered. In addition, when it is possible to combine 
a high-temporal-resolution technique such as EEG with a 
high-spatial-resolution technique such as fMRI, what is the 
optimal strategy for combining the information they gener-
ate? This example illustrates that simultaneously recording 
using two or more noninvasive methods can also be mutually 
informative. 

The third conceptual issue is that the ability to analyze 
behavior and performance quantitatively is essential to 
understanding the role of the brain and the nervous system 
in their guiding function. Some typical measures of perfor-
mance include reaction time, GSR, heartbeat dynamics, local 
neurochemistry, and quantitative/objective measures of pain 
and nociception.� 

In most behavioral neuroscience investigations perfor-
mance is measured along with neural activity using one of 
the invasive or noninvasive methods. These investigations are 
crucial for linking neural activity in specific brain regions 
with overtly observable measures of performance and 
physiological state. Often the analyses of these performance 
measures are quite superficial and not very quantitative. For 
example, reaction times are simply plotted rather than ana-
lyzed with formal statistical methods. Similarly, GSR and 
heartbeat dynamics are directly observable measures of the 
brain’s autonomic control system. Such signals are rarely if 
ever analyzed as such. fMRI studies are beginning to help 
us better understand the processing of pain and the signals 
from the body’s pain receptors (nocioceptor signals). For this 
work to translate into techniques that can be used to aid the 
military, quantitative measures of pain and nociceptor stimuli 
must be developed. 

The fourth signal processing issue is being able to 
properly fuse information from different sources, whether 
invasive or noninvasive, and the fifth issue surrounding signal 
processing is the challenge of rapid and (ideally) real-time 
visualization and analysis. In short, the ability to effectively 
use information collected from the brain and nervous system 

�Nociception is the physiological perception of a potentially injurious 
stimulus. 

to enhance performance and improve therapies depends criti-
cally on the signal-processing methods used to extract that 
information.

All of the popular noninvasive methods for measuring 
neural states in humans have unanswered questions con-
cerning their underlying neurophysiology. Although one 
can certainly glean useful methodology without probing 
deeply, fundamental questions remain. If research answers 
them, more applications and measurement techniques may 
open up, including, eventually, field-deployable indicators 
of neural state. 

Fatigue and Sleep Models for Soldiers

Chapter 5 talks in detail about fatigue and sleep research, 
as well as mitigation strategies. Two important technologies 
enabling the performance-sustaining research discussed in 
these areas are (1) the computational models for predicting 
behavior and (2) the physical models for transferring results 
to the appropriate warfighter population. 

The computational model used is a vector of parameters 
important for sleep or fatigue, and inputs calibrated to a 
specific individual soldier. The additional strategies the 
officers employ in the field—naps, nutritional supplements, 
etc.—should be included in the model, and it should account 
for the difference between an academic research subject used 
to construct a model and a soldier. 

Ideally, the physical model used in research would be an 
actual soldier in the state of readiness expected at the start 
of a mission. However, the multitude of research variables 
that must be tested necessitates using an ordinary civilian to 
stand in for the soldier. Chapter 3 described an opportunity 
to leverage research using high-performance athletes. In an 
academic setting, it would be preferable to use persons from 
a university community for most of the studies and reserve 
actual soldiers for experimental runs once the paradigms are 
well understood and being tested for validity. 

Research in the area of fatigue might also include a sys-
tematic study of the differences between cognitive fatigue, 
physical fatigue, and fatigue, including environmental stress, 
from hypoxic or thermal challenges; biomarkers predictive 
of a soldier’s susceptibility to fatigue under extreme envi-
ronmental conditions; and behavioral measures of fatigue 
to advance screening and testing procedures for soldier 
assessment. 

Functional MRI and Hardware to Support  
fMRI Research on Army Applications

Functional MRI is detailed in Chapter 2. Technology 
associated with fMRI for use in clinical health care is 
receiving sufficient investment from industry. However, 
clinical applications require only medium spatial resolution 
(3-4 mm) and low temporal resolution (tens of seconds). 
These resolutions are usually sufficient for a clinical deter-
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mination of whether a major circuit in the brain is function-
ing normally; however, they are inadequate for measuring 
neural responses to instantaneous events in rapid succession, 
among other research paradigms.� Academic research labo-
ratories, funded mainly by the National Institutes of Health, 
possess fMRI technology that is superior to the equipment 
available commercially (~2-mm and 1-sec resolutions for 
whole human head scans). This improved spatiotemporal 
resolution is primarily achieved through use of advanced 
imaging electronics, such as parallel signal receiver channels 
rather than an exclusive concentration on ever-increasing 
static field strength. Cutting-edge laboratories have advanced 
measurement techniques that are a vast improvement over 
conventional imaging, but even typical facilities have 
invested in excess of $10 million for equipment and facilities, 
an investment that could be leveraged by the Army for the 
evolutionary application of current technology. The Army 
needs to monitor advances in existing facilities and consider 
ways to utilize them. 

Some areas of research could be of great value for 
Army applications but are not being addressed by industry 
or academia because they have little if any potential for 
use in the clinical market. These areas are likely to require 
Army investment to achieve sufficient understanding to 
adapt results from laboratory environments to the field. 
They include vertical-bore MRI; full-motion, interactive 
stimulation; wide-angle, immersive visual stimulation; and 
high-temporal-precision stimulation and monitoring. 

Currently, all fMRI research is done with the subject 
lying down. There are physiological and perceptual differ-
ences between horizontal and vertical orientation. To deter-
mine whether and to what extent supine-orientation fMRI is 
applicable to field situations, the least that must be done is to 
conduct experiments with the subject sitting up or, possibly, 
standing. Subjecting participants to heat, humidity, smells, 
and other such stimulants encountered in combat situations 
will also be required. This necessary work will require 
designing and building a specialized MRI machine, with its 
supporting laboratory, that is capable of scanning subjects in 
the vertical position while also exposing them to relatively 
rapid environmental changes. 

Developing such an fMRI system is likely to entail an 
investment horizon of at least 5-10 years. One company 
(Fonar) produces vertical MRI machines for humans, but 
these machines are primarily for orthopedic imaging rather 
than brain imaging and lack the high temporal resolution 
needed for Army-relevant research. At least one Army appli
cation laboratory would be required. 

The committee estimates that setting up a facility to 
perform vertical fMRI at 3 T or more using state-of-the-art 

�This information comes from two installed software packages 
(BrainWave, GE; and Neuro 3D, Siemens) and from discussions with 
company representatives attending the annual meeting of the Radiological 
Society of North America about what is expected to be released in the next 
few years. 

imaging systems would cost $10 million to $20 million for 
the first 5 years of operation and, nominally, $2 million per 
year thereafter. Collaboration with external partners could 
reduce the Army investment. If the first such machine proves 
useful for Army applications, additional machines should 
cost substantially less.

The main risk in this investment is that the study results 
may show there is no additional information to be gleaned 
for Army applications by examining subjects sitting or 
standing rather than lying supine. Although such a result 
cannot be ruled out before the requisite testing is done, it 
would contradict current research on perceptual differences 
observed in nonhuman primates. Mitigating this risk is that 
measurements are not expected to be any worse than with a 
commercial off-the-shelf� system; however, the custom sys-
tem is not expected to be a versatile clinical machine. 

Moreover, the majority of research paradigms in fMRI 
are static, meaning that stimulation is planned out entirely 
before the experiment. A small number of laboratories 
have produced technology that allows for feedback based 
on subject responses or physiological reactions that helps 
determine the subject stimulation in real time. This real-time 
technology would allow basic research into neural function 
in more naturalistic environments. Pioneering research in this 
field is being carried out at the Army’s Institute for Creative 
Technologies.� The goal here is to continue such research and 
offer more naturalistic environments for research paradigms. 
A real-time system should be able to log the time at which 
a stimulation occurred or a response was made, including 
eye movements, with an accuracy of less than 1 msec and a 
precision of 500 µsec. This software environment should be 
deployable to neuroimaging centers doing Army research, 
requiring relatively small amounts of hardware ($200,000 
for research quality and of $50,000 for clinical quality) 
and local technical support. The committee notes that this 
advance in real-time, interactive paradigms for neuroscience 
research should be developed with a vertical fMRI capability 
but would also be applicable to the development of standard 
supine-oriented machines. 

The Army should also support development of extended-
range visual stimulation hardware that is closer to combat 
conditions and also MRI-compatible. The hardware currently 
available for fMRI includes wide-angle immersive visual 
stimulation and high-frequency presentation, but the current 
state of the art is ±15 degrees of nominal center (Cambridge 
Research is using ±45 degrees but has not yet publicly 
demonstrated the capability), and peripheral stimulation 
standards normally exceed ±40 degrees of center. 

�Examples of such systems would be research scanners made by the three 
main commercial vendors: Siemens, General Electric, or Philips.

�Jonathan Gratch, Institute for Creative Technologies, University of 
Southern California, “The Neuroscience of Virtual Humans,” presentation 
to the committee on February 13, 2008.
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Additionally, 60 Hz is the standard display rate for 
research, with some optional displays claiming 100 Hz.� 
The video gaming industry’s top-of-the-line displays are 
five times faster (500 Hz). It is unlikely that 500-Hz dis-
plays would be required for fMRI research in the next 5 or 
10 years as long as the screen refresh time is known to the 
submillisecond standard.

Finally, eye-monitoring hardware that tracks gaze also 
mainly exists in the 60-Hz world. In order to correct reaction 
times for eye movements, cameras sampling at 1000 Hz and 
above will perform the best. State-of-the-art hardware for 
investigating behavior provides 1250-Hz sampling rates; 
however, these cameras are not intrinsically MRI-compatible. 
The high-speed solution is to utilize a limbus tracker,� which 
can sample as high as 10 kHz but has neither the angular 
resolution of a high-speed camera nor complete pupilometry 
capability. Additionally, even high-sampling-rate equipment 
has latency due to its USB PC interface, giving an overall 
synchronization uncertainty of 8 msec (ideally it should be 
negligible). The various components of these eye-tracking 
systems exist at separate facilities, but engineering them all 
into a standardized setup for Army applications research 
would be a worthy investment. 

Transferring Laboratory Neuroimaging Technologies to 
Field Applications in the Far Term

The gold standard in functional neuroimaging is currently 
fMRI. Details of this technology are introduced in Chapter 2. 
To summarize: fMRI indirectly measures neuronal activity by 
watching changes in local blood flow around active neurons 
through the blood oxygen level-dependent (BOLD) effect. 
BOLD changes can also be observed by NIRS—also known 
as diffuse optical tomography (DOT)—detectors, though at 
a lower resolution. The underlying neuronal activation may 
also be observed at low resolution noninvasively with EEG 
or MEG. The committee expects that field-deployable fMRI 
technology will not be available for at least 20 years. Accord
ingly, results from the high-resolution fMRI laboratory 
experiments will need to be translated to field monitoring 
applications through the use of surrogate markers well-
correlated with the fMRI results. The most likely candidates 

�In liquid crystal display technology, unlike with the older cathode ray 
tube (CRT) displays, merely pumping up the input video frequency does 
not result in faster displays. The liquid crystal elements have a limit to their 
on-off transition time—typically 15-20 msec for a standard desktop. This 
transition time explains why flat-panel displays do not flicker like CRTs and 
therefore cause less eyestrain. Top-of-the-line gaming displays can transi-
tion in as little as 2 msec, providing a true 500-Hz refresh. 

�A limbus tracker illuminates the eye with infrared light (IR) and uses a 
single photodiode to collect the IR reflection. The motion of the edges of 
pupil and iris induce changes in the total reflected IR intensity. Standard 
eye trackers use a camera to transmit IR video of the pupil, iris, and sclera, 
which is processed using image analysis software. Limbus trackers are 
good at detecting any motion of the eye but do not provide any directional 
or absolute gaze information.

for field deployment are NIRS/DOT, EEG, and transcranial 
magnetic stimulation (TMS). 

There are a number of approaches to portable, field-
usable application of fMRI-based neuroscience research:

•	 Direct measurement of BOLD responses in the 
brain,

•	 Direct measurement of the neuronal firing that caused 
the BOLD response,

•	 Suppression of unwanted brain activation, and 
•	 Enhancement of desired brain activation.

The committee projects that none of these approaches will be 
practical before the far term at the soonest. However, break-
throughs happen, and all of them could have great impacts 
in the future and deserve to be monitored or even considered 
for some initial pilot funding. 

BOLD responses could be measured directly with in-
helmet NIRS/DOT detectors. NIRS/DOT can detect the 
dynamic changes of any spectroscopically active molecule. 
Single- or dual-wavelength techniques are usually employed 
to track blood flow in the brain, providing a crude monitor of 
the BOLD effect. Further development of these techniques 
over the next 10-20 years will lead to portable systems to take 
advantage of results of basic brain research in the intervening 
years. Measuring neuronal firing in the field is a long-term 
goal no matter if it will be achieved with a few sensors or with 
a several-hundred-channel electrical imaging system.

Quantitative EEG (qEEG) is a marketing term to 
describe the marriage of traditional EEG with the digital 
recording and analysis of signals. The nomenclature change 
is promoted mostly in legal circles to add weight to expert 
testimony in civil tort proceedings or criminal defenses (“my 
brain made me do it”), as well as alternative medicine circles 
that use biofeedback to treat physiological ailments. Most of 
the claims for qEEG (sometimes labeled rEEG) are suspect; 
however, there is solid science behind the decades of analyz-
ing the signals detected by transient EEG, and this area of 
neuroscience research is well worth monitoring.

If research into the real-time processing of transient 
EEG ever reveals something of value, then a deployable in-
helmet EEG detector would need to be available. Immediate 
uses for data on general sleep and fatigue are envisioned 
that would justify deploying existing EEG equipment long 
before a high-sampling-rate, 100-channel system is needed. 
A portable monitor was demonstrated at the 2008 annual 
meeting of the organization for Human Brain Mapping.� 
A field-deployable EEG detector system has in fact been 
developed and should be tested in the field. The 5-year goal 
is the recording of a half-dozen channels with the subject 
jogging on a treadmill, and the 10-year goal is producing a 

�This was the 14th Annual Meeting of the Organization for Human Brain 
Mapping (Melbourne, Australia, June 15-19, 2008). The meeting informa-
tion is documented at http://www.hbm2008.com.
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system that can be used in real-time training and assessment 
exercises. 

Unwanted brain signals can be temporarily suppressed 
by noninvasive means in the laboratory using TMS. TMS 
uses high-frequency magnetic fields to block the functioning 
of target neuronal structures, in essence jamming the func-
tional ability of a brain region. Two aspects of this technol-
ogy need to be worked on: targeting smaller areas to lessen 
the side effects and making the technology deployable in a 
vehicle or helmet. Additionally, much research is required 
to learn which brain signals should be blocked and under 
what circumstances. Finally, there has been little research on 
the long-term impact of multiple TMS exposures on brain 
circuitry, leaving significant ethical concerns about exposing 
healthy humans to this technology over long periods. 

Enhancing desirable brain networks is usually accom-
plished with neuropharmacology, as discussed in Chapter 5. 
Additionally, it is possible that TMS can be employed to 
enhance rather than suppress activation. One recent study 
showed enhancement of top-down visuospatial attention 
using combined fMRI/TMS stimulation (Blankenburg et 
al., 2008). The ability to target smaller areas is an objec-
tive sought by the TMS research community in general, 
but making such a device deployable in the field would 
require Army investment. Making this technology available 
in-vehicle is achievable in the medium term. The commit-
tee believes that in-helmet TMS technology would not be a 
useful investment until definitive applications, enhancing or 
inhibiting, are identified in the laboratory.

Implantation of deep-brain stimulators has been researched 
for use in Parkinson’s, epilepsy, and obsessive-compulsive 
disorder for both suppression and enhancement of neuronal 
activation. Study of such an invasive technology should be 
limited to the treatment of similar disorders in soldiers. 

Finally, although it is unlikely that a portable fMRI for 
detecting BOLD can be developed in the next 20 years, a low-
field, combined fMRI/MEG approach that would measure 
both direct neuronal currents and BOLD fluctuations could 
produce a soldier-wearable system. Initial laboratory experi-
ments with fMRI/MEG (McDermott et al., 2004; Kraus et 
al., 2007) indicate some feasibility, although it will require 
substantial technology development and breakthroughs in 
both ultralow magnetic field detection and signal capture 
in electromagnetically noisy environments. The committee 
concluded that such developments are equally unlikely in the 
next 20 years. However, the fMRI/MEG approach should be 
monitored, as it is already being supported by the National 
Institutes of Health and the Department of Energy despite 
the risky prospects for the technology. 

An interesting outgrowth of the low-field fMRI/MEG 
direct neuronal firing work is a high-field application of 
the same method using the parallel acquisition mode of an 
advanced brain imaging coil. The principle here is detection 
of stimulated magnetic resonance relaxation at very fast 
repetition times: up to 100 frames per second. This allows 

very high temporal resolution of BOLD signals and can 
calibrate individual BOLD characteristics. This technique, 
termed inverse magnetic resonance imaging, could be very 
valuable in understanding fundamental brain activity (Lin 
et al., 2008).

An emerging imaging technology known as DTI is an 
enabling technology for a new field known as connectomics, 
the study of the brain’s neural pathways for informa-
tion transfer. The name derives from the concept of the 
human connectome—the entire collection (body) of neural 
connections—in much the same way as the entire collec-
tion of genes is termed the human genome. (See Box 5-3 in 
Chapter 5.) Connectomics is an area of basic neuroscience 
research with tremendous potential to enable the understand-
ing of brain function, and DTI may have potential for future 
Army research.

The Army should also monitor research on atomic 
magnetometers for its potential to contribute to portable and 
rugged MRI (Bourzac, 2008). Atomic magnetometers may 
prove of great importance to MEG, and MEG imaging is the 
basis for inverse MRI, which will need to be developed for 
ultraportable (less than 20 pounds) MRI scanners. However, 
putting 100,000 sensors around a soldier’s head does not 
make much sense unless you can deal with all of the sensor 
information in real time. Although this technology cannot 
support Army applications until the signal processing issues 
outlined in a previous subsection have been addressed, the 
committee views the area as a future opportunity.

Optimal Control Strategies for Brain–Machine Interfaces

One far-term technology opportunity will require a 
great deal of technique development and experimentation—
namely, the extension of current control theory and control 
technology to optimal strategies for controlling an external 
system through signal communication only (an information 
interface) between the brain and the external system’s control 
input and feedback subsystems. The natural way our brains 
control an external system is through efferent peripheral 
connections to muscles, where the information signal is 
transduced through a motor response; for example, we turn a 
wheel, step on a pedal, press buttons, move a joystick, utter a 
vocal command, or type a command to a software subsystem 
on a keyboard. The external system provides feedback to 
the controller-brain in the form of sensory stimuli: visual 
information, proprioceptive inputs, auditory signals, etc. In a 
BMI, control signals from the brain are identified and trans-
mitted by a decoding subsystem, which communicates the 
signal to the external system’s control input interface. In addi
tion to the customary range of feedback cues via peripheral 
sensory stimuli, the external system could in principle send 
feedback signals to the brain through stimulation channels. 

In this sense of information transmission between the 
controller-brain and the controlled external system, a BMI 
can use either invasive or noninvasive technologies for con-
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trol signal monitoring and (possibly) feedback stimulation. 
(See the discussion of invasive and noninvasive monitoring 
methods in the subsection on signal processing above.) 
Invasive control and feedback methods are most relevant to 
technological aids to recover normal function lost through an 
accident, disease, or combat, and should, for ethical reasons, 
remain restricted to such applications, which would include 
advanced prosthetic limbs and, perhaps, alternatives to a 
limb such as a directly controlled wheelchair or a reaching-
grasping device. In the context of this report, however, the 
types of external systems to be controlled are not prostheses 
but the kinds of systems a soldier would normally control 
by efferent motor responses: a vehicle, a UAV or UGV, or 
an information-processing system/subsystem (i.e., a com-
puter or a microprocessor-based information node). For such 
systems, noninvasive (as opposed to invasive) control and 
feedback methods are, for the foreseeable future, the only 
practical and ethical options. 

The entire field of BMIs is at an early stage of under-
standing. For example, we are just beginning to learn about 
the incredible potential offered by the plasticity of even a 
mature adult brain. There is much that will need to be learned 
from the current and continuing work on invasive methods 
for prostheses before we can even think about the longer-
term challenge of embedding BMIs. 

Advanced Upper-Limb Prosthetics

With improvements in battlefield medicine, many more 
soldiers than in previous wars are now surviving serious 
injury. Many of these injuries involve loss of an upper limb 
or of multiple limbs. While leg prosthetics have been very 
successful, the prosthetics for an upper limb, which has 
over 20 degrees of freedom, are a much greater challenge. 
Current versions of upper limb prosthetics, which use 
electromyography activity to control the limb, have limited 
degrees of freedom, are difficult to control, and are very 
heavy, expensive, and uncomfortable. Indeed, patients often 
abandon these complex prosthetic limbs for simpler and 
more rudimentary limbs.

An exciting long-term goal for Army medical research 
is to develop upper-limb prosthetics that are neurally con-
trolled. The two most promising approaches for the limb 
control (efferent) and sensory feedback (afferent) interface 
with the nervous system are connection to the peripheral 
nerves or directly to the cerebral cortex. The peripheral nerve 
approach involves recording signals from the stumps of the 
severed nerves to control the prosthetic limb. The cortical 
approach requires a direct BMI that records the signals 
derived from activity in the motor and sensory-motor areas 
of the cortex involved in forming movement intentions. Both 
approaches require not only “reading out” the movement 
intention (efferent signaling) of the subject but also a means 
of sensory feedback (afferent signaling), which is essential 
for dexterous control. 

There are several challenges for technology develop-
ment in designing brain–machine interfaces for upper-limb 
prosthetics using cortical control. One is to design implants 
that ensure longevity of recording, ideally for the lifetime 
of the individual. Current implants typically last only a year 
or so; however, some implants have lasted for a number 
of years. Understanding biocompatibility and durability 
and other factors that affect the longevity of implants is an 
important area of research. A second developmental chal-
lenge is the integration of electronics with electrodes. Ideally 
the substrate of the electrodes should be metal leads on a sili-
con substrate. This type of electrode can easily be integrated 
as a single unit with integrated circuit electronics. 

A third challenge is to make the electrodes movable—that 
is, able to automatically search out cells for optimal record-
ing and move to new cells when cells are lost. A fourth chal-
lenge is the use of local field potentials and spikes to improve 
recording decodes, particularly for determining behavioral 
states and transitions between them. Fifth, implantable elec-
tronics need to be developed that allow on-board processing 
and decoding of neural signals and wireless transmission of 
the signals to controllers within the prosthetic limb. Finally, 
limb robotic technologies need to be advanced to achieve 
lightweight limbs that can generate forces similar to those in 
natural limbs and with power sources that can last for long 
periods of time before recharging. 

Given all of the challenges and the delicate nature of 
direct neural connection technology, it is unlikely that the 
interfaces could be made battlefield robust in the foreseeable 
future. Invasive technology is currently utilized in medical 
prosthetics, including direct brain connections such as multi
channel cochlear implants to replace the sense of hearing. 
These direct connections are able to capture and generate 
individual neuronal currents, as well as monitor or induce 
coherent neural activity at much greater signal-to-noise 
ratio than noninvasive technology. The invasive technologies 
should therefore be considered the best possible case of both 
signal detection and interface complexity for what could be 
achieved via noninvasive technologies. These medical appli
cations are therefore important for the Army to monitor as a 
guide for what may be possible noninvasively. 

Other Prosthetics Applications with Relevance to  
Brain–Machine Interfaces

In addition to BMI systems to facilitate recovery of 
motor function, other prosthetic devices are on the horizon. 
These include devices that carry out deep brain stimula-
tion to improve cognitive function and arousal state and 
to treat depression. There has also been work recently on 
central auditory neural prostheses that stimulate the inferior 
colliculus and visual neural prostheses using stimulation 
in the retina or lateral geniculate nucleus. In most of these 
cases, research has demonstrated the feasibility of devices 
either stimulating a given brain region or using information 



Copyright © National Academy of Sciences. All rights reserved.

Opportunities in Neuroscience for Future Army Applications 

NEUROSCIENCE TECHNOLOGY OPPORTUNITIES	 87

from a particular brain region. A fundamental question must 
be answered: What are the optimal control strategies that 
allow a prosthetic device to interface in the most efficient and 
physiologically sound way with its human user? As a simple 
illustration, most deep-brain stimulation to treat Parkinson’s 
disease is carried out by applying a current once the stimula-
tor is implanted. Given what we know about neural responses 
and, in particular, about neurons in the subthalamic nucleus, 
is it possible to design a device for stimulating this brain 
region that does not require the constant input of current?

Scientific and Technical Barriers to 
Neuroscience Technologies

Chapter 2 discussed ethical and legal barriers to neuro
science research and development. There are also scientific 
and technical barriers to the development of neuroscience 
technologies that could be overcome using advances in 
unrelated fields of science and engineering. Advances in 
the miniaturization of electronics and other components, for 
example, would enable development and deployment of 
research-enabling imaging technologies needed to substantiate 
and apply neuroscience hypotheses in the field. Such advances 
would also facilitate the design of less bulky and ungainly 
BMIs. Add biocompatibility to bulkiness as another barrier 
to the development of neural prostheses. Once this barrier is 
overcome, biocompatible devices could serve as alternatives 
to more invasive monitoring and imaging techniques.

Data fusion is yet another barrier. Neuroimaging data 
collected by various means will not realize their maximum 
utility until different modalities can be fused. Additionally, 
even though one may be able to fuse laboratory results, field-
deployed equipment will have its own measurement quirks 
that must be taken into account when the task of fusing data 
is transferred from the laboratory to the field. 

Possibly the greatest challenge for the Army is to ensure 
that its institutional expertise—in, for example, analysis 
modalities and data fusion techniques—resides in individuals 
of all ages. Overcoming this barrier should be a major goal 
for the Army. The committee observed that much of the 
neuroscience expertise in the Army is possessed by late-
career scientists without mid- and early-career backup. This 
failure to diversify agewise puts the Army at the risk of losing 
substantial institutional intellectual equity each time a senior 
neuroscientist retires. In-house expertise is crucial for leading 
research in Army-specific areas, such as understanding the 
amount of effort involved in the measurement of ground-
truth,10 knowing whether it is possible to train up to an arbitrary 
capacity (versus improving a human–machine interface, for 
example), and recognizing further technology opportunities. 

10Ground-truth workload is an objective measure of brain activity based 
on functional neuroimaging or a corresponding field-deployable biomarker. 
The phrase “ground truth” relates to the fact that most measures of workload 
are based on subjective response to questions such as “On a scale of 1 to 10, 
how busy did you feel?” This objective measure is a goal for the future.

Trends in Neuroscience Technology 

The committee identified several trends in neuroscience 
technology that the Army should monitor for application 
to its needs. Advances in neuroscience technology and 
methodology are occurring at an extraordinary rate, and 
extraordinary measures are needed to keep abreast of devel-
opments in the field. The committee identified trends in six 
areas: cognitive psychology and functional imaging, targeted 
delivery of neuropharmacological agents for operational—
that is, not medically indicated—purposes, multimodal 
fusion of neural imagery and physiological data, new types 
of averaging in fMRI, database aggregation and translation 
for meta-analyses, and default mode networks. 

Cognitive Psychology and Functional Imaging 

Because fMRI has become so widely available, psy-
chologists are able to test cognitive models of the human 
mind against functional data. Traditional cognitive psychol-
ogy developed and flourished well before scientists could 
noninvasively image activity in the human brain, and some 
of them still deny the utility of knowing which areas of the 
brain are active at particular times. They use the analogy that 
knowing which parts of a computer are consuming the most 
energy does not tell you what the software is doing.

Be that as it may, fMRI continues to produce consistent 
results on psychological fronts that cannot be dismissed, 
and the imaging community is more and more accepting the 
need for theoretical models of cognition (Owen et al., 2002; 
Heuttel et al., 2004) such that the amount of functional data 
available is overwhelming resources that could otherwise 
be used for experimentation. The Army should monitor the 
collaborative progress that is made among neuroscientists 
for synergies that may reveal possible future opportunities 
for applications. 

Targeted Delivery of Neuropharmacological Agents for 
Operational Purposes

An important technology trend is improvement in the 
ability to deliver pharmacologic agents to specific brain 
locations in the nervous system in a controlled manner. It is 
hypothesized that targeted delivery mechanisms will open 
up significant new classes of compounds for use above and 
beyond those considered safe for oral ingestion. Research 
in this area is of two kinds: (1) the identification of specific 
functional targets in the brain and spinal cord and (2) the 
creation of delivery systems that can place pharmacologic 
agents at these targets. Besides ingestion, there are three 
routes by which drugs can be delivered to the nervous sys-
tem: by injection, inhalation, and topical application. With 
all of these routes it is important to know whether the objec-
tive is to enter tissue, which is an aggregation of cells, or to 
enter cells directly. For any intravenously delivered agent, 
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a key issue is passing the blood-brain barrier. Several new 
modes of drug delivery are now being studied, including 
encapsulation in nanoparticles and scaffolding in polymer 
systems (Lee et al., 2007; Cheng et al., 2008). Site-specific 
delivery can now be controlled more precisely by targeted 
activation and inactivation. It is apparent that this is a very 
active area of research that will see many improvements 
over the next several years. Delivery systems are key tech-
nologies that the Army should monitor rather than invest 
in directly.

Multimodal Fusion of Neural Imagery and  
Physiological Data

Another trend is the collection of data from several 
physiological monitors concurrently or the fusing of data 
from separate sources into a common paradigm. An impor-
tant trend in many imaging centers is the development of 
functional neuroimaging tools to fuse multimodal images 
using various combinations of fMRI, DOT, EEG, and MEG 
measurements. An EEG-based instrument has recently been 
commercialized to allow data from MEG and EEG or fMRI 
and EEG to be collected simultaneously. These imaging and 
electrophysiological measurements can also be combined 
with other physiological variables such as heart rate, GSR, 
eye movements, blood pressure, and oxygen saturation. 
Other instruments combine advanced anatomical data with 
functional data. Examples are the combinations of com-
puterized tomography with positron emission tomography 
(PET) (for which instrumentation is available), MRI with 
PET (a prototype instrument is in use, commercial rollout 
expected in 2010), and diffusion tensor imaging with fMRI. 
Moreover, the higher resolutions of MRI and computerized 
tomography are leading to higher-resolution mapping of 
cortical thickness. 

The Army needs to monitor these advanced neuro
imaging techniques. Improvements are such that studies 
that were completed in the past decade or so are being 
repeated and are yielding much different results than the 
earlier studies. The use of two or more imaging modalities 
simultaneously or in sequence offers the exciting prospect 
of being able to track the dynamics of brain activity on 
different spatial and temporal scales. To do this, it will be 
necessary to develop an integrated, dynamic computational 
framework based on the biophysical, physiological, and 
anatomical characteristics that can be imaged by these 
modalities. The modality components of this computational 
framework could be identified and validated through a 
series of cross-modal experiments. Some of this work can 
be done using high-speed computing resources to design 
and test the dynamic data analysis algorithms on simulated 
(and, later, experimental) data from multimodal imaging. 
This cross-modality validation is especially important for 
the Army in that it directly feeds into the understanding of 
surrogate measures. 

The ability to record information from large numbers 
of neurons using multielectrode recording techniques, local 
field potentials, and two-photon imaging now makes it 
possible to understand in greater detail the functional and 
anatomical significance of specific brain regions. Similarly, 
the ability to carry out large-scale simulations of neural 
models makes it possible to guide experimental research in a 
principled way using data from experimental measurements 
to facilitate the choice of model parameters. In this regard, 
the two arms of computational neuroscience, biophysical 
and algorithmic, can work in concert with experimental 
neuroscience at all levels to help integrate information into 
computational theories of the brain and to validate these 
theories.

New algorithms will improve quantitative understand-
ing of the information in experimental data. Gaining more 
insight into how the brain computes will undoubtedly bring 
new approaches to the design of algorithms for machine 
learning and computation applicable to a broad range of 
fields. As an example, a key area for research in neural 
signal processing will be algorithms to facilitate BMIs. These 
algorithms must be able to make use of the broad range of 
neural signals (neural spike trains, local field potentials, 
electroencephalograph recordings) to control the interactions 
between humans and machines. This is a very challenging 
task, because the output of the control strategy—for instance, 
a particular movement—may be clear, but how the control 
strategy is represented and carried out in the brain and ner-
vous system is less apparent. 

Algorithms must be developed hand in hand with efforts 
by neurophysiologists to reverse engineer the mechanisms 
of neural control. It is also important that this algorithm 
research stays in close contact with the field of control 
theory, where similar algorithms have been developed to 
solve problems related to entirely manmade control systems. 
This research will lead to new algorithms and most likely 
new theories and practical approaches to the design and 
implementation of control strategies. Some BMIs might be 
designed for motor prosthetic purposes, others for control of 
deep-brain stimulation to treat Parkinson’s disease, obsessive 
compulsive disorder, and depression. Each problem has its 
unique features and control requirements that will need to be 
studied in detail to understand how the relevant brain region 
functions, so that optimal algorithms and, eventually, optimal 
therapeutic strategies can be devised.

New Types of Averaging in fMRI

Group averages still dominate the literature, with studies 
utilizing the average activation pattern of 5-10 subjects 
for a given paradigm. The current trend is to use at least 
10-12 subjects and construct a second level of analysis to 
produce a random-effects average. In a group average, single 
subjects may dominate data sets and skew the results. In a 
random-effects average, a single subject’s data are treated 
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as a fluctuation from the population average. Another type 
of analysis is a conjunction of activated areas in a sample 
of subjects: This type of analysis produces a map based on 
common (overlapping) regions in each subject’s activation 
map. It is expected that additional methods will emerge that 
promote understanding of brain function common to all as 
well as individual and group variations in brain function. 
This trend should be monitored for possible future Army 
applications in selection and assessment. 

Database Aggregation and Translation for Meta-analyses

Several groups are sponsoring the creation of results 
databases and proposing standard formats for brain func-
tional and anatomical imaging data, including multimodal 
techniques. Some are based on cortical surface maps, some 
on Montreal Neurologic Institute coordinate statistical 
parametric mapping, and some are based on both. Clearing-
houses are under construction for analysis tools (National 
Institutes of Health Blueprint for Neuroscience Research) 
and other resources. The Army can leverage these resources 
for meta-analyses of large data samples to seek out opportu-
nities for further research.

Default Mode Networks

Since the work of Biswal et al. (1997), there has been 
expanding interest in the so-called default-mode network 

of the brain. This network is seen to consist of “naturally 
connected” areas and to include functional connectivity 
and effective connectivity as well as the difference between 
the two. The topic is being pursued by those interested in 
neuroergonomics, and those promoting the topic hypothesize 
that, ultimately, the efficient use of neural resources takes 
advantage of these default connections. This work could 
have implications for cognitive fatigue, learning, and perfor-
mance optimization. Unlike research in connectomics, this 
research is noninvasive and is conducted on humans. The 
Army should monitor this trend for proof that such a default 
network overlies our physical neural connections. 

Priorities for Army Investment

The committee was tasked to identify technology devel
opment opportunities and to recommend those worthy of 
investment in the near, medium, and far terms. These tech-
nology development opportunities, all of which have been 
discussed earlier in this chapter, were judged to be “high-
priority” (Table 7-1), “priority” (Table 7-2), and “possible 
future opportunities” (Table 7-3). 

The committee asked four questions as it decided which 
opportunities to include in the tables: Should the Army fund 
the technology? Should the Army maintain expertise in the 
technology? Is it likely that the technology, if successful, will 
have a significant impact? Will there need to be advances in 
subordinate technologies, such as robust, ruggedized sensors 

TABLE 7-1  High-Priority Opportunities for Army Investment in Neuroscience Technologies (Recommendation 14)

Technology Opportunity ME RE Time Framea

Current Investment 
(L, M, or H)

Commercial Academic

Field-deployable biomarkers of neural state x x Ongoing L M
In-helmet EEG for brain–machine interface x x Medium term M L
Signal processing and multimodal data fusion, including imaging 

modalities such as MRI, fMRI, DTI, DSI, PET, and MEG and 
physiological measures such as heartbeat, interbeat intervals, GSR, 
optical computer recognition, eye tracking, and pupilometry

x x Ongoing M H

Soldier models and biomarkers for sleep x Ongoing M M
Vertical fMRI x Medium term L L
Fatigue prediction models x Medium term L M
Behavioral measures of fatigue x Medium term M L
Prospective biomarkers for predictive measures of soldier response to 

environmental stress, including hypoxic and thermal challenges
x x Medium term L L

NIRS/DOT x x Medium term L L
Biomedical standards and models for head impact protection, including 

torso protection from blast 
x x Medium term M M

Threat assessment augmentation x Medium term M M
fMRI paradigms of military interest x Ongoing L M

NOTE: ME, mission-enabling; RE, research-enabling; L/M/H, low, medium, or high; EEG, electroencephalography; MRI, magnetic resonance imaging; 
fMRI, functional magnetic resonance imaging; DTI, diffuse tensor imaging; DSI, diffusion spectrum imaging; PET, positron emission tomography; MEG, 
magnetoencephalography; NIRS, near-infrared spectroscopy; DOT, diffuse optical tomography; GSR, galvanic skin response. 
	 aIn this column, “medium term” means between 5 and 10 years and “ongoing” means that results will be available within 5 years, but continuing investment 
is recommended to stay at the forefront of the technology. 
SOURCE: Committee-generated.
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Table 7-2  Priority Opportunities for Army Investment in Neuroscience Technologies (Recommendation 15)

Technology Opportunity ME RE Time Framea

Current Investment
(L, M, or H)

Commercial Academic

Haptic feedback with VR x Medium term H L
Augmented reality (virtual overlay onto real world) x x Medium term H H
In-helmet EEG for cognitive state detection and threat assessment x x Medium term L M
Information workload management x Far term L M
Time-locked, in-magnet VR and monitoring for fMRI x Medium term L M
Immersive, in-magnet virtual reality x Near term L M
EEG physiology x x Far term L H

Uses of TMS for attention enhancement x Medium term L M
In-vehicle TMS deployment x Far term L L

Heartbeat variability x x Near and medium term L H
Galvanic skin response x x Near and medium term H L

NOTE: ME, mission-enabling; RE, research-enabling; L/M/H, low, medium, or high; VR, virtual reality; TMS, transcranial magnetic stimulation. 
	 aIn this column, “near term” means within 5 years, “medium term” means between 5 and 10 years, and “far term” means 10-20 years. 
SOURCE: Committee-generated.

Table 7-3  Possible Future Opportunities (Neuroscience Areas Worthy of Monitoring for Future Army Investment)

Technology Opportunity ME RE Time Framea

Current Investment
(L, M, or H)

Commercial Academic

Brain–computer interface system (direct) x Far term H H
Imaging cognition x Far term L H
Neuropharmacological technology x Far term M M
Advanced fMRI data collection x Medium term M M
Averaging methodology for fMRI x Medium term L M
Brain database aggregation x Far term M M
Default mode networks x x Medium term L H
Inverse MRI x Medium term L M
Low-field MRI x x Far term L M
Uses of TMS for brain network inhibition x Far term L M
Safety of multiple exposures to TMS x Medium term M M
In-helmet TMS deployment x Far term L L
Connectomics x Far term L M
Atomic magnetometers x x Far term M M

NOTE: ME, mission-enabling; RE, research-enabling; L/M/H, low, medium, or high; fMRI, functional magnetic resonance imaging; MRI, magnetic resonance 
imaging; and TMS, transcranial magnetic stimulation.
	 aIn this column, “medium term” means between 5 and 10 years and “far term” means 10-20 years. 
SOURCE: Committee-generated.

and noise-filtering algorithms, before the technology can be 
implemented? 

The committee considered all of the topics in Tables 7-1 
and 7-2 worthy of immediate investment but left up to the 
Army their relative prioritization within each group. Initial 
priorities might depend, for instance, on the relative impor-
tance to the Army of the applications served; these priorities 
might then change based on research progress. As defined 
at the very beginning of this chapter, a technology is catego-
rized as mission-enabling (ME column in the tables) if it is 

instrumental in assisting the warfighter or commander in an 
operational mission or in a training or assessment mission. 
It is research-enabling (RE column) if it is instrumental in 
filling a critical gap in current research capability. Research-
enabling instruments are expected to be brought into service 
on a smaller scale to study and evaluate warfighter or com-
mander performance, perhaps in the laboratory, perhaps in 
simulated environments. The research is expected to shed 
neuroscientific light onto current or future Army training 
and doctrine and to yield concrete suggestions to improve 
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warfighter performance. Note that a technology may be both 
mission-enabling and research-enabling.

For each opportunity, the Time Frame column gives the 
committee’s estimate of the time needed for development and 
an idea of when a particular technology will be fielded—that 
is, the duration of the investment before a product or instru-
ment can be brought into service. The Current Investment 
column lists the source, academic sector or commercial, and 
the level of funding being brought to bear on the particular 
technology in its envisioned Army application. Commercial 
investment comprises large investments by industry in for-
profit ventures. Academic investment comprises investments 
by various civilian funding agencies such as the National 
Institutes of Health or the National Science Foundation in 
university (or other academic) research. 

A high (H) level of current investment reflects sufficient 
external investment to develop the technology to the point 
where it can be used for Army applications without addi-
tional Army investment, although some funding might be 
required to adapt the technology to a specific application. A 
medium level of investment (M) reflects funding that would, 
by itself, allow Army applications to be developed in two or 
three times the time shown (much slower development than 
with Army investment in addition to the external sources). 
A low investment level (L) means that there is little or no 
investment in Army applications and there will be no tech-
nology advance toward an Army application without Army 
support.

For the high-priority and priority technology develop-
ment opportunities (Tables 7-1 and 7-2), the committee 
envisaged the Army employing a mix of internal research and 
personnel and externally supported research and personnel, 
as exemplified for research in other fields by Army Univer-
sity Affiliated Research Centers (UARCs), Collaborative 
Technology Alliances (CTAs), Multidisciplinary University 
Research Initiatives (MURIs), and faculty fellowships. In 
addition, as has already been mentioned several times, the 
committee envisioned the Army would maintain a constant 
level of expertise to monitor relevant areas of neuroscience 
research across the board. This would probably entail 
support from outside experts who would regularly report 
on progress throughout neuroscience and who might be 
members of a permanent body established to stay abreast of 
developments. 

Aside from distinguishing between priority and high-
priority opportunities, the committee did not prioritize the 
technology opportunities within a particular table, and all 
are recommended to receive some level of investment by 
the Army. The opportunities in Table 7-1 are recommended 
for initial long-term (5 years or more) commitments. Those 
in Table 7-2 are recommended for limited (2-3 year initial) 
commitments to augment the high-priority investments in 
Table 7-1 and to enable exploration of additional applications 
that could have a large impact. Their continued funding for 
longer periods will be guided by evaluations of their research 

progress. Table 7-3 lists possible future opportunities for 
consideration by the Army. 

In addition to recommending that the Army pursue the 
listed opportunities, the committee recommends that the 
Army enhance its existing in-house resources and research 
capabilities. This would ensure that the Army has mecha-
nisms for interacting with the academic and commercial 
communities engaged in relevant areas of research and tech-
nology development, to monitor progress and decide when 
future advances in neuroscience technology developments 
would merit Army investment. 
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8

Long-Term Trends in Research 

Chapters 3 through 6 identified and discussed near- to 
medium-term research opportunities that the committee 
judges could have high value for Army applications. The 
committee’s specific recommendations on these opportuni-
ties are presented in Chapter 9. Task 4 of the statement of 
task asks the committee to “determine trends in research and 
commercial development of neuroscience technologies that 
are likely to be of importance to the Army in the longer term.” 
Important long-term trends in technology development were 
discussed in Chapter 7, along with specific technology oppor
tunities evaluated by the committee. This chapter presents 
important long-term trends in neuroscience research, includ-
ing research aimed at expanding our fundamental under-
standing and applied research that has particular relevance 
for the Army. The committee believes the Army should moni-
tor the progress of research in these areas and evaluate the 
results for promising Army-relevant applications. In addition 
to the research trends themselves, the chapter describes the 
type of mechanism needed for monitoring progress in both 
research and technology development. 

The soldier is the centerpiece of every Army operation, 
and the Army will always depend on its soldiers to accom-
plish its missions. Just as physics and chemistry are the foun-
dational sciences for military ballistics and platform systems, 
neuroscience as defined in this report is the foundational 
science for the soldier. The foremost research objectives 
of the Army should include increasing the survivability of 
soldiers, both in combat and under the other extreme condi-
tions in which they operate, while sustaining and enhancing 
their performance. 

With these soldier-focused objectives in mind, the com-
mittee has identified four trends to represent the breadth and 
potential importance of research in neuroscience:

•	 Discovering and validating biomarkers for neural 
states linked to soldiers’ performance outcomes.

•	 Using individual variability to optimize unit 
performance.

•	 Recognizing opportunities from the vertical integra-
tion of neuroscience levels.

•	 Gaining new insights into the behaviors of 
adversaries.

Trend 1: Discovering AND VALIDATINg 
bIOMARKERS OF neural stateS LINKED TO 
SOLDIERS’ PERFORMANCE OUTCOMES

As discussed in Chapters 3 through 6, the cognitive and 
behavioral performance of soldiers in many areas—training 
and learning, decision making, and responding to a variety of 
environmental stressors—has substantial neurological com-
ponents. How the brain functions, even how it is functioning 
at a particular time, makes a difference in these and other 
types of performance essential to the Army’s missions. The 
techniques used to study and understand brain functioning 
at all levels—from the molecular and cellular biology of the 
brain to observable behavior and soldier interactions with 
other systems—are providing an ever-increasing number 
of potential indicators of neural status relevant to Army 
tasks. The Army will need to monitor these techniques 
and technologies for their potential to serve as biomarkers 
of differences in neural state that reliably correlate with 
changes in performance status. To illustrate this tendency 
for performance biomarkers to emerge from the methods of 
studying the brain, three broad kinds of such methods are dis-
cussed here: genomic and proteomic markers, neuroimaging 
techniques, and physiological indicators of neural state or 
behavioral outcome. 

Genetic, Proteomic, and Small-Molecule Markers

The development and functioning of the central and 
peripheral nervous systems of all animals, including humans, 
are regulated by genomic and proteomic factors. The 
genomic factors are associated with the nucleic acids of every 
cell. From embryonic development through senescence, the 
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inherited genome and epigenetic� modifications of it regulate 
the expression of proteins critical for neural cell functions. 
This regulated gene expression produces signaling elements 
(transmitters), signal receivers (receptors), guidance of com-
munication processes (axons and dendrites), and cell–cell 
recognition materials. 

Known genetic markers may, for example, allow iden-
tification of individuals at greater risk of damage from 
exposure to chemical agents or more likely to succumb to 
post-traumatic stress disorder. The cost of genetic tests is 
likely to decrease substantially in the next decade, while their 
effectiveness will increase markedly. Of the 20,000-25,000 
genes in the human genome, more than 100 are involved in 
axonal guidance alone (Sepp et al., 2008). At least 89 genes 
have been shown to be involved in the faulty formation of the 
axon’s myelin sheath (dysmyelination), associated with the 
development of schizophrenia (Hakak et al., 2001). Under
standing the human genes associated with development of 
the brain and peripheral nervous system can shed light on 
differential human susceptibilities to brain injury and may 
aid in predicting which pharmacological agents will be use-
ful for sustaining performance. The Army should position 
itself to take advantage of the continuing scientific progress 
in this area.

A proteomic marker (a type of biomarker) is a protein 
(generally an enzyme) whose concentration, either systemi-
cally or in specific tissues, can serve as a reliable and readily 
measurable indicator of a condition or state that is difficult 
or even impossible to assay directly. Small variations in 
gene structure (polymorphisms) are often associated with 
differences in concentration of a particular protein in a par-
ticular tissue of a particular individual, so there are important 
linkages between genetic factors and proteomic markers. 
However, specific enzyme concentrations (including tissue-
specific concentration) can also be influenced (upregulated 
or downregulated) in response to environmental factors that 
vary on timescales of hours, or roughly the timescale of 
preparation for and conduct of an Army operation. Thus, 
proteomic markers can vary with recent or current conditions 
(environmental stressors, for example) and can also reflect 
the genetic traits of an individual soldier. 

Proteomic markers known to signal a change in 
vigilance or cognitive behavior include salivary amylase, 
blood homovanillic acid (which correlates with dopamine 
metabolism), and lactic acid (a metabolic product of 
glucose metabolism that increases as a result of intense 
muscle exercise). Proteomic factors associated with fatigue 
resistance include microtubule-associated protein 2 and 
the muscarinic acetylcholine receptor. Comparison of an 
individual’s current concentration (titer) of one of these 
proteomic markers with his or her baseline titer could 

�An epigenetic modification refers to changes in gene expression from 
mechanisms other than alteration of the underlying DNA sequence.

quantify one or more neural (cognitive/behavioral) states 
relevant to the status of the individual’s current abilities. 

Neurohormones and neuropeptides—biologically active 
molecules much smaller than proteins or the nucleic acids 
of the genome—are another emerging class of markers of 
neurological and cognitive state and of psychophysiological 
response to stress. A study of candidates for the U.S. Navy 
Sea, Air, and Land Forces (SEALs) found that candidates 
with strong stress-hormone reactions to behavioral chal-
lenges like abrupt changes or interruptions are less likely 
to complete training successfully than those with weak 
reactions (Taylor et al., 2006, 2007). Another example is the 
work discussed in Chapter 3 on oxytocin, a neuropeptide 
signal, which is released when an individual experiences a 
sense of trust (Kosfeld et al., 2005; Zak et al., 2005). Hor-
monal markers are easily gathered with simple blood draws. 
The level in the bloodstream of a neural signaling molecule 
such as oxytocin has at best a very indirect relationship to 
its level in the brain; it may be necessary to figure out how 
to monitor its release in the hypothalamus. The monitoring 
of neurohormones and neuropeptides is likely to be a power-
ful means of identifying individuals who are well suited to 
particular tasks and may lend itself to assessing candidates 
for Special Operations training in particular. 

Neuroimaging Techniques

Neuroimaging technologies available in the 2008-2010 
time frame allow visualization of brain regions that are acti-
vated during action-guiding cognitive processes such as deci-
sion making. These activation patterns enable brain activity 
to be correlated with behavior. These imaging technologies 
and techniques include structural magnetic resonance imag
ing for volumetric analysis of brain regions, functional 
magnetic resonance imaging (fMRI) for cognitive control 
networks, diffusion tensor imaging for transcranial fibers, 
and hyperspectral electroencephalography (EEG). 

Applications to Soldier Training

As an example relevant to evaluation of training, fMRI 
scans before and after training sessions can be compared to 
examine changes in the brain’s response to novel training-
related stimuli. Novel visual and auditory inputs activate 
the brain in specific regions. An analysis of event-related 
potentials combined with fMRI before and after novel audi-
tory cues revealed that a particular event-related potential (a 
P300-like potential, which is to say a positive potential occur
ring approximately 300 msec after a triggering stimulus) is 
associated with fMRI patterns of activity in the bilateral foci 
of the middle part of the superior temporal gyrus (Opitz et al., 
1999). Only novel sounds evoke a contrasting event-related 
potential (an N400-like negative potential). Individuals with 
a strong response of the second type also have fMRI scans 
showing activation in the right prefrontal cortex. These 
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observations suggest that an indicator based on combining 
fMRI and event-related potential could be used to assess 
training to criterion. At criterion—for example, when 90 per-
cent of the appropriate responses are exhibited in response to 
a cue—effective training will no longer elicit a “novel-type” 
brain functional response or event-related potential response 
(Opitz et al., 1999).

Fear is a critical response to threat that can compromise 
appropriate action of an individual soldier or an entire Army 
unit. To incorporate desensitization to fear-invoking situa-
tions into soldier training, fMRI scans could be compared 
before and after training to determine which environments 
elicit fear-correlated neural activity patterns. A prime 
example is the response of soldiers in Operation Desert 
Shield and Operation Desert Storm when sensors for chemi-
cal warfare agents indicated that the environment might 
contain an active agent. These fear-invoking events led to 
significant disorganization of military units, even when the 
sensor warnings were false positives. 

Tracking Change in the Visual Field 

The ability to track dynamic changes in objects present 
in a soldier’s visual field is of great benefit to Army person-
nel. Examples include the sudden appearance of a potential 
threat on a Force XII Battle Command Brigade and Below 
display and the apparent change of terrain indicating recent 
placement of an improvised explosive device (IED). Jeremy 
Wolfe of Harvard has demonstrated that the visual system 
must focus on only a very limited region within the visual 
field to detect change (Angier, 2008). To accommodate 
human limitations, fMRI neurotechnology could be used 
to detect minor changes in the visual field and correlate 
them with activation events in the hippocampus (Bakker et 
al., 2008). Related research has shown that shifts in visual 
attention to objects in a field of view tend to occur either 
as a series of microsaccades (rapid naturally occurring eye 
movements) or in response to cueing signals in the field of 
view. Recent studies suggest that the latter is more important 
(Horowitz et al., 2007).

Leveraging Opportunities for Neuroimaging Techniques 

EEG and EEG image processing will continue to 
advance, and EEG will be incorporated in multimodal 
imaging equipment with magnetic resonance imaging and 
magnetic encephalography. The high-payoff opportunity 
here is to leverage this work to develop a sensor array that 
can be used on a free-moving subject. A good initial goal for 
proof-of-concept would be the collection of stable trace data 
from a treadmill runner.

For neuroimaging with near-infrared spectroscopy 
(NIRS), DARPA has been active in R&D on NIRS sensor 
arrays that can be worn in situ. This is an opportunity to 
advance a noninvasive cerebral blood monitoring tool. 

Expected improvements in the next 5 years include advanced 
designs for multichannel data collection from cortical sources. 
In the 10- to 20-year time frame, one R&D opportunity is to 
use NIRS for more accurate imaging of the deeper brain. 

Physiological Indicators of Neural-Behavioral State

Physiological indicators include individual character-
istics such as age, gender, muscle power, neuroendocrine 
effects, neuromuscular function, vascular tone, and circadian 
cycling. While neural information processing is primarily 
a result of brain functioning and can be revealed by brain 
imaging, the general wellness and physiological condition 
of the entire human organism can affect combat capability 
and response to threat. This is true in large part because the 
brain depends on nutrient input (e.g., glucose and oxygen) 
via the circulatory system and on neuroendocrine function 
involving other organ systems. (The complex interactions 
between the brain and other organ systems of the body were 
discussed in Chapters 2 and 5.) 

For Army applications, physiological indicators of 
neural state are important because they are often more read-
ily accessible and measurable in the field than more direct 
indicators of neural state derived from neuroimaging tech-
niques. As discussed in Chapter 2 in the section on reliable 
biomarkers for neurophysiological states and behavioral 
outcomes and in Chapter 7 in the section on field-deployable 
biomarkers, the idea is to find a monitorable physiological 
condition that correlates to a neural state with sufficient 
accuracy and precision to be useful as a reliable sign of that 
state. Often, the laboratory studies that define the neural state 
and establish the correlation will begin with neuroimaging 
techniques (such as fMRI). 

Trend 2: Using Individual Variability To 
Optimize Unit Performance

Early systems neuroscience experiments used functional 
neuroimaging tools—fMRI, positron emission tomography, 
EEG, or magnetoencephalography—to learn how the vari-
ous brain systems process cognitive and affective functions 
(Van Horn et al., 2004). It has become increasingly clear that 
individuals do not process tasks in the same way but instead 
engage different brain systems, with the particular systems 
engaged depending in part on the underlying default brain 
state (Greicius et al., 2003; Esposito et al., 2006). Neuro-
scientists are increasingly appreciating the importance of 
interindividual variability regarding which neural signals 
are operative during various tasks. Instead of being discour-
aged by this variability, investigators have begun to use its 
enormous potential for optimizing training and performance. 
Paying attention to this variability helps in understanding 
how different individuals learn differently when acquiring 
a skill or how they organize their behavior when faced with 
extreme conditions. 
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How the Individual Variability Insight Affects the Army

The significance for the Army of this paradigm-shifting 
insight from neuroscience is profound. Understanding in a 
systematic way the variability among individuals in brain 
processing when performing the same task is an initial step 
toward understanding the systematic differences from one 
individual to another in how they respond in similar circum-
stances. For example, some individuals engage emotional 
processing areas even in simple but challenging cognitive 
tasks (McIntosh et al., 1996; Beauregard et al., 2001). It 
would be important to determine whether activation of 
these emotional processing areas helps or interferes with 
the cognitive task at hand. If it helps in performing the task, 
perhaps others can learn to enhance their performance on 
that type of task if they are trained by methods that activate 
the emotional processing areas. If such activation interferes 
with the cognitive task, one might implement training strate-
gies that attenuate the effects of emotional processing. Most 
important, however, whether performance of a cognitive task 
is enhanced or degraded by emotional processing may differ 
across groups of individuals. In this case, an optimal training 
program would develop modulation strategies tailored for a 
particular group. 

The significance of individual variability for optimiz-
ing task performance extends to areas other than training 
and learning. Chapter 4, for example, noted that individuals 
show traitlike (i.e., stable for the individual over time) differ-
ences in decision-making styles. Chapter 5 emphasized the 
importance of individual variability in neurophysiological 
responses to stressors typical in Army mission environments 
and in responses to countermeasures to those stressors. Given 
that what needs to be optimized from the standpoint of Army 
operations is performance of the unit, not the individual, the 
insight from neuroscience is that a higher optimum may be 
achievable and sustainable by learning to work with and 
exploit individual variability rather than treating soldiers 
as interchangeable parts to be mass-produced on a training 
assembly line.

Neural Correlates for Cultural Differences in Behavior 

Even as it comes to accept this insight into the sub-
stantial neurological basis for interindividual variability, 
the Army will still need to look for some general patterns 
in variability from which to draw statistically valid general 
conclusions—that is, the conclusions might be expressed in 
terms of a distribution in a given population or culture rather 
than as single-point characterizations or predictions. As a 
simple example, there are cultural differences in attitudes 
to deception that often depend on the social role of the indi-
vidual. There are also well-established gender differences in 
neural correlates of behaviors, such as social responsiveness 
(Proverbio et al., 2008) and reward anticipation (Hoeft et al., 
2008), and some differences are linked to proteomics (e.g., 

levels of brain-derived neurotrophic factors or other factors 
expressed in brain tissue). Western and Eastern cultures pro-
cess mathematics differently (Tang et al., 2006), and there 
is every reason to expect that such cultural differences will 
also exist in other cognitive processing tasks. Identifying and 
understanding these differences will be critical in such appli-
cations as interacting with noncombatants in peacekeeping or 
in security and stability operations (SASO) missions, as well 
as in predicting adversary responses and decision making. 

A still-open question is whether such cultural and 
individual differences exist all the way down to the genetic/
cellular level or whether they disappear at some level. To 
use the deception example, even if cultural conditioning (or 
specific training) means that some individuals do not show 
“normal” physiological or neural indicators of deliberate 
lying, is there some type of monitoring that could detect if 
a subject being interrogated is responding in a “contrary-to-
truth” manner?

TREND 3: RECOGNIZING Opportunities from the 
Vertical Integration of Neuroscience Levels

As discussed in Chapter 2, neuroscience exists on four 
hierarchical levels, which are now being vertically integrated, 
from the levels of molecules and cells to the levels of behavior 
and systems. Increasingly, discoveries and advances at one 
level are leading directly to discoveries and advances at levels 
higher and lower in the hierarchy. Given this trend, the Army 
needs to remain cognizant of research in multiple fields that 
could impact neuroscience applications on multiple levels. 

One such opportunity will serve as a simple example: 
At the level of behavioral research, a variety of methodolo-
gies can be used to assess soldier response. Among these are 
measures of the efficiency with which a task is performed, 
subjective self-assessments, and psychophysiological cor-
relates. Often the outcomes from these separate methodolo-
gies more or less converge. For instance, as an individual’s 
performance of a task degrades, the individual also sub-
jectively feels more stressed by the demands of the task. 
Convergence of the assessment results increases confidence 
that we understand the responses. However, what happens 
when methodologies from the same or different levels in the 
hierarchy produce results that do not converge? Divergence 
raises the question of which technique is a better indicator 
of the subject’s real condition, that is, of the “ground truth” 
(Yeh and Wickens, 1988; Hancock, 1996). Often the ques-
tion can be answered by moving up or down in the hierarchy 
of integrated levels to determine, for example, which of the 
divergent neuroimaging results is consistent with a behavior 
conventionally used to define a neural state of interest. Or, 
one might test whether seemingly similar behaviors are truly 
the same by examining activation patterns from one or more 
neuroimaging techniques.

Another example of an opportunity derived from the ver-
tical integration hierarchy is this: The neuroscience literature 
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contains many cases in which neurological signals indicate 
that an attentive brain has processed a signal but the subject, 
when asked, denies any conscious knowledge of such pro-
cessing. Are such cases of divergence between assessments 
also exhibited at different levels—perhaps a general pattern 
of response divergence—or are they a function of the task 
that is imposed, of differences in the assessment methods, 
of characteristics of the individual being tested, or of some 
other combination of factors? 

Divergence of results is likely to become more frequent, 
at least for a time, as neuroscience assessment methods 
proliferate. When results from multiple neuroimaging 
techniques diverge, is this evidence that the physical signal 
to which a neuroimaging technique is responding is inher-
ently different from the signal to which another technique 
is responding? Or, is it instead an idiographic characteristic 
of the individual being tested, or perhaps just an artifact of 
nuances in the imposed task and the task environment? As 
they have throughout the history of any scientific discipline, 
such divergences spur and orient further inquiry into the 
methodologies themselves and whether the phenomena they 
transduce as an information signal are in fact correlates of 
the same underlying reality (here, brain function or process-
ing event). The Army can leverage the ongoing research 
efforts on neuroscience methods, especially with regard to 
the method(s) it selects for field implementation. In short, as 
neuroscience applications come to use two or more neuro-
imaging techniques, the Army can benefit from the natural 
direction of inquiry, which is to investigate and resolve seem-
ingly divergent results. 

TREND 4: GAINING New Insights INTO 
Adversary Response

Negative social interactions, such as the emergence and 
growth of distrust or the initiation of hostile behavior, are a 
relevant aspect of social neuroscience. The neural correlates 
of these types of social behavior are not yet well understood. 
However, fairly simple interventions at the neural level 
can have substantial, if temporary, effects on higher-level 
functioning, such as the administration of thiopental sodium 
(Pentothal), a medical anesthetic for psychotherapy under 
sedation in order to recover repressed memories together with 
the emotion that accompanied the repressed experience. 

The work with the neuropeptide oxytocin, described 
in Chapter 3, indicates that this neural signaling agent is 
associated with the bonding of offspring and parents and 
of intimate couples and that it is released under condi-
tions that evoke trust between individuals. Similarly, recent 
neuroscience experiments have revealed that individuals 
show specific brain-related changes when engaging in 
altruistic behavior (Moll et al., 2006). Understanding how 
the human brain changes as individuals turn to confrontation 
from cooperation or turn an adversarial relationship into a 
friendly one provides an important scientific opportunity for 

the Army in terms of both the overarching implications of 
such understanding and the concrete mechanisms of neuro-
logical changes. Understanding the neural correlates of this 
change may, for example, help an intelligence analyst to 
predict when responses of potential adversaries (or of non
combatants potentially allied with the Blue or Red force) 
will reverse direction. 

A Mechanism for MoNITORING Neuroscience 
RESEARCH AND TECHNOLOGY

Neuroscience research and applications are advancing 
at a lightning-like pace, and the Army needs to continually 
assess the potential of these advances. The growing knowl-
edge base will have many direct and indirect applications 
to soldiers, applications that will increase their operational 
effectiveness. A neuroscience monitoring group, consist-
ing of recognized leaders in neuroscience research in both 
the academic and business communities, would help those 
making Army science and technology funding decisions to 
assess the relevance of progress in nonmilitary neuroscience 
to Army applications. Research results and emerging tech-
nology can be relevant, whether through direct adaptation 
for Army use or as a starting point for further Army-oriented 
R&D, funded or otherwise fostered by the Army. To ensure 
that this monitoring group remains sensitive to and keeps 
abreast of Army needs, its membership should include Army 
civilians and soldiers with appropriate backgrounds and inter-
ests to participate meaningfully in the group’s deliberations. 

The committee envisions that such a monitoring group 
would operate mainly by attending and reporting on the pre-
sentations at conferences and other meetings of professional 
societies for the neuroscience-relevant disciplines. Of course, 
the journals of these societies are also important sources of 
information, but they may not contain ideas, research accom
plishments, or information on commercial products, all of 
which can be gathered by participation in and interactions 
at professional meetings. Once the nascent and emerging 
hot topics are identified, the published literature becomes a 
useful tool for documenting them and covering their prog-
ress. The monitoring group would be alert to neuroscience 
advances and opportunities reported through national and 
international societies and organizations promoting neuro
science and neuroscience-related research and collabora-
tions of value to the Army. Examples of such organizations 
include these: 

•	 Cognitive Neuroscience Society,
•	 Federation of European Neuroscience,
•	 Human Factors and Ergonomics Society, 
•	 International Society for Magnetic Resonance in 

Medicine,
•	 Organization for Human Brain Mapping,
•	 Radiological Society for North America (focuses on 

commercial imaging),
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•	 Society for Neuroscience, and
•	 Society of Automotive Engineers.

There are also regular conferences that the Army can 
monitor to track the rapidly developing field of computa-
tional neuroscience. These include the Neural Information 
Processing (NIPS) conference, the biannual Statistical Anal-
ysis of Neural Data (SAND) workshop, the annual Compu-
tational and Systems Neuroscience (Cosyne) meeting, the 
annual Computational Neuroscience meeting, and the annual 
Dynamical Neuroscience meeting. The meetings are a venue 
for discussions on recent work in the fields of computational 
neuroscience modeling and signal processing.

The number of Army representatives attending a con-
ference should be large enough to allow coverage of simul-
taneous sessions that may contain relevant research: two 
or three persons for smaller conferences, six or more for 
large gatherings. Each attendee could generate a report to 
the Army and one of them could summarize the advances 
and identify possible Army applications. At least yearly, 
the entire monitoring group would gather, together with 
additional military guests, to share new Army needs and 
to discuss the group’s recent findings and expectations for 
Army-relevant neuroscience. 
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Conclusions and Recommendations

The previous chapters discussed neuroscience in terms 
of Army needs and applicable research and technology devel-
opments. This chapter presents the committee’s conclusions 
and its recommendations on opportunities in neuroscience 
for future Army applications. 

The applications relating to traditional behavioral sci-
ences spoken of in the statement of task are of known value 
to the Army. Accordingly, the committee developed 13 rec-
ommendations on neuroscience research in these traditional 
applications. However, because a key driver for the study 
was to identify high-risk, cutting-edge, high-payoff research, 
Army support should clearly not be limited to traditional 
applications. Indeed, the 13 recommendations are followed 
in this chapter by two recommendations relating to the mate-
rial in Chapter 7—specifically, to Tables 7-1 and 7-2. Those 
tables identified nearly two dozen technology opportunities, 
about half of which were classed as “high priority” and the 
remainder as simply “priority.” Lastly, the committee made 
two overarching recommendations on what it called cross-
cutting issues. Together, the 17 recommendations should 
help the Army to methodically exploit the expanding realm 
of neuroscience research.

Recommendations on Neuroscience ReSEARCH 
FoR BEHAVIORAL SCIENCE applications

The committee’s specific recommendations on research 
opportunities for applications related to traditional behavioral 
science are presented in this section under headings corre-
sponding to the first four chapters of the report: training and 
learning (Chapter 3), optimizing decision making (Chapter 4), 
sustaining soldier performance (Chapter 5), and improving 
cognitive and behavioral performance (Chapter 6). 

Training and Learning

The Army has long relied on the behavioral and social 
sciences to guide development and implementation of train-

ing. Research capabilities in these fields are limited, and 
in-house capabilities to perform neuroscience research are 
minimal.

Conclusion 1. Neuroscience can extend and improve the 
Army’s traditional behavioral science approaches to both 
training and learning. For example, neuroscience offers new 
ways to assess how well current training paradigms and 
accepted assumptions about learning achieve their objec-
tives. Neuropsychological indicators can help assess how 
well an individual trainee has assimilated mission-critical 
knowledge and skills. These asssesment tools also will allow 
the Army to assess individual variability and tailor training 
regimens to the individual trainee.
Recommendation 1. The Army should adjust its research 
capabilities to take advantage of the current and emerging 
advances in neuroscience to augment, evaluate, and extend 
its approaches to training and learning. Indicators of knowl-
edge and skill acquisition based in neuroscience should be 
incorporated into the methods of testing for training success. 
In particular, these indicators should be employed in identi-
fying individual variability in learning and tailoring training 
regimens to optimize individual learning. 

The Army currently relies heavily on broad, general 
indicators of aptitude to predict training effectiveness and 
individual success rates. The importance of predicting suc-
cess rates of soldiers before assigning them to given tasks 
increases with the cost of training for the task and with the 
consequences of not performing the task well. In comparison 
with the indicators that have been developed for assessing 
how well skills or knowledge have been acquired (Conclu-
sion 1), neurological predictors of soldier performance need 
much research and development before they will be ready 
for Army applications.

Conclusion 2. Current methods for characterizing individual 
capabilities and matching them to the requirements for per-
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forming high-cost, high-value Army assignments do not have 
neuropsychological, psychophysiological, neurochemical, 
or neurogenetic components. As a first step toward using 
insights from these and other neuroscience-related fields, 
results from relatively simple neuropsychological testing 
could be empirically tested to seek correlations with suc-
cessful performance in one or more of these high-cost, high 
value assignments. Those assignment-specific correlations 
could then be tested for predictive value with subsequent 
candidates in the same assignment. 
Recommendation 2. The Army should investigate neuro-
psychological testing of candidates for a training course 
that is already established as a requirement to enter a high-
value field. In this way the Army can determine whether 
an assignment-specific neuropsychological profile can be 
developed that has sufficiently high predictive value to use 
in conjunction with established criteria for the assignment. 
If results for this investigation are positive, the Army should 
investigate development of assignment-specific profiles for 
additional assignments. 

Optimizing Decision Making 

In the past few decades, the boundaries of the behav-
ioral sciences have expanded to incorporate advances in our 
knowledge of psychology, neuroscience, and economics. 
These advances cross the hierarchical levels of neuroscience, 
offering powerful new tools for understanding and improving 
decision making.

Conclusion 3a. Human decision making is predictably 
inefficient and often suboptimal, especially when the decisions 
require assessments of risk and are made under pressure. 
Conclusion 3b. Individuals differ in their approach to 
making decisions. For example, some individuals are more 
impulsive, while others are more deliberate and less tolerant 
of risk. These differences do not mean that risk-tolerant indi-
viduals are necessarily better or worse decision makers than 
risk-averse individuals. From an institutional (Army) point 
of view, different decision-making styles can suit different 
individuals for different tasks, and different tasks may even 
require or be better performed by individuals with different 
decision-making styles. Neuroscience tools are capable of 
discerning these differences in decision-making style. With 
enough research, these tools may become capable of discern-
ing neural correlates for the differences. 
Recommendation 3. The Army should expand its existing 
research in behavioral and social sciences to include neuro-
science aimed at developing training and assessment tools 
for decision makers at all levels in the Army. 

Sustaining Soldier Performance

The Army generally views the time frame of sustainment 
in terms of the duration of a single extended operation or 

action—typically up to 96 hours. In Chapter 5, the committee 
reviewed neuroscience applications related to understanding, 
monitoring, and preventing or treating deficits in soldier 
performance. These deficits may occur during a single 
extended operation, or, when they are associated with Army 
concepts such as individual soldier resiliency and unit-level 
recovery and reset, they can affect performance over longer 
time frames: weeks, months, and even years. The committee 
considered prevention interventions not only in the case of 
events occurring over a day or several days that may be risk 
factors for acute deficits noticeable immediately, but also in 
the case of events responsible for longer-term deficits, such 
as post-traumatic stress disorder (PTSD) and other chronic 
central nervous system effects of brain trauma.

Individual Variability of Soldiers

In conventional Army operations, a central tenet is to 
emphasize a common level of operational readiness and per-
formance across individuals as the basis for unit effectiveness 
rather than individual readiness and performance. Neverthe-
less, individual soldiers do vary not only in their baseline 
optimum performance—that is, performance not degraded 
by sustained stressors—but also in their response to stressors 
that, on average, cause less-than-optimal performance (per-
formance deficits). In the case of high-value assignments 
that are very dependent on exceptionally high-performing 
individuals, such as assignments to Special Operations 
forces, the Army already acknowledges and takes advantage 
of individual variability to achieve its objectives. 

Conclusion 4. An important lesson from neuroscience is 
that the ability to sustain and improve performance can be 
increased by identifying differences in individual soldiers and 
using individual variability to gauge optimum performance 
baselines, responses to performance-degrading stressors, and 
responses to countermeasures to such stressors.
Recommendation 4. To increase unit performance across 
the full spectrum of operations, the Army should expand its 
capacity to identify and make use of the individual variability 
of its soldiers. The Army should undertake R&D and review 
its training and doctrine to take best advantage of variations 
in the neural bases of behavior that contribute to perfor-
mance. In particular, it should seek to understand—and use 
more widely—individual variability in (1) baseline optimal 
performance, (2) responses to stressors likely to degrade 
optimal performance, and (3) responses to countermeasures 
intended to overcome performance deficits or to interven-
tions intended to enhance performance above an individual’s 
baseline.

Countermeasures to Environmental Stressors

The degradation of a soldier’s performance under sus-
tained physical or mental stress is due to both peripheral 
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(e.g., muscular and cardiovascular) systems and the central 
nervous system (CNS), which are inextricably linked. How-
ever, we lack sufficient fundamental understanding of how 
these systems interact and how they are influenced by the 
environmental stressors to which a soldier is exposed. For 
example, physical and mental fatigue are commonly believed 
to lead to less-than-optimal performance, but neither is well 
enough characterized or understood to provide a scientific 
basis for developing countermeasures to both the peripheral 
and CNS components of the fatigue.

Conclusion 5. Current nutritional countermeasures to fatigue 
are based primarily on maintaining cardiovascular and 
muscle function—that is, they counteract physical fatigue—
but they fall short of maintaining brain function—that is, 
they do not counteract mental fatigue. One reason for this 
is our insufficient understanding of the CNS components of 
stress-induced degradation of performance. 
Recommendation 5. The Army should increase both the 
pace of and its emphasis on research designed to understand 
the neural bases of performance degradation under stress, 
including but not limited to deficits commonly attributed to 
fatigue, and the interaction of peripheral and CNS factors 
in responses to stressors. It should apply the results of this 
research to develop and improve countermeasures such as 
nutritional supplements and management of sleep/wake and 
rest/wakefulness cycles.

Sleep is an active process that plays a fundamental role 
in cognitive functions such as consolidating memory and 
promoting synaptic plasticity. Prolonged sleep deprivation 
interferes with these functions and can thus adversely affect 
performance. 

Conclusion 6. Neuroscience is making progress in under-
standing the essential stages of sleep and their function in 
normal neural processes. The molecular mechanisms of sleep 
homeostasis and circadian rhythms are being elucidated. 
Gene association studies indicate heritable differences in 
sleep patterns that could be taken into account in predicting 
how an individual will respond to sleep deprivation.
Recommendation 6. Since many abilities affected by sleep 
deprivation—vigilance, memory, and perceptual discrimina-
tion, for example—are increasingly important elements of 
soldier performance, the Army should increase its efforts to 
collaborate with the lead laboratories involved in physiologi-
cal and molecular research on sleep. 

Pharmaceutical Countermeasures to  
Performance Degradation

Conclusion 7. Advances in neuroscience are enabling the 
pharmaceutical industry to develop drugs that act on novel 
targets to affect mood, motivation, memory, and executive 
function. 

Recommendation 7. The Army should establish relation-
ships with the pharmaceutical industry, the National Insti-
tutes of Health, and academic laboratories to keep abreast 
of advances in neuropharmacology, cellular and molecular 
neurobiology, and neural development and to identify new 
drugs that have the potential to sustain or enhance perfor-
mance in military-unique circumstances. However, caution 
must be exercised to ensure that the benefits outweigh any 
unforeseen or delayed side effects.

Conclusion 8. Among the neuropharmaceuticals approved 
by the Food and Drug Administration for specific medi-
cal indications, a number have potential off-label uses in 
sustaining or optimizing performance. However, any com-
pound, natural or synthetic, that acts on the CNS must be 
assumed, until proven otherwise, to affect multiple neural 
systems. It is therefore essential that specificity of action be 
demonstrated. Moreover, the risks of unforeseen or delayed 
side effects must be considered, particularly before a neuro
pharmaceutical is widely administered for sustaining or 
enhancing performance in mission-critical tasks without a 
specific medical indication to justify its use. 
Recommendation 8. Before the Army attempts to employ 
neuropharmaceuticals for general sustainment or enhance-
ment of soldier performance, the Army should undertake 
medically informed evidence-based risk-benefit analyses, 
including performance and clinical measures to assess 
overall effects, to ensure that the expected benefits of such 
medication outweigh the risks of negative side effects or 
delayed effects. 

Conclusion 9. The use of new pharmacological agents to 
restore function, mitigate pain, or otherwise respond to 
trauma or facilitate recovery from injury or trauma will be 
a key contribution of neuroscience in the near to medium 
term. New, highly specific brain receptors have been identi-
fied for a number of agents that could have profound effects 
on the brain and nervous system. The effectiveness of these 
agents, and the reduction of unwanted systemic side effects, 
will be enhanced by technologies that target delivery of the 
pharmacological agent to a specific site. Targeting of drugs 
to enhance an ability such as situational awareness is techni-
cally feasible, but it may be proscribed by societal and ethi-
cal norms and is subject to the caveats on pharmacological 
enhancement of behavior or performance that the committee 
discussed in Chapters 5 and 6.
Recommendation 9. The Army should support research 
on novel mechanisms for noninvasive, targeted delivery of 
pharmacological agents to the brain and nervous system in 
the course of medical interventions to mitigate the adverse 
effects of physical injury to the brain or another portion of 
the nervous system. In the near to medium term, this research 
should focus on restoring a performance deficit to baseline 
function rather than enhancing performance beyond that 
baseline. 
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Trauma-Induced Stress Disorders,  
Including Response to Brain Injury

Conclusion 10. Neuroscience research has identified risk 
factors associated with the development of PTSD and related 
stress disorders. The evidence is increasing that these stress 
disorders are more common among soldiers than was for-
merly believed. 
Recommendation 10. The Army should support continued 
research on the identification of risk factors for the devel
opment of post-traumatic stress disorder (PTSD). This 
research could inform interventions that mitigate the risk 
for PTSD and related stress disorders, thereby lessening 
the performance deficits and disability resulting from these 
disorders. 

Conclusion 11. A blast may cause unique brain injuries 
resulting in persistent deleterious effects on mood, motiva-
tion, and cognition. These effects are likely to undermine the 
resilience of the soldiers who experience them by degrading 
their performance and to detract from the unit morale that 
is so essential for effective reset and recovery following 
combat operations. Although improved protective materials 
and headgear (helmet) configurations might help, body 
armor improvements seem unlikely to resolve most of the 
persistent neurological effects. Medication and other neuro
physiological remediation, starting with immediate postblast 
care, are likely to have a much more profound effect than 
further improvements to body and head armor.
Recommendation 11. The Army should apply the rapidly 
advancing understanding of the acute neuropathology of 
blast-induced traumatic brain injury, including the delayed 
neuropsychiatric effects of injuries as well. Mitigation 
strategies should include immediate postblast care using 
medication and/or other neuroprotective approaches proven 
to reduce the risk and severity of performance degradation. 
The Army should also continue its research in protective 
body armor.

Improving Cognitive and Behavioral Performance

Conclusion 12. Increased vigilance and enhanced perceptual 
discrimination, such as being able to recognize salient fea-
tures or patterns, are inherently valuable to military missions. 
Research in a number of neuroscience subdisciplines, includ-
ing computational neuroscience, systems neuroscience, and 
neuroergonomics, could lead to significant improvements 
in the skills and capabilities of soldiers and officers along 
these lines.
Recommendation 12. The Army should structure its 
announcements of opportunities for research to draw broadly 
on multiple scientifically sound approaches to improving 
cognitive and behavioral performance, extending across the 
entire spectrum of neuroscience research rather than relying 

on a single approach. Army research opportunities should 
foster peer-reviewed competition and the synergism of col-
laboration across subdisciplines and approaches.

Conclusion 13. Neuroergonomics, an emerging field within 
the broader field of brain–machine interfaces, explores the 
ability of the brain to directly control systems by means that 
go beyond the usual human effector system (hands and the 
voice). This is accomplished by structuring the brain’s output 
as a signal that can be transduced into an input to an external 
machine, electronic system, computer, semiautonomous air or 
ground vehicle, and the like. The Army Research Laboratory 
is now exploring the potential benefits of neuroergonomics. 
In the Army context, the goal of neuroergonomics is to facili-
tate a soldier–system symbiosis that measurably outperforms 
conventional human–system interfaces. 
Recommendation 13. The Army should continue its focus 
on neuroergonomic research, using measured improvements 
in performance over selected conventional soldier–system 
interfaces as the metric to evaluate the potential of neuro-
physiology and other neuroscience disciplines in Army-
relevant R&D for improving cognitive and behavioral 
performance.

RECOMMENDATIONS ON NEUROSCIENCE 
Technology DEVELOPMENT

In Chapter 7, the committee identified and assessed 
cutting-edge, high-payoff technology opportunities, emphasiz
ing their potential value for Army applications. Technologies 
were evaluated first with respect to their ability to enable Army 
missions (these were called mission-enabling technologies) 
and then with respect to their ability to support neuroscience 
research of high relevance to Army applications (these were 
called research-enabling). Sometimes, a technology is both 
mission enabling and research enabling, but in all cases, it 
must be capable of being scientifically validated. 

To arrive at opportunities it could recommend for Army 
investment, the committee considered not only the potential 
value of the technologies to the Army but also the time frame 
for developing an initial operational capability and the extent 
of external investment that the Army could leverage. In this 
way it came up with a set of “high-priority” technology 
opportunities it believed would have the greatest potential for 
high payoffs in Army applications and best deserved Army 
investment. It also identified a second set of “priority” oppor-
tunities that could augment the first set, and a third set whose 
progress should be monitored for future consideration. 

Conclusion 14. Table 7-1 lists the set of opportunities in 
neuroscience technology development that the committee 
believes are a high priority for Army investments. It is criti-
cal that the emerging technology development pursued by 
the Army be subjected to rigorous scientific and operational 
validation. 
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Recommendation 14. The Army should invest in the high-
priority technology opportunities listed in Table 7-1. The 
investments should initially include long-term (5 or more 
years) commitments to each opportunity. 

Conclusion 15. Table 7-2 lists additional opportunities in 
neuroscience that the committee recommends for Army 
investment. The committee views these opportunities as 
supplementing those in Table 7-1 and as deserving of some-
what less R&D funding, to at least explore their potential 
applications. 
Recommendation 15. The Army should consider limited 
investments (2 or 3 years for the initial commitment) in the 
technology opportunities listed in Table 7-2. Evaluation of 
the results for each initial investment combined with assess-
ment of outside progress in the field should guide decisions 
on whether to continue the funding for additional periods. 

OverArching recommendationS

The preceding 15 recommendations respond directly 
to one or more items in the statement of task for the com-
mittee. In reflecting on the feasibility of actually imple-
menting these recommendations, the committee found two 
crosscutting issues that go beyond any particular request 
in the statement of task but that the Army must address 
if the potential value of neuroscience is to be tapped in a 
substantial way.

A Mechanism for Monitoring New Opportunities in 
Neuroscience Research and Technology

Neuroscience is growing rapidly as discoveries in 
multiple fields are linked to our expanding knowledge and 
understanding of brain functions. This expansion of neuro-
science applications in multiple areas of importance to the 
Army has led to a division of responsibilities for developing 
objectives and implementing neuroscience research among 
multiple organizations. A more serious problem is that there 
is currently no single point in the Army science and tech-
nology structure where progress in neuroscience, construed 
broadly, is being monitored for potential Army applications 
and from which coordinating guidance can be disseminated 
to the distributed centers of relevant neuroscience-based 
R&D. The committee views this lack of focus on identifying 
and leveraging the rapid advances in neuroscience, together 
with the dispersion of largely isolated R&D activities, as the 
most significant barrier to implementation of the specific 
recommendations presented above. 

In addition to the specific technology development 
opportunities for Army investment listed in Tables 7-1 and 
7-2, the committee identified future opportunities where 
external progress in neuroscience R&D needs to be moni-
tored by the Army (Table 7-3). The committee also identified 

four trends in neuroscience research likely to one day yield 
opportunities of great benefit to the Army:

•	 Discovering and validating biomarkers for neural 
states linked to soldiers’ performance outcomes.

•	 Using individual variability to optimize unit 
performance.

•	 Recognizing opportunities from the vertical integra-
tion of neuroscience levels.

•	 Gaining new insights into the behaviors of 
adversaries.

These pursuits for research will continue to revolu-
tionize our understanding of the embodied mind and foster 
practical applications in civilian, commercial, and military 
affairs.

Conclusion 16. Neuroscience research and applications are 
advancing at a lightning pace. To assess on a continuing basis 
the potential of these advances on many fronts and to make 
sound decisions for funding priorities based on them, the 
Army needs a reliable way to monitor progress in areas of 
nonmilitary neuroscience research and technology develop-
ment. Direct Army investment in these areas will probably 
not be warranted unless an Army-unique application of sub-
stantial value emerges. Nonetheless, the Army should stay 
abreast of what is happening and have mechanisms in place 
to leverage the research results and adapt new technology to 
Army applications.
Recommendation 16. The Army should establish a group 
consisting of recognized leaders in neuroscience research 
in both the academic and private sectors to track progress 
in nonmilitary neuroscience R&D that could be relevant 
to Army applications. To ensure that the monitoring group 
remains sensitive to and abreast of Army needs, the member-
ship should also include Army civilians and soldiers whose 
backgrounds and interests would suit them for meaningful 
participation in the group’s deliberations.

Individual Variability as a Future Force Multiplier

A number of conclusions drawn by the committee (Con-
clusions 2, 3b, and 4) and Long-Term Trend 2, discussed in 
Chapter 8, relate to a common theme emerging from current 
neuroscience research—namely, that individual differences 
in behavior, cognition, and performance of skilled tasks are 
as deeply rooted in the neural structure of individuals as 
differences in strength, stamina, height, or perceptual acuity 
are rooted in physiology. This common theme offers great 
opportunity to the future Army.

Conclusion 17. Neuroscience is establishing the role that 
neural structures play in the individual variability observed 
in cognition, memory, learning behaviors, resilience to 
stressors, and decision-making strategies and styles. Dif-
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ferences from one soldier to the next have consequences 
for most of the Army applications discussed in this report. 
Individual variability influences operational readiness and 
the ability of military units to perform assigned tasks opti-
mally, but it is in many ways at odds with the conventional 
approach of training soldiers to be interchangeable compo-
nents of a unit. 

Recommendation 17. Using insights from neuroscience on 
the sources and characteristics of individual variability, the 
Army should consider how to take advantage of variability 
rather than ignoring it or attempting to eliminate it from a 
soldier’s behavior patterns in performing assigned tasks. The 
goal should be to seek ways to use individual variability to 
improve unit readiness and performance. 
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Appendix D

Research on Managing Information Overload in  
Soldiers Under Stress

This appendix provides background information on 
research in augmented cognition (AugCog) conducted by 
the Defense Advanced Research Projects Agency (DARPA) 
and the U.S. Army and discusses several of the neuroscience 
research and engineering challenges.

The DARPA AugCog Program

DARPA began its research program in the area of 
augmented cognition in 2001 with a focus on challenges 
and opportunities presented by the real-time monitoring 
of cognitive state with physiological sensors (Augmented 
Cognition International Society, 2008a). The program, now 
known as the Improving Warfighter Information Intake 
Under Stress Program, was initially called the Augmented 
Cognition program, or AugCog. At first it had two stated 
purposes: (1) to gain battlefield information superiority 
and (2) neurology-related clinical applications. Linked to 
the idea of network-centric warfare, the stated rationale for 
AugCog was that “order of magnitude increases in available, 
net thinking power resulting from linked human-machine 
dyads will provide such clear information superiority that 
few rational individuals or organizations would challenge 
under the consequences of mortality” (Schmorrow and 
McBride, 2004). Another early AugCog objective was stated 
as the enhancement of a single operator’s capabilities such 
that he or she could carry out the functions of three or more 
individuals (McDowell, 2002). 

It was proposed that information superiority could be 
achieved by enhancing an operator’s cognitive abilities and 
by measuring neurological and physiologic variables. One 
aspect of the enhancement would involve tracking markers 
of cognitive state, such as respiration, heart rate, or eye 
movement, using devices for electroencephalography (EEG) 
or functional optical imaging. The operator would wear a 
headset that contained such devices and might be connected 
to other devices as well—perhaps galvanic skin response 
sensors or pressure sensors in a seat—interacting with them 

by means of a traditional computer interface device such as 
a mouse or a joystick. Another aspect of enhancing cognitive 
ability would be dynamic control of the rate as well as the 
source of information by a “communications scheduler.” The 
former DARPA program manager envisioned that technolo-
gies developed by the program would be operational within 
10 years. He predicted that within 20 years, the technology 
would be woven into the fabric of our daily lives (Augmented 
Cognition International Society, 2008b). 

Proof-of-concept work for AugCog occurred in two 
phases. In Phase 1, researchers attempted to detect changes 
in cognitive activity in near real time in an operationally 
relevant setting. One relatively large demonstration, called 
the Technical Integration Experiment, was conducted with 
mixed results (St. John et al., 2003). Its objective was to 
determine which psychophysiological measurements could 
consistently detect changes in cognitive activity during a 
supervisory control task. Using 20 gauges of cognitive state 
(CSGs) such as EEG, functional near infrared (fNIR), and 
body posture, as well as input device measures (mouse pres-
sure and mouse clicks), eight participants completed a series 
of four simplified aircraft monitoring and threat response 
tasks in 1 hour. Eleven of the CSGs, including fNIR and 
EEG measures, were reported to be significant and reliable 
for at least one independent variable, but no CSG was sig-
nificant and reliable across all of three independent variables 
(St. John et al., 2004). Two CSGs, mouse clicks and mouse 
pressure, demonstrated statistically significant results across 
two of the independent variables, but these were probably 
already highly correlated. 

There were significant problems with technical integra-
tion, several of which were acknowledged by St. John and 
his colleagues in Technical Integration Experiment (2004). 
These included questions about the study design constructs 
and their external validity, the statistical methods applied to 
the data, important data missing from the report of results, 
and the familiar problem in psychophysiological research of 
noisy data (substantial variability across test participants, test 
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runs, etc.). Given the number and severity of confounding 
factors, the results of the study are preliminary at best and 
in no way constitute unequivocal scientific evidence that the 
CSGs identified as statistically significant can effectively 
detect change in cognitive activity in a complex human super
visory control task.

A second set of four experiments was conducted in 
Phase 2 of AugCog. The stated objective of Phase 2 was to 
manipulate an operator’s cognitive state as a result of near-
real-time psychophysiological measurements (Dorneich et 
al., 2005). The experiments used a video game environment 
to simulate military operations in urban terrain (MOUT) 
in either a desktop setting or a motion-capture labora-
tory. In addition to the primary task, navigating through 
the MOUT, participants had to distinguish friends from 
foes while monitoring and responding to communications. 
A communications scheduler, part of the Honeywell Joint 
Human–Automation Augmented Cognition System,� deter-
mined operator workload via a cognitive state profile (CSP) 
and prioritized incoming messages accordingly. The CSP 
was an amalgam of signals from cardiac interbeat interval, 
heart rate, pupil diameter, EEG P300, cardiac quasi-random 
signal (QRS), and EEG power at the frontal (FCZ) and cen-
tral midline (CPZ) sites (Dorneich et al., 2005). 

As in the Phase 1 experiment, there were only a few 
participants (16 or fewer) in each of the four Phase 2 experi
ments. Construct validity and statistical models were ques-
tionable, with significant experimental confounds. There is 
no open account of how the neurological and physiological 
variables were combined to form the CSP, making indepen-
dent peer-researched replication of these experiments diffi-
cult. In light of these concerns, claims such as a 100 percent 
improvement in message comprehension, a 125 percent 
improvement in situation awareness, a 150 percent increase 
in working memory, and a more than 350 percent improve-
ment in survivability should be considered tentative. In addi
tion, the authors claim anecdotal evidence that their CSGs 
can indicate operator inability to comprehend a message 
(Dorneich et al., 2005). 

The focus in these experiments appears to have been 
on generating measurable outcomes on a very tight time 
schedule. Most of the technical data on the performance of 
the actual sensors and of the signal processing and combina-
tion algorithms were not published. This information would 
have been useful for further scientific evaluation and confir-
mation of the reported results. 

The problem with AugCog as a development lies less 
in the intrinsic concept of managing cognitive workload 
through neural and physiological feedback to a smart infor
mation system than in the assumptions that were made about 
the maturity of the technologies required to implement 

�Honeywell was the prime contractor for the DARPA AugCog program 
and remains the prime contractor for the follow-on Army program in aug-
mented cognition.

such a system and thus about the time frame for an initial 
operational capability. Unfortunately, no follow-on studies 
have reported how the successful CSGs could or would 
be combined in an operational system. The engineering 
obstacles to combining EEG, fNIR, and eye-tracking devices 
are substantial. Unless dramatic leaps are made soon in the 
miniaturization of these technologies and in improved signal-
processing algorithms, the realization of a single headset that 
can combine all—or even a subset—of these technologies is 
at least a decade away. 

Other engineering problems, such as how to measure 
EEG signals in a dynamic, noisy environment, have not been 
addressed, at least in the open literature. Basic sensor system 
engineering problems like these will be critical to any opera-
tional deployment of these technologies. A similar engineer-
ing problem underlay the use of the eye-tracking devices 
assumed for AugCog applications. These devices currently 
require a sophisticated head-tracking device in addition to the 
eye-tracking device, and encapsulating this technology into 
an unobtrusive device that can be worn in the field appears 
also to be at least 10 years in the future. 

In addition to hardware limitations on the use of neural 
and physiological technologies in an operational field setting, 
the software/hardware suite required to interpret cognitive 
state reliably in real time is beyond current capabilities, 
particularly in the highly dynamic, stochastic settings typi-
cal of command-and-control environments. The experiments 
for the AugCog program were conducted under controlled 
laboratory conditions. While this is to be expected for pre-
liminary, proof-of-concept studies, such a limitation con-
strains the extrapolation of the reported results. For example, 
the communications scheduler in the Phase 2 experiments 
made changes in information presentation based on gross 
differences in perceived cognitive state. In actual battlefield 
conditions, the amount of task-relevant information and 
the degrees of freedom in cognitive state will require more 
precision and reliability in ascertaining an operator’s condi-
tion and making situation-appropriate adjustments rather 
than limiting access, perhaps inappropriately, to information 
that may be critical for a real-time decision. Not only must 
the sensors and signal-processing algorithms improve sub-
stantially; significant advances are also needed in decision-
theoretic modeling. In particular, these models will have to 
accommodate a significant range of individual variability. 

Overall, the AugCog goal of enhancing operator perfor-
mance through psychophysiological sensing and automation-
based reasoning is desirable but faces major challenges as an 
active information filter. Suppose a system is implemented 
that can change information streams and decrease the volume 
by filtering incoming information presented to a user. How 
is the system to know that its filtering in a specific situa-
tion is both helpful to this user and passes along the correct 
information for the current situation? The system software 
must correctly determine an optimal cognitive load for an 
individual in a dynamic, highly uncertain context and decide 
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which information to emphasize and which information to 
minimize or even filter out altogether. The problem is that, 
in command-and-control settings, there are no general prin-
ciples for what information is truly optimal. Before deploy
ing such an active-filter system, which controls inputs to 
a military operator, rigorous testing and validation would 
have to demonstrate that at the least, it does no worse than 
an unaided soldier. 

Army Follow-on Work

When the DARPA AugCog program formally ended, the 
Army continued working with portions of the concept at the 
U.S. Army Natick Soldier Research, Development and Engi-
neering Center. The original goal of the Army effort was to 
incorporate AugCog technology into the Army Future Force 
Warrior Program by 2007 (U.S. Army, 2005). The primary 
focus of the effort has since changed from operational to 
training applications; moreover, the technology focus has 
narrowed to the use of EEG and electrocardiography sen-
sors instead of the array of neurological and physiological 
sensors envisioned for the DARPA AugCog scheme (Boland, 
2008).

An experiment was conducted to extend the previ-
ous DARPA effort, directed by the same Honeywell team 
that performed the set of experiments described above. 
This Army-sponsored experiment focused on developing 
an experimental test bed for mobile cognitive-state classi
fication and testing it in a dismounted-soldier field setting 
using the previously discussed communications scheduler 
(Dorneich et al., 2007). The authors developed an EEG head-
set connected to a laptop computer worn in a backpack by 
the test subject. This laptop supported the signal processing 
algorithms, the communications scheduler, and other experi-
mental testing elements. For the experiment, eight subjects 
with no military experience completed a 1-hour navigation 
and communication task with a handheld radio, a personal 
digital assistant, and a 35-lb backpack. The authors reported 
that, with the communications scheduler prioritizing mes-
sages based on whether the subjects were in a low-task-load 
or high-task-load condition, mission performance metrics 
improved from 68 percent to 96 percent with cognitive-state 
mitigation.

As with the earlier experiments, significant confounds 
limited the validity of the results. Problems were reported 
with movement-induced signal noise, as well as significant 
loss of data that reduced the subject pool to just four indi

viduals for a portion of the experiment. In addition, the 
approach to classifying cognitive state was extremely limited 
in state estimation (i.e., costs of actions were not considered), 
and it depended on relatively short temporal gaps between 
training and testing (Dorneich et al., 2007). This latter con-
straint in an operational setting means that soldiers would 
require extended training to “condition” the system before 
each mission. Since actual combat never follows a carefully 
planned script, an issue yet to be addressed is how a priori 
classification training can ever be based on events that are 
real enough to give reliable results. The ultimate problem is 
not that the information filter might fail to accurately gauge 
the cognitive state of the user, but that it might act in a way 
that results in a bad decision. 
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