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FOREWORD

By Christopher J. Hedges
Saff Officer
Transportation Research
Board

This report presents guidance for practitioners on the use of positional, or spatial,
datain Geographic Information Systems (GIS) for transportation applications. AsGIS
applications become more common in transportati on-system management and decision
making, concerns have grown about the accuracy of the data used to populate them.
Transportation spatial data usually describes the location of features on the highway
system using aone-dimensional linear referencing system. Thelevel of accuracy varies
by data source and is affected by the precision of the measurement system used to col-
lect it. Agencies need away to understand the errors that may result when using these
data in GIS applications and how these errors may be compounded when combining
data from various sources. This project reviewed the linear referencing systems used
by state DOTSs, examined the limitations of typical data sources used in these systems,
and developed amodel to evaluate the effects of varying data accuracy and provide an
assessment of the level of confidence in the system outputs. This report will provide
valuable information to transportation practitioners who need to understand and
account for the level of precision in Gl S-based transportation decision tools.

Most transportation data are linearly referenced in aone-dimensional (1D) model.
The implications of spatial data quality in the 1D model are not well understood,
thereby significantly limiting the value of analyses using these data and the efficacy of
subsequent decision making.

Many methods have been used to measure the positions of objects or events rela-
tive to the highway network, and technologies such as Global Positioning Systems
(GPS) are providing highly efficient means for accurately establishing 2D and 3D
positions that can be used to locate point features such as accidents, signs, and inter-
sections rapidly and conveniently. GPS can also be used for locating moving vehicles
in real time. Difficulties arise with the use of GPS technology because, traditionally,
the location component of a data item is captured in coordinates (2D) that must be
transformed to some linear reference such aslog-mile point (1D). Moreover, analyti-
cal operations on spatial data, in support of transportation applications, are compli-
cated because coordinate geometry cannot be applied to positions referenced in linear
space (e.g., thedistance from A to B ismeasured along a path, not along astraight line
between coordinates).

Designers and managers of GI'S need guidance on the appropriate scal es and num-
ber of calibration points in formulating DOT base maps. Practitioners using GIS-
generated data summaries need to know the bounds on “true” location that can be
derived from the integration of diverse data sources (e.g., data collected using distance
measuring instruments and GPS). Thereis also aneed for methods that will alow the
transformation between location referencing systems in the field and in the office and
measures of the confidence limits of these transformations.
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Under NCHRP Project 20-47(01), a research team led by Edward Fekpe of Bat-
telle began by describing the characteristics of spatial data, including linear referenc-
ing methods and systems. The research team then evaluated the quality and precision
of available spatial data sources, given the accuracy capabilities of current spatial data
measurement methods. After reviewing transportation applications for spatial dataand
thelr sensitivity to data quality, the research team developed a prototype error model
that can be used to understand the effects of using and combining typical data sources.
The outputs of the model list the confidence values at various probabilities associated
with specific data sources for a wide range of transportation applications. The error
model is implemented as a software program called GISError. It was developed in
Visual Basic with agraphical user interface, and is included with this report on CRP-
CD-41. A user guide for GISError isincluded in the report as Appendix A.
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QUALITY AND ACCURACY OF POSITIONAL

SUMMARY

DATA IN TRANSPORTATION

Spatial data used by state departments of transportation (DOTs) come from dif-
ferent sources and are used for various applications. Although some states are quite
advanced in using new data collecting techniques, others rely on traditional methods.
Different users have different perceptions asto the importance of error and accuracy,
because the value of spatial datais directly concerned with the fithess of the datafor a
particular purpose, and the critical measure of that fitness for use is quality. Emerging
applications of positional datainclude emergency evacuation, automated oversize over-
weight truck permitting and routing, and bus routing. Applications such as transporta-
tion planning, commercial vehicle operations, and regulatory and policy analyses are
less sensitive to accuracy of positional data than highway inventory, highway design,
and construction applications.

Thereisno uniformity inthelinear referencing methods (LRMs) used by state DOTs
in collecting and referencing spatial data for transportation applications. Most states
use multiple LRMs. When correlating datafrom various systemsor LRMs, state DOTs
tend to rely onin-house transformation methods or algorithms built into the geographic
information system (GIS) software.

The primary sources of error associated with positional data are acquisition or mea-
surement, processing, transformation, and presentation or visualization. A transforma-
tion can be between different reference systems aswell as different reference methods.
Transformationsintroduce adegree of uncertainty to the transformed data. A prototype
data error model was devel oped based on an object-oriented approach, where the posi-
tion of an event can be visualized as an object that depends on (a) an event, (b) aref-
erence system, (¢) anetwork, and (d) ameasurement device or methodology. Concep-
tually, the data error model was designed to handle the uncertainties associated with
event data and networks present in transportation applications.

The concept of probability zones to describe the uncertainty of locations was used
for visualization of errors. The calculation of a probability zone is based on the mea-
surement error as well as the resolution of the applied measurement system or the
embedded reference system. The probabilistic approach assigns n-dimensional proba-
bility zonesimmediately surrounding every n-dimensional measured feature location.
The size of each of these n-dimensional zones depends on two components: (1) the
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uncertainty arising from impreci se measurements or derived inaccuracy valuesand (2) a
user-selected probability threshold that the true feature location is to be found within
this probabilistic space. The confidence intervals are based on the x2-distribution,
where the probability that the measured point location is within the tabul ated distance
of the true point location can be tested.

The prototype data error model is encapsulated into a software program devel oped
in Visual Basic programming language with graphic user interfaces. The program has
afeature that allows results from the error analysis to be exported to other GIS appli-
cation software. The program was developed to help analyze and visualize the results
of data errors and display how errors of different data sources affect each other. The
program outputsthe results of the error analysis and showsthe confidence intervalsand
buffers around data points and lines. The program also computes the probability of
intersection of two features or data sources to determine whether they are compatible
and should be used together. The data error model is capable of handling the following
types of data elements:

« Point Feature: defined by a Cartesian (X, Y) coordinate, such as the Easting and
Northing in a State Plane system,;

« LineFeature: defined by two points (i.e., the starting and end points, also defined
in the Cartesian coordinate frame);

« Pointson aLine: defined by a distance from the starting point. These correspond
to the linear reference system used for transportation applications (the distance is
the mileage value of the event from the beginning of the route or the nearest inter-
section); and

« Error Values. representing the mean error of the data element (e.g., the error
value of a line represents the uncertainty of the location of the whole line as a
buffer in the specified coordinate frame).

When two dataelementsand their corresponding tolerances (error values) are entered,
the program generates a graphical display of the situation showing error buffers of var-
ious probabilities at different significancelevels(i.e., 75%, 80%, 85%, 90%, 95%, 99%)
and presented in different colors. The program also generates the Intersection Proba-
bility, which isameasure for the likelihood of the two data elementsintersecting. This
number is important to determine which datasets are actually compatible and which
datasets should not be combined.

The model was tested with real-world case study data for a wide range of trans-
portation applications. The case studies demonstrated that the prototype model is suf-
ficiently generic and can be used to evaluate the quality of positional dataintended for
a wide range of transportation applications. The prototype data error model would
allow users of positional datato be aware of the bounds of the “true” location that can
be derived from the integration of diverse data sources and the level of certainty that
can be associated with spatial data. The model also would allow users to assess the
potential quality implications of combining data from different sources and with dif-
ferent qualities. The program offers an efficient way to visualize the quality of the data
at different significance levels of confidence.

Recommendations for using the prototype error model and standards for positional
data quality are developed. Recommendations for positional data quality standards
include metadata documentation for linear datum components to ensure stability and
reportability of positional data quality. It is recommended that positional accuracy
reports should indicate the positional accuracy of various components. Key compo-
nents affecting alinear reference are the linear datum components (anchor sectionsand
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anchor points), the network, the linear measurement methods involved, and their depen-
dencies. At a minimum, separate positional accuracy reports for anchor sections and
network components should be included. The best way to overcome the loss of posi-
tional accuracy in transformations from linear referencing to 2D or vice versais to
ensure a consistent matching of accurately measured anchor sections to the corre-
sponding sections of any digital spatial representation.
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CHAPTER 1

INTRODUCTION AND RESEARCH APPROACH

1.1 PROBLEM STATEMENT

Transportation agenciesuse spatial datato locate or describe
events on atransportation system. The spatial representation
of a network can be expressed in one, two, or three dimen-
sions. Each representation level has sources of uncertainty.
Transportation data are usually referenced to highway net-
works by using a one-dimensional (1D) linear referencing
model. With this model, objects along a network are located
using aset of known points on the network and distances and
directions from the known points to the objects. Linear refer-
encing is currently the most common practice used to locate or
describe transportation features.

Many methods have been used to measure the positions
of objects or events relative to the highway network. Emerg-
ing technologies, such as Global Positioning System (GPS)
receivers, are providing highly efficient meansfor establishing
two-dimensional (2D) and three-dimensional (3D) positions
that can be used to locate point features, including crashes,
signs, and intersections, rapidly and conveniently. GPS also
can beused for locating moving vehiclesinreal time. Recently,
datacollection vehicleswith GPS positioning capability have
been acquired by some transportation agencies to support
highway inventories and photol ogging.

Difficulties arise with the use of GPS technology because,
traditionally, the location component of a data item is cap-
tured in coordinates (2D) that must be transformed to some
linear reference such as alog-mile point (1D). Furthermore,
analytical operations on spatial data, in support of trans-
portation applications, are complicated because coordinate
geometry cannot be applied to positions referenced in linear
space (e.g., the distance from A to B is measured along a
path, not along a straight line between coordinates).

Spatial dataquality isassociated with theideaof fitnessfor
use, which refers to the fact that different transportation
applicationsrequire spatial dataat different scalesand that no
one scale can support al transportation applications. Data
quality assesses the degree of uncertainty associated with
data. A better understanding and means to assess the quality
of positional data (i.e., 1D spatia data) offers various bene-
fits. The implications of spatial data quality in the 1D model
arenot well understood, placing significant limitations on the
value of analyses using these data and the efficacy of subse-
quent decision making. National spatial data quality standards

have been established for 2D and 3D data. These standards
allow users to understand the robustness of the data and to
make judgments concerning the level of risk in decision
making. Thereisalso aneed for methods that will allow the
transformation between location referencing systems in the
field and in the office as well as measures of the confidence
limits of these transformations.

1.2 OBJECTIVES AND SCOPE

Thisresearch isintended to compile and develop informa-
tion needed to address issues related to positional data qual-
ity. This includes the formulation of methodologies to ana-
lyze the effects when considering trade-offs or transforming
the location data obtained from different measurement sys-
tems. The specific objectives of the project are as follows:

* ldentify the positional data quality needs for common
transportation applications,

» Document the effectiveness of various techniques for
establishing spatial positions,

» Develop methodologies for assessing the effects of
positional data accuracy in transformations between
measurement techniques and spatial referencing sys-
tems, and

» Package the findings into materials that can be readily
implemented by DOT personnel.

A primary focus of this project is on linearly referenced
data that are predominant in transportation agencies. Also,
positional-data quality is intended to include, at least, data
accuracy, precision, and resolution.

1.3 REPORT ORGANIZATION

This report is organized into four main chapters, the first
of which provides an overview of the problem statement,
objectives, and research approach. The second chapter, which
describes the research findings, is divided into several sec-
tions as follows:

» The first section describes spatial data characteristics,
which include linear referencing methods and systems;
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» The second section describes spatial data quality, spa-
tial data errors, and data quality standards,

» Thethird section describes measuring systems and accu-
racy capabilities; and

» The fourth section identifies the transportation applica
tions of positional data and the applications’ sensitivity
to positional data quality

These sections al so include summaries of datacollected from
the states in order to reflect practices performed by state
departments of transportation (DOTS).

The fifth section of Chapter 2 describes the data error
model. Thisincludes adescription of the data error modeling

5

concept, sources of error, transformation methodology, pre-
sentation and visualization of positional dataerror, and apro-
totype error model.

Chapter 3 discusses the results of evaluation of the data
error model (i.e., case study analysis), guidelines for incor-
porating data error indices in GIS applications, and recom-
mendations for positional data quality standards.

Chapter 4 presents the conclusions and recommendations
for suggested research.

Appendixes A, B, and C contain a prototype Data Error
Model User Guide, results of case studies, and the question-
naire used to interview state DOTS, respectively.
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CHAPTER 2
FINDINGS

2.1 SPATIAL DATA CHARACTERISTICS
2.1.1 Introduction

“Spatial data’ refer to information that is referenced to a
geographic location on the earth and includes the three dimen-
sions of space, time, and theme (where-when-what) (1, 2).
Spatial dataincludeinformation that representsthe geographic
position of features as well as descriptive information about
those features. Nearly al transportation data are, or can be,
geographically referenced. Geographic Information Systems
(GIS) provide an effective way to manage and integrate the
spatial data necessary for the planning, design, construction,
analysis, operation, maintenance, and administration of trans-
portation systems and facilities. Transportation agencies use
spatial datato locate or describe events on atransportation sys-
tem. The spatial representation of a network can be expressed
in one, two, or three dimensions. All spatial data can be char-
acterized and defined as one of three basic feature types:
points, lines, or areas, which are described as follows (1, 3):

 Points refer to data associated with a single location in
space and, because of the scale of the map, are repre-
sented by symbolic points, rather than by an areal dimen-
sion. Examples of point data include wells, post boxes,
and lampposts.

« Linesrefer to datarepresented by aone-dimensional (1D)
line and are described by a string of spatial coordinates.
Examples of line data include roads, railways, rivers,
and pipelines.

+ Areas refer to data represented by a common string of
spatia coordinates, homogeneous zones as defined by
natural property or categories, or aternatively artificial
units used for thematic representation or management
purposes. Areas are also commonly referred to as poly-
gons. Examples of areadatainclude land-use zones, soil
classification areas, administrative boundaries, and cli-
mate zones.

The demand for spatial data in GIS for transportation
applications has grown exponentially since 1990. A lack of
spatial dataisno longer anissuelimiting GIS-T applications.
The main issues are quality, sensitivity, and long-term (cumu-
lative error) effect of both transforming alinearly referenced
one-dimensional datamodel to its cartographic representation

and transforming two-dimensional (2D) and three-dimen-
sional (3D) data models to linear representations relative to
the network.

Every year more spatial databecomeavailable. In the past,
most spatial data originated from government sources.
Recently, however, more and more spatial dataare being pro-
duced by the private sector, for both specific projects and
resale. Some of the existing historical spatial data collected
and maintained by government agencies are now considered
to be of low quality and inconsistent with dataavailable from
newer technologies (4).

Unknown spatial data accuracy is becoming an increas-
ingly common problem. Unknown data quality leads to ten-
tative decisions, increased liability, and loss of productivity.
Conversely, decisions based on data of known quality are
made with greater confidence and are more easily explained
and defended (5). The quality of spatia data is becoming
increasingly important aslarge databases are created for access
and exchange by many individuals. The recognition, evalua-
tion, and resolution of errors associated with spatial data are
important issues that, until quite recently, have received little
attention, as the problems of error and accuracy were largely
unknown (3, 5). Users are becoming increasingly concerned
about the quality and reliability of spatial data.

Thereisaneed for good quality spatial data, wheretheterm
“good quality” is defined by the data s specific application as
well as other information concerning the data quality. Differ-
ent users have different perceptions as to the importance of
error and accuracy, as the value of spatial datadependson its
fitness for a particular purpose. The critical measure of that
fitnessfor useisquality (3, 5). Despite theimportance of hav-
ing information about data quality, information on the accu-
racy and reliability of spatial dataisgenerally poor or nonex-
istent. Unfortunately, determining and ensuring the accuracy
and integrity of spatial information is complicated (6).

Quality assuranceisabasic requirement for performing an
application reliably, and any application performed using
spatial data should be accompanied by a detailed evaluation
of the quality. This evauation will help to determine if the
data adequately represent the information needed to answer
the question raised by the application. The quality of spatial
data should be assessed and reported as part of each spatial
data file of information. In addition, a comprehensive state-
ment of dataquality should accompany thetransfer of all spa-
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tial data. Aswell, the quality of spatial dataused in any analy-
sis should be passed on to the consumer of that analysis. Dif-
ferent data types will tolerate different margins of error and
accuracy depending on their specific application (3).

The concern for spatial dataquality hasincreased in recent
years because of factors, such as the following (2):

* Increased data production by the private sector and non-
government agencies, which are not governed by uni-
form quality standards (production of data by national
agencies has long been required to conform to national
accuracy standards);

* Increased use of GIS for decision support, highlighting
theimplications of using low-quality data, including the
possibility of litigation; and

* Increased reliance on secondary data sources, because of
thegrowth of the Internet, datatrandators, and datatrans-
fer standards, making poor quality dataever easier to get.

2.1.2 Linear Referencing

Transportation dataare usually referenced to highway net-
works by using a 1D linear referencing model. With this
model, objects along a network are located using a set of
known points on the network and distances and directions
from the known points to the objects. All linear referencing
methods are based on this concept (7). Many transportation
agencies use various spatial measurement techniques to
describe eventslinearly or locate events of the “ network pro-
file” and “point profile” spatial components. This technique
is commonly known as the Linear Referencing Method
(LRM), defined as a“way to identify a specific location with
respect to a known point.” A Location Referencing System
(LRS) is“aset of office and field procedures that include a
highway location reference method” (8).

Theoretical modelsfor referencing linear objectstypically
use combinations of one, two, or three independent concepts
that “anchor” the linear objects to reality. These three ele-
ments are (1) an identifier, (2) aphysical linear extent with-
out areference point, and (3) atemporal linear extent (9).

The basic structural variations (data elements) of linear ref-
erencing methods' theoretical modelsarelargely afunction of
the event measurement techniquesin locating apoint or linear
object. The event can be identified as an offset from known
pointsor by aseriesof “control” or reference points (10). Var-
ious methods for linear location referencing in transportation
have come about because state DOTSs need to know where
objects and attributes are located on roadways. These road-
waly's can be conveniently modeled aslinear features, allowing
the application of linear location referencing (11).

2.1.2.1 Linear Referencing Methods

The primary objective of any highway location referenc-
ing method isto provide ameansfor designating and record-
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ing the geographic position of specific locations on a high-
way and for using designations asakey to stored information
about locations. A method’ s planned application determines
its most significant characteristics. Three elements common
to all location referencing methods are (1) identification of
aknown point, (2) measurement from the known point, and
(3) direction of measurement (8).

Various measuring systems aswell asreferencing methods
are available to state DOTSs. The critical difference between
various linear referencing methods is their respective mea-
surement techniques. The event can beidentified as an offset
from aknown point or by a series of reference points. Linear
location referencing methods commonly used by transporta-
tion agenciesinclude route-mile-point, route-reference-post-
offset, route-mile-post-offset, and methods based on link-node
models (8, 12). Adamset . (11) described the variousLRMs
as well as their advantages and disadvantages. Data col-
lected using one of the LRMs may not be suited for appli-
cations based on another method. Theinability to relate and/or
cross reference information results in the effective loss of
information.

These LRMs use an offset distance along a highway from
a known beginning point to define the position of interest.
Such items include attributes of the road and features that
exist as part of the road or adjacent to it. Typical attributes
include speed limit, pavement type, functional class, traffic
volume, number of lanes, and jurisdiction. Common features
include intersections, bridges, signs, and guardrailing. Both
attributes and features may be of the point or linear type. A
point dataitemislocated using asingle offset distance, while
alinear dataitem is located using a pair of offset distances
(beginning and ending).

2.1.2.2 Linear Referencing System (LRS)
Data Model

This section provides an overview of existing LRS data
models that serve as a guide to state DOTs in developing
their LRS.

The NCHRP 20-27(2) LRS Data ModelThe NCHRP
20-27(2) linear LRS data model was developed in response
to a growing awareness of the need to integrate increasing
amounts of linearly referenced data used by the transportation
community (10). The NCHRP 20-27(2) data model includes
multiple linear location referencing methods, multiple carto-
graphic representations, and multi ple network representations.
Data integration is supported through transformations among
methods, networks, and cartographic representations by asso-
ciation with acentral object, referred to asa*linear datum.”

The conceptual model for the LRSin NCHRP 20-27(2) (10)
was designed to meet four basic functional requirements:
(1) determination of unknown locations of items of interest in
thefield, (2) positioning of these itemsin location-referenced
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databases, (3) placement of these items of interest in the field
at known locations, and (4) transformation of linear location
references among various methods. The model was intended
to be generic so asto support asmany applications aspossible.
Therefore, afundamentd “lowest common denominator” was
sought as the generic basis for multiple LRMs, because it
formsthe functional “heart” of atrue LRS.

TheNCHRP 20-27(2) LRS datamodel was crested to facil-
itate sharing linearly referenced data across modes and agen-
cies. It provides the framework to manage and transform lin-
early referenced data. The central notion isalinear datum that
supports multiple cartographic representations (at any scale)
and multiple network models (for various application areas).
The datum consists of anchor points and anchor sections con-
necting these points. It also provides the fundamental refer-
encing space for transformations among various LRMs, net-
work models, and cartographic representations (10).

The Dueker-Butler GIS Data Model. The Dueker-Butler
LRS data model coversabroad set of business rulesfor all
modes of transportation and a wide range of applications
(13, 14). The LRS components generally fall into four classes:
(1) the geographic network, (2) cartography, (3) the trans-
portation network, and (4) transportation topol ogy. The model
was designed to accomplish the following goals:

« Accommodate the basic forms supported by GIS: point,
line, and area (the model focuses on attributes);

» Express point and area features in terms of their rela
tionship to linear features in transportation databases;

* Support fixed- and variabl e-length segmentation schema;

* Support the four functional requirements of the 20-27(2)
model (10) ;

» Express functional requirements as business rules (data
and process requirements) (13, 14, 15, 16, 17); and

 Support non-transportation features of the point and area
types, and add a mechanism for expressing the location
of linear transportation feature attributes using real-world
(2D and 3D) coordinate systems (13).

Generalized Model.The generalized model is asimplifi-
cation of the NCHRP 20-27(2) (18) conceptua data model.
The lower four levels of the NCHRP 20-27(2) model are all
composed of linear elements. LRMs usetraversals, networks
have links, the linear datum has anchor sections, and the car-
tographic representation has lines. If the constraint against
locating events directly on a link, anchor section, or lineis
relaxed, the NCHRP 20-27(2) model can be compressed into
atwo-level model. The generalized model has the following
characteristics:

* It de-couples linear element types from measurement
methods so that measurement methods may be applied
to multiple linear element types.

* |t generalizes the concept of alinear element in order
to enable links and anchor sections to be treated as
traversals.

« |t alowsevent locations to be specified against any lin-
ear element.

« |t formalizes the concept of alocation expression asthe
combination of an LRM (measurement method and lin-
ear element type), linear element instance, and distance
expression.

« |t formalizes the concept of distance expression.

« |t enables the generalization of the translation process
between locations, linear elements, or LRMs.

The generalized model has been reduced to two levels by
realizing similarities between each of thefour lower levels of
the NCHRP 20-27(2) model. According to the generalized
model, the networks are not required as an intermediary
between event locations and the linear datum, aslong astrac-
ing is not required or if the linear datum is complete with
respect to connectivity. The Network, Linear Datum, and Car-
tographic Representation levels become LRMs, with linear
elementsthat can directly support event locations. Though not
mandatory, the linear datum LRM is still recommended in
order to simplify thetranglation between multiple LRMs (18).

Scarponcini (19) suggested the introduction of a more
robust location expression (L X) that provides an association
of an event to alocation by applying LX = (LRM, LE, DX),
where LRM is the linear referencing method, LE the linear
element, and DX adistance expression nativeto the referenc-
ing method. In this discussion, the author also mentions the
possihility of extending the model to support lateral offsetsas
well as tempora information. This generalized approach is
also suitable for the inclusion of an uncertainty component,
which is discussed in the subsequent section.

2.1.3 Summary of State Practices

Information presented in this section is based on a survey
of state DOTs and other spatial data users. In all, 33 state
DOTsand 3 other organizationswere surveyed. The response
rate to the survey was just under 30 percent. However, only
afew of the respondents provided useful information for the
purposes of thisresearch. Theinformation fromthesurvey is
useful in providing areflection of the state practices. Thefol-
lowing subsections summarize state practices with regard to
the characteristics of spatial data, LRMs, and transformation
methods. A discussion of current and emerging transporta-
tion applications of spatial data by state DOTs is presented
in Section 2.3 of this report.

2.1.3.1 General Characteristics of Spatial Data

Spatial data used by state DOTs and other transportation
authorities such as Oak Ridge National Laboratory (ORNL)
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come from different sources and are used for various applica-
tions. Although some states are quite advanced in using new
data collecting techniques, othersrely on traditional methods.
The base maps of the highway network maintained by state
DOTsweredigitized from 1: 24,000 scale aerial photographs,
U.S. Geologica Survey (USGS) digital ortho quarter quads
(DOQQs), or coordinate geometry (COGO). The following
sections summarize information on the characteristics of spa-
tial datamaintained by various state DOTs. The databases, as
well asline, point, and area data profiles, are described. The
data source and the measuring methods are also identified.

Arizona. Arizona Department of Transportation (ADOT)
hasthree main spatial data products, each containing aspecific
type of information. One database contains the state highway
network data at a scale of 1:5,000. The data were captured
with a GPS device with desired resolution in the range of 1 to
3 m. This database is used for highway inventory, planning,
and safety applications. The tolerance level of these applica-
tionsis 12 m. The second database containsalocal streets net-
work for theentire state, at 1: 6000to 1: 24,000 scale. The data
were collected using photogrammetry and GPS. The desired
resolution is 3 to 15 m with a tolerance of 15 m. This data-
base is used for planning and safety applications. The third
database contains highway markers at 1:12,000 scale. GPS
and photogrammetry are used in collecting these data with
desired resolutions in the range of 3to 7 m and 12 m toler-
ance. Thisdatabaseisalso used for highway inventory, plan-
ning, and safety applications.

ADOT’sorigina datafromits1970s system were modified
to meet current ESRI software and in-house business needs.
ADOT staff are currently using Arclnfo covers and ESRI
measured shape files.

lowa. Line data, such as highway network data, comefrom
digital computer-aided design and drafting (CADD) files/
COGO. The origina resolution was 1:100,000 Digita Line
Graph (DLG) data. Information for road plans is obtained
from cities and counties, local maps, and local aerial photos.
Theoriginal resolution of these datawas 1: 24,000. Line data
are updated yearly with information that varies in accuracy.
Rail network information isderived from USGS digital ortho
quarter quads (DOQQS). lowa DOT is currently exploring
the possibility of using GPS to capture rail network data.
Currently, only aU.S. DOT Bureau of Transportation Statis-
tics (BTS) layer isavailable and it is used for reference.

Point datasuch as crash locations arelocated using an lowa
DOT-developed location tool. These are located on maps in
GIS software with 1:100,000 scale. The tools use the map
and allow the user to locate the crash on the map. Airport
locations are placed on the map cartographically.

Polygon area such as boundary information is obtained
from various sources and are usualy mapped or digitized
along with roads. It is assumed that lowa state boundary
information is 1: 100,000 scale and the city boundaries are

more accurate (approximately 1:24,000). Theresolution also
varies. Boundaries are very difficult to capture from readily
available sources (e.g., aerial photos, satellite). Most infor-
mation comes from boundary descriptions that are then dig-
itized as accurately as possible.

Maine. Examples of events stored in the Maine DOT date-
bases are crash locations, assets (e.g., bridges [>20ft.], struts
[10 to 20ft.], culverts [<10ft.]), pavement conditions (rough-
ness, skid resistance), business signs, road signs, spray prop-
erties, traffic counts (per min, hour, day, and truck, car), and
intersections. Events are usually measured as a distance
from a node. The origins (i.e., the nodes) are considered to
have no inaccuracies (i.e., they are considered error-free).
Thus, any errors attached to events originate from the mea-
surement method. Using accurate distance measuring instru-
ments (DMIs), which yield results that are within the given
accuracy requirements, basically eliminatesthese errors. One
exception is crash locations, because they are estimated by
the responding police officer (crash locations are al so stored
as distances from nodes). If astudy involves crash locations,
the resolution interval of the study is set to 0.3 miles, thus
addressing the issue of uncertainty in an indirect way.

North Dakota. In addition to its GIS base map data, the
North Dakota Department of Transportation (NDDOT) main-
tains a database inventory, Roadways Information Manage-
ment System (RIMS), of roadway features. In that system,
NDDOT maintains alocation inventory (using dynamic seg-
mentation and route-I D/route-measure coding) for all guard-
rail, fences, lights, signs, roadway geometry, mile markers,
roadway construction, pavement conditions, and numerous
other themes in the highway system. These data tables are
used within ArcView as event themes referenced against the
state’ s centerline roadway coverage, which containsthe other
half of the dynamic segmentation-coding scheme. The design
goal for those collecting RIMS information is that the loca-
tion accuracy be better than the Y10-mile offsets used for the
route measure and, using differential GPS, within afew feet
for orthogonal displacement from the road centerline for all
features.

Ohio. The main type of spatial data used by the Ohio
Department of Transportation (ODOT) is the base network.
Most of the data are derived from USGS quads and control
points for field survey with DMI with scale 1:24,000. The
current resolution is at 50 ft while the desired resolution is
5ft. The 1947 highway inventory was collected with mechan-
ical DMI. Since then, stations have been converted to mile-
posts. The use of electronic DMI is calibrated to base and
verified inventories. In addition to the base network, ODOT
maintains an inventory of ramps at the same 1:24,000 scale
that is derived from DOQQs.

Position of points is determined with GPS and traditional
methods (spirit and digital leveling instruments). Because
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coordinates are used, scale is unimportant. Data collected
during surveys are archived for each project. Crash location
data are derived from descriptions by state and local law
enforcement agencies. ODOT also maintains a bridge data-
base that is used for condition assessment and permit vehicle
routing.

The magjority of data are stored at an accuracy of 52.8 ft.
However, much discussion has concerned what accuracy
would be appropriatefor the DOT considering cost, time, and
functionality. The current thoughts are that 52.8 ft should sat-
isfy these requirements. Although more accuracy is usually
better, increased accuracy has a cost. The other issue is the
recent sharing of data with other state agencies and/or local
governments. Most of the data received from other agencies
isbased on 1:24,000 scale USGS quads.

ODOT recently began eva uating the use of GPS for field
data collection. Initial results are encouraging. The main
issueidentified with the use of GPS for the update and main-
tenance of the LRS has been how to automate the propaga-
tion of the changes throughout the highway network as well
as the updating of control point information, both attributes
aswell aslocation.

Pennsylvania.Pennsylvania maintains two spatial data
products, each containing a specific type of information. The
first, the Geographic Names Information System (GNIS),
containing quad sheets and points, is derived from USGS.
The second database, Global Data Technologies (GDT), con-
tains addresses and centerlines. The nominal scale for these
data products is 1:24,000. The line data profile includes
highway network and waterway data. These are derived from
USGS DOQQS and quad sheets. Point data, such asthe loca
tion of airports, are collected with GPS by other agencies.
Crash location data are estimated by state police with vary-
ing precision. Point data for vertical control are collected
with traditional geodetic equipment. Polygon data include
boundaries and drainage basins.

Oak Ridge National Laboratory. Oak Ridge National
Laboratory (ORNL) relies on spatial data collected by other
agencies and maintains four spatial databases. First, the
national highway planning network (NHPN) contains the
highway network for the entire United States, Canada, and
Mexico. This network has a nominal scale of 1:100,000. It
isused for planning, routing, and infrastructure applications.

Second, the Center for Transportation Analysis railroad
network isarail network for the United States, Canada, and
Mexico. Thenominal scalefor thisrail network is1: 100,000
and isderived from TIGER, DL G data, and Federal Railroad
Administration (FRA) files. This network is also used for
planning, routing, and infrastructure applications.

Third, the global seaway database contains the waterway
network that covers U.S. coastal and inland waters and the
world’ soceans. This network is derived fromthe U.S. Army
Corpsof Engineers’ National Waterway Network (NWN). The

nominal scaleis1:100,000 (U.S.) and 1:3,000,000 (world).
This database is used primarily for planning purposes.

Fourth, the terminals database contains intermodal facil-
ity locations at 1:100,000 scale, derived from surveys. This
database covers the United States and is used for planning
applications.

2.1.3.2 Linear Referencing Methods and
Transformation Methods

This section discusses the LRMs, LRSs, and transforma-
tion methods used by state DOTSs. There is no uniformity in
the LRMs used by state DOTs in collecting and referencing
spatial data for transportation applications. Most states use
multiple LRMs. State DOTs tend to rely on in-house trans-
formation methods or algorithms that come with the GIS
software. Some states use GPSfor collecting crash and other
point data.

Arizona. The ADOT data model (ATISROADS) has the
capabilities of linear referencing, dynamic segmentation, and
routing. It does not have address or |ocation geocoding capa-
bilities. The data model is based on an in-house mainframe
system and is modified to include ESRI coverage and route
systems. Positional data are not currently collected uniquely
for LRS. GIS and LRS are used subsequently for display
only, or display and analysis. All files relate to road center-
line with offsets and lengths varying from 1 ft to 1 mi.

For the purposes of transformation, Arizona builds inter-
section tables for each route in a system, with all reference
markers (MP) and intersecting features (i.e., roads, jurisdic-
tion boundary, drainage, and rail) and the corresponding route
measure for each marker or feature. The corresponding route
measure, with plus or minus offset, is used to geocode (linear
reference) point or length data along the measured route.

lowa. The lowaDepartment of Transportation (lowaDOT)
does not currently have an implemented LRS. lowa DOT has
severd different LRMsthat areinconsistently used in thefield
to measure events/features. lowa DOT is implementing an
LRS model based on NCHRP 20-27(2). This model haslinear
referencing, dynamic segmentation, and routing capabili-
ties. This model does not, however, have address or location
geocoding capabilities. lowaDOT does not currently follow a
specific spatial datamodel or standard. lowaDOT usessevera
LRMsfor different applications as follows:

* Route-Mile-Point is used for Geographic Information
Management System (GIMS) and inventory datafor cre-
ating Highway Performance Monitoring System (HPMYS)
data and general road inventory. DMI are used for col-
lecting road inventory data along the centerline with a
precision of 0.01 mile. ThisLRM isalso used for video-
log inventory for right-of-way datausing DMI at ares-
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olution of 0.01 miles. It is also used for referencing
pavement management.

* Route-Reference-Post-Offset is used primarily for ref-
erencing pavement management data collected with
DMI and GPS at a0.01 mile resolution.

» Stationing is used for sign inventory. Stationing is the
measurement technique and theresolutionis10feet. This
information isused also to | ocate and monitor driveways.

+ Coordinate Route using 1: 100,000 map location is the
LRM used for referencing crash locations for crash
analysis. GPS is used for data collections with resolu-
tion of 0.01 mile.

» Coordinate Route using GPS is another LRM used for
video-logging, inventory, and pavement management
data collection.

With regard to transformation, most data are referenced
back to GIMS using alink to its segments. Segmentsvary in
length and are created based on about 27 different criteria
Any time one of the criteriais met, anew segment is created.
Another translation method used is a cross-reference table
that linksthe GIM S milepoint by route and county for the pri-
mary system with the Reference Posts. The final method isto
conflate datato the GIM S centerline cartography from Coor-
dinate Route (route name and GPS or DGPS coordinates).
Given that the GIMS centerline cartography is based on a
point of intersection, and, in most cases, does not have multi-
lane facilities mapped separately, some errors occur when
thisconflationisdone. Thenew LRS project will use adatum
concept from the NCHRP 20-27(2) model to do all transfor-
mations between the LRMs.

Maine. The Maine DOT isin transforming its old version
of thelinearly referenced data structure (TINIS) into afuture
version of a linearly referenced data structure (D-Roads).
Both identify asystem of linksand nodes. Links have anom-
inal maximum length of 6 miles. The numerical precision of
the measured link lengths stored in the two systems was
given as +0.01 mile and +0.001 mile, respectively. Their
approach is to try to measure all new features within the
required margin of accuracy and ssmply add the numerical
precision to transformed events (from TINIS to D-Roads).
Since re-measurements of all primary links are scheduled to
occur every 2 to 4 years, the accuracy requirements of event
data should be met within that timeframe. D-Roads is based
on control nodes and segments between those nodes. Present
and future measurements of the distances between nodes
(i.e., segments) are collected viaaDMI. The endpoints of the
segments are defined by existing features, such astown lines,
crossings, bridges, or by the nomina maximum 6-mile length.
Updates of segment |ength are not necessarily constrained by
the abovementioned update rate of a 4-year maximum. Seg-
ment lengths are seen as constants as long as no significant
changes to the network itself are applied (e.g., a new bridge
or road realignment).
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Currently, no multi-dimensional (i.e., 2D or 3D) refer-
ence system isin use. There are plans to incorporate GPS-
measured coordinates into very task-specific applications.
For example, to enforce “no-spray zones,” a survey crew
would first measure the location of a no-spray zone using
GPS and then provide the spray crew with the acquired
coordinates. In general, the spray planning (e.g., determi-
nation of amount of spray) is still based on the linear sys-
tem. No plans exist to merge these two reference systems.
The expectation is that both systemswill continue to runin
paralel.

Ohio. ODOT uses an in-house LRS standard based on
county, route, and log (CRL). The LRM is coordinated with
base route, with changes at county boundaries. LRM has
dynamic segmentation capabilities, but no routing, address, or
location geocoding capabilities. Measured accuracy in the
region of Y00 of amileisconverted to %10 of amile. The base
filesused asthe DOT’ sLRSweredigitized from USGS quads
with location and distance collected using a DMI. Much of
the DOT’ s roadway-based data are currently collected using
sometype of DMI and/or related back to aset of manual s con-
taining LRS information (straight line diagrams).

Ohio does not have any unique transformation method
because transformation is automatically executed in the
software.

Pennsylvania. The Pennsylvania Department of Trans-
portation (PennDOT) uses Integragh M GE, which has capa-
bilitiesfor linear referencing and dynamic segmentation, but
not for routing or address or location geocoding. PennDOT
uses the route offset LRM for all spatial data. Traffic, high-
way maintenance, and project-related data are estimated from
LRSwith £50 feet precision. DMI is used for other business
datasuch as shoulder, pavement roughness, road signsinven-
tory, guardrail, and bridge inspection. The precision of DMI
is approximately 1 foot.

ORNL. ORNL usesinternal (in-house), ad hoc models.
These modelshave capabilitiesfor linear referencing, dynamic
segmentation, routing, and address or location geocoding. All
standards are internally driven by applications or else pro-
vided. The process of transformation invariably involvesiden-
tification of “ control points’ (common locationsidentifiablein
both inventory list and network), route construction between
them, and interpolation.

2.2 SPATIAL DATA QUALITY

Theissue of dataquality iscontinuing to challenge the spa
tial data community. Data quality is the relationship of the
spatial datatotheredlity that it isattempting to represent (20).
Thevalue of any spatial datadependslessonitscost and more
on itsfitness for a particular purpose. Quality of spatial data,
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therefore, can simply be defined asitsfitnessfor use. This def-
inition enables users to make a judgement for each specific
application, and quality isdirectly based on the extent to which
adata set satisfies the needs of the person judging it (6). Data
that are appropriate for use with one application may not be fit
for use with another. The quality of spatia data depends fully
on the scale, accuracy, and extent of the data set, aswell asthe
quality of other data setsto be used (1).

Different transportation applicationsrequire spatial dataat
different scales, and no one scale can support all transporta-
tion applications. The life span and multiple uses of spatial
datagenerally requirethat quality be assessed repeatedly and
from different perspectives depending on the type of trans-
portation analysis. Spatial databases must be properly main-
tained and upgraded in order to maximize their usefulness
(e.g., updated with changes in alignment, topology, and ref-
erencing systems) (7). Recent concerns over the accuracy
and reliability of spatial informationin GIShaveraisedinter-
est in trying to understand the reliability and uncertainty of
GIS information. Because of the variety and amount of lin-
early referenced data that need to be stored in geographic
databases, it is crucial to provide reliable, efficient proce-
duresto link all relevant data sources linearly (21).

When used in GIS analysis, a data set’s quality signifi-
cantly affects confidence in the results. Unknown data qual-
ity leadsto tentative decisions, increased liability, and | oss of
productivity (22). The primary objective of dataquality stan-
dards isto help data recipients and owners evaluate the “fit-
ness for use” of data. Definitions of “fitness for use” vary,
based on environment and intended application. Therefore, a
definition of “data quality” should include a sufficiently
broad set of criteriato address the full range of possible data
characteristics that might affect its application. Setting data
quality standards and documenting data quality require con-
siderable forethought. The investment pays off, however,
when evaluating the data for use, when sharing the data, and
when attempting to communicate the benefits and limits of
conclusions based on the data (23).

2.2.1 Measures of Quality

Data quality is expressed in terms of precision, accuracy,
and resolution. When referencing location, it isimportant for
the field data collector to be aware of the resolution and pre-
cision of the offset needed to report locations (e.g., 0.1, 0.01,
0.001 of a mile/kilometer), and the measurement position
(e.g., aong the centerline, along the shoulder lane, along the
median lane). When using referenced locations for analysis,
it isimportant for the analyst to be aware of the location res-
olution and precision of reference posts, points, markers, and
nodesin thefield (11).

Previous research (24) has identified several parameters
(i.e., positional accuracy, thematic accuracy, temporal accu-
racy, logical consistency, completeness, data status, and lin-
eage) asencompassing the quality aspects of geographicinfor-

mation. Considered together, these characteristicsindicate the
overall quality of a geographic database.

Accuracy. When referring to geographic data, the term
“accuracy” isusually described with two components: (1) posi-
tional accuracy and (2) attribute accuracy (23). The posi-
tional accuracy of a spatial object, or adigital representation
of afeature, can be defined through measures of the difference
between the apparent location of the features asrecorded in a
database and itstruelocation (25). Positional accuracy refers
to the amount of offset present within adata set from the true
location of the features being represented, that is, how closely
the coordinate descriptions of the features compare with their
actual location. This type of accuracy is typically measured
directly by comparison with data known to be more accurate
or by inferring the amount of error introduced from process-
ing the data; for example, a1: 24,000 scale road network may
betested against a set of GPS-based control points. If detailed
positional accuracy analyses are beyond the reach of the proj-
ect being performed, the data developer should at least doc-
ument the processing steps and tol erances used, and the accu-
racy of any source materials compiled.

Attribute accuracy refersto how well the attribute portion
of the database describes the geographic features being rep-
resented. That is, how thoroughly and correctly the features
in the data set are described. Before assessing attribute accu-
racy, it is necessary to clearly define the interpretation rules
used to represent information in the database. Rigorously
determining attribute accuracy requires statistical analysis.
At aminimum, data devel opers should document steps taken
to ensure the integrity of attribute data.

Resolution.Resolution, or precision, refersto the amount
of detail that can be discerned in space, time, or theme. It is
directly linked with accuracy and is also used to determine
how useful a given database is for a particular application.
Two databases with the same accuracy levels but different
levels of resolution do not have the same quality.

Data Status.Data status refersto the “ currentness” of the
data set. When developing data, it is important to maintain
records of source material and observation dates used in the
compilation. It is also important to maintain records on
update cycles (23).

CompletenessData completeness refers to the degree to
which the data describe the content of the source or phenom-
ena being mapped. Completeness refersto alack of errors of
omission in spatial data. It includes consideration of holesin
the data, unclassified areas, and any compilation procedures
that may have caused data to be eliminated. Data compl ete-
ness can be described by listing the features included in the
data and whether the data are “completed” or “in progress.”
One might also consider what might have been omitted. For
example, a particular attribute may have been collected for
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only part of an area, or perhaps paved roads but not gravel
roads appear in alayer (23).

Logical Consistency Consistency refersto the adherence
of the datato agiven data structure, that is, the decisions that
determine what the data set contains. Logical consistency
refers to the absence of apparent contradictions in spatial
data. Consistency is a measure of the internal validity of the
data and is assessed using information that is contained
within the data, which typically include spatial data incon-
sistencies such as incorrect line intersections, duplicate lines
or boundaries, or gapsin lines. These are referred to as spa-
tial or topological errors. Consistency measures the extent to
which geometric problems and drafting inconsi stencies exist
within the data set. For example, are attribute tables format-
ted identically throughout the database? Are minimum fea-
ture size criteria consistently applied? Are the data topolog-
ically correct? Do features of the same type have the same
descriptive dataand level of detail ? Are naming conventions
consistent? (23)

Lineage.Lineagereferstoarecord of all datasources used
to construct the spatial data set and all operations that have
been taken to process the data. Thorough documentation for
all spatial datais essential for determining quality. Informa-
tion about appropriate ranges of use and scales at which the
information isvalid should beincluded with the original spa-
tial dataand any derived data sets. Lineageisconcerned with
historical and compilation aspects of the data, such as source
of the data, content of the data, data capture specifications,
geographic coverage of the data, compilation method of the
data, transformation methods applied to the data, and use of
any pertinent algorithms during compilation.

Knowing and documenting the original source of the data
and its quality and establishing an audit trail of all transforma-
tions and changes that have been applied is essential for eval-
uating the overall quality of any resulting data set. The same
data set that is reasonable for some applications is often not
suitablefor other applicationswhere high quality isimportant.

Timeliness.For certain types of spatial data that are con-
stantly changing, such asroads, the quality of the datadepends
directly on thetimeliness of the data. The primary data quality
issues are related to authenticating and validating the data and
maintaining adetailed historical audit trail of updatesfor users
of the data, so that quality can be verified and publications
based on the data can be properly attributed.

2.2.2 Positional Accuracy

Accuracy is often defined generally as a measurement of
exactness or correctness. In terms of spatial information,
positional accuracy refers to how closely the data represent
thereal world. Because spatial datausually generalizetherea
world, it isoften difficult to identify atrue value. Because the
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true value of the datais not actually known but can be esti-
mated only, the actual accuracy of the measured quantity is
also unknown, and the accuracy of spatial data can only be
estimated only. (26)

For points, accuracy is defined in terms of the distance
between the encoded locations and “ actual” location. For lines
and areas, the situation is more complex because error is a
mixture of positional error (error in the location of points
along the line) and generalization error (error in the points
selected to represent theline) (2). Positional accuracy hastwo
components: absolute and relative accuracy (1, 27). Absolute
accuracy and relative accuracy are considered separately
because although spatial data may define a very accurate
shape, the shape may not be located correctly (27).

Absolute accuracy involves the accuracy of data elements
with respect to a coordinate scheme. Absolute accuracy
refersto how close alocation on amap or datarepresentation
isto itsreal location on the earth. For example, a claim of
absol ute accuracy might be that 95 percent of the actual loca-
tionsof wellsinagiven areaarewithin 50 metersof their sur-
veyed locations.

Relative accuracy concerns the positioning of spatial fea-
turesrelativeto one another. Relative accuracy considershow
similar ashape on amap or datarepresentation isto the shape
of the object on the earth. For example, cutblock boundaries
do not vary by more than 10 meters from their actual shape.

The spatial position of an arbitrary object defined within
aGlSdatalayer hasapositional error that can be described
by one of the primary parameters of positional accuracy.
Table 2-1 shows examples of measures and metrics associ-
ated with positional accuracy (23). Accuracy addresses con-
cerns for data quality, error, uncertainty, scale, resolution,
and precision in spatial data and affects the waysin which it
can be used and interpreted (28). Accuracy is always arela
tive measure, because it is always measured relative to some
specification (2). Two sources of error can reduce positional
accuracy (1): inherent error, which is the error present in
source documents and data, and operational error, which is
all introduced error.

2.2.3 Uncertainty

It has been argued that in the context of geographic data,
thereisaclear distinction between error and uncertainty (29).
“Error” implies that some degree of knowledge has been
attained about the difference between the results or observa
tions and the truth to which they pertain. “Uncertainty,” on
the other hand, conveys that it is the lack of knowledge that
isresponsiblefor hesitancy in accepting without caution, and
often the term “error” is used when it would be more appro-
priate to use “ uncertainty.”

The term “uncertainty” has gained recent popularity but
suffersfrom inconsi stent and ambiguous usage. Mowrer (30)
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TABLE 2-1 Measures of positional accuracy(23)

frame) e Error ellipse (2D)

Measures Metrics Remaks
Absolute accuracy |+ RMSE (root mean ¢ Describe the measurement method and
(against reference square error) error model

Can be represented by a vector — 2 axles
and rotation angle

Relative accuracy
(positional relative

Error of distance
Relative error ellipse

Describe measurement method
Give the random and systematic error

to adjacent features) (2D) components
* Describe the method (e.g., adjustment)
Accuracy of pixel ¢ RMSE of pixel » Describe source of error representation
position position viaareal variable or avector with
random and systematic components
Height accuracy ¢ RMSE of height » Accuracy of height of asingle point

providesarecent compilation of most frequent interpretations.
Geographic Information Science (31, 32, 33), arelatively new
field, has emerged as acombination of several different scien-
tific fields (e.g., computer science, geography, surveying, and
photogrammetry). Each of these scientific fields has a dif-
ferent view of uncertainty. Some claim, for example, that
there is a difference between a situation of risk and one of
uncertainty. The distinction isthat in arisky situation, aran-
dom event comes from a known probability distribution,
whereasin an uncertain situation the probability distributionis
not known.

With any GIS product there is alevel of uncertainty about
the nature of its quality. It isimportant to provide the GIS
user with the necessary awareness that these problems exist.
Although thereisacontinuing interest in improving dataqual-
ity standards (24, 35), commercia GIS packages put little or
no effort into calculating and communicating the inherent
imperfectionsto theuser (36). Several researchers(e.g., 37, 38,
39, 40, 41, 42) have explored different approachesto handling
either asingleimperfection (e.g., inaccuracy) or aconglomer-
ate of imperfections (e.g., imprecision and inconsistency).

To improve the management of quality within GIS, it is
essential to detect occurrences of imperfections and to clarify
some frequently used terms. Stepsin this direction have been
made over thelast severa years. The devel opment of a Spatial
Data Transfer Standard and other national and international
research efforts have been directed at understanding spatial
data uncertainty (e.g., 37, 43, 44, 45). Various approaches to
the management of uncertainty have been proposed. For
example, the possibility for assessing the fitness for use of
spatial information as one form of uncertainty measure has
been explored (46). A different approach was offered that
emphasized the design of a GIS to avoid misuse of spatial
information (47). The development of anintelligent GISalso
has been proposed as a possi bl e approach to managing uncer-
tainty (48). Another approach focused on data quality issues
with regard to user interface design (49), while another (50)
discussed the relationship between the advantages of high
resolution and the disadvantages of the accompanying high
costsin GIS.

2.2.3.1 Measures of Uncertainty

Many methods of measuring geospatial uncertainty, such
as positional root mean square error (RMSE), have been
adopted more or less directly from traditional statistics. Sev-
era problems arise in extending them to complex geospatial
objects. For example, how does one measure the positional
accuracy of a complex geographic curve like a shoreline in
ways that are independent of artifacts like point sampling?
Several methods have been proposed recently (25), but these
have not been tested or assessed for large, realistic data sets.

To beuseful, measures of uncertainty for spatial databases
should satisfy certain definable criteria that mirror those
underlying such traditional measures as RM SE. Goodchild
et a. (25) identify the following criteria

* Insensitivity to implementation detailsof thedigital rep-
resentation of the feature,

* Insensitivity to outliers,

 Unbiasedness, and

e Minimum variance.

Thelast two properties can be defined only in the presence
of a stochastic model of uncertainty that allows comparison
across multiple realizations. For example, if such a model
wereavailablefor adigitized representation of aline, it would
support simulation of a population of realizations of the line,
each of which would be equally likely to be observed in real -
ity. The measure of uncertainty would be a parameter of the
model and it would be possible to analyze the performance of
various procedures for estimating its value. The RM SE satis-
fies this requirement for a Gaussian model of uncertainty in
point position, but thereisno comparable theoretical analysis
of measures of uncertainty in complex spatial objects.

Although much is known about measuring uncertainty in
individual measurements, the problems of uncertainty in geo-
spatial data are exacerbated by the lack of simple lineage
between independent measurements and final product. It is
currently impossible, for example, to identify the indepen-
dent measurements responsible for uncertainty in a single
elevation valuedrawn from aDigital Elevation Model (DEM).

Copyright National Academy of Sciences. All rights reserved.
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Hunter et al. (51) analyzed this situation and showed the
importance of knowing the spatial dependence among indi-
vidual uncertainties in many geospatial applications.

Any measures of uncertainty must consider that uncer-
tainty varies through space and time and is context sensitive.
This has important implications for modeling. Certain exist-
ing measures have limited utility because they do not describe
the spatial distribution of uncertainty (e.g., a single RMSE
does not capture variation over space). Thus, an important
and desirable characteristic for measures of uncertainty is
that they do indeed describe the variation in uncertainty over
space. There is also the need for measures to be dynamic
(e.g., if they are computed and stored in the database, any
updates to the database may require updating stored mea
sures). Itisclear that there are many elements of uncertainty,
each of whichisideally measuredindividually (e.g., positiona
uncertainty, topological uncertainty, attribute uncertainty, and
tempora uncertainty). Given different user contexts, there
may be a need for a combined measure of uncertainty that
aggregates the measures of individual elements. For exam-
ple, usersin arapid decision-making environment may not
havethetime or interest to request aview of each of theindi-
vidual measures of uncertainty. They may prefer acombined
measure that can inform them of the overall uncertainty of a
specific piece of information. Important measurement issues
thusrelate to aggregating individual measures of uncertainty.

It ispresumptuousto give general solutionsfor the primary
parameters of dataquality that fulfill each useable occurrence
in every GIS application. Therefore, measures and metrics
can be defined by the data provider—appropriate for theindi-
vidual kind of data set and the demands of the user. One
might state that the demands of the user cannot be anticipated
a priori except in an idealized case. Nevertheless, only the
assumption of the ideal situation, or a situation where the
provider at least has an idea of the intended GI'S application,
allows the provider to choose the parameters to give useful
information on accuracy. If all possible accuracy valueshave
to be evaluated, the costs of information on accuracy would
be too high.

2.2.4 Spatial Data Errors

All spatial dataisinherently inaccurate, asitisonly acon-
ceptualization of theredlity it triesto represent. The degree of
uncertainty associated with spatial datais affected by various
factors, which range from measurement error, to inherent
variability, to instability, to conceptual ambiguity, to over-
abstraction, or to simpleignorance of important model param-
eters (3). Errors aso can be introduced by collection meth-
ods, data trandlation, digitizing methods, source material,
generalization, symbol interpretation, specifications of aerial
photography, aerotriangul ation technique, ground control reli-
ability, photogrammetric characteristics, scribing precision,
resolution, and processing algorithms (5). The error associ-
ated with any one of the potential sourcesisoften small, but
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together these errors can significantly affect the accuracy of
the spatial data, thereby affecting the potential uses of the
data (5).

The method of data collection sets limitations on the selec-
tion of the measures of uncertainty and their metrics. Both
common surveying methods using tacheometer (or GPS) and
aerial photography produce positional error. For thetacheome-
ter, sources of error include orientation error, the scale derived
from distance measurement error, and errors from adjustment.
Attachments to surveyed points could also introduce instru-
ment error, operator error, and other types of error to the point
coordinates. In photogrammetry, one hasto consider the reso-
[ution, distortion, scale (flight height), transformations (picture
coordinates), and bundle block adjustment.

Following the initial acquisition of data, a series of carto-
graphic techniques are used to trandate this acquired informa-
tion into mapped information. Errors and inaccuracies intro-
duced at the digitizing stage are largely unpredictable and
random in nature. Integrating data from different sources, in
different original formats (e.g., points, lines, and areas), at dif-
ferent original scales, and with inherent errorscanyield aprod-
uct of questionable accuracy (1). Common practices in map
compilation (e.g., generalization, aggregation, line smoothing,
and separation of features) can introduce further inaccura-
cies (28). Processing of data produces errors such as misuse of
logic, generalization, problems of interpretation, mathemati-
cal errors, accuracy lost from low precision computations,
and rasterization of vector data (28).

The method of processing data also determines the result-
ing error type and its metric. The use of spatial datain GIS
can further reduce the quality of the data. Because most of
the spatial dataused by Gl Sisrequired in predefined formats,
the spatial data must be modified to fit the standard. This
modification or compression of the data into the acceptable
format often reduces the accuracy of the information. Fur-
thermore, once the spatial data are in the acceptable format
for use by aGIS, every action that uses the data can generate
additional errorsand compound existing ones. The errorsand
inaccuracies associated with spatial data are cumulative and
build up through the various processes of data manipulation
and analysis (3). Error also can spread to other spatial data
that incorporate the datain the GIS (6).

Errors introduced through measurement and processing
can be either systematic or random. Examples of more GI S-
specific errors are errors of orientation. These include errors
from the transformations used while digitizing a paper map or
asaresult of the orientation of aGl Sraster. During the process
of conversion of datainto a raster map, the level of granular-
ity changes, which isan additional error source (52, 53).

An example of error propagation modeling deals with
methods for visualization of the accuracy of geometrical data.
Areas are represented by their boundaries. The vertices of
these polygons are treated as stochastic information. The
mathematical principleisbased on the probability of theloca-
tion of an arbitrary point within a closed polygon. This model
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can be used to determine the accuracy of an area segment by
overlaying two areas with amap overlay operation. The latter
quality model combines variances as well as correlation and
systematic errors based on proven theoretical methods.

A dataquality model (DQM) isoneway of integrating and
presenting uncertainty information to a GIS user. The DQM
is a subschema in the concept of metadata (35). It provides
essential additional information to assess the decisions made
with the help of a GIS. A model of the real world requires
transformations of the data to reduce the information to the
essential quantity. During this process, discrete data obtained
from continuous reality introduces errors.

2.2.4.1 Scale, Resolution, and Discretization

Asnoted in Sinton (54), Chrisman (37), and others, when
making measurements, resol ution isimposed acrossthethree
dimensions of space, theme, and time in the form of dis-
cretization. Control is a discretization along one or more
dimensions so that another dimension can be measured. The
imposition of discretization results in a loss of information
that contributes to the uncertainty about the variable or phe-
nomena being described. In terms of uncertainty, the effects
of discretization are likely to be more substantial than mea-
surement error. Work on uncertainty has tended to focus on
measurement errors, and yet the effects of discretization may
be more substantial. In other words, the imperfectionsin the
measurements are less cause for concern than that which is
not measured.

Several researchers discuss the effects of resolution or
scale (55) in a broad variety of approaches. Watzek et al.
(56), for example, focused on an empirical approach to deter-
mine the perceived scale accuracy of computer visual simu-
lations. Bruegger (57) proposed spatial theory models for
integrating datasets of different levels of resolution in GISs.
Cushnie (58) discussed the interactive effect of spatial reso-
[ution and the degree of internal variability within land-cover
types on classification accuracies. Canters et a. (59) and
Moody et al. (60) take adifferent approach that focuses on the
errors introduced in land-cover proportions due to varying
scale. Burrough (61) and Oliver et a. (62) investigated com-
parable methodol ogies, concentrating on the influence of vari-
ationsin a continuous field. An application-specific approach
(e.g., road density estimates) of scale-dependent accuracies
can befound in Wade et al. (63). On aglobal scale, Townsend
et al. (64) elaborate on the effects of resolution in conjunction
with a specific application—global monitoring of land trans-
formations. Similar effects such asaggregation and support are
discussed in Heuvelink (65). Pridley et d. (66) investigated the
effects that the underlying variation in the attribute variable
had on the Gl S-based decisions.

The influence of discretization on the quality of spatial
representations has not been addressed in any systematic way.
Researchers van Groenigan (67) and Burrough et a. (33)
addressasimilar problemin adightly different way. They are

interested in optimizing thelayout of asamplefield. However,
intheir approach, the underlying variation of the attribute does
not play a central role. Their approach is based on an a priori
optimization, whereas this study isinterested in estimating the
loss of information a posteriori. Their approach is directed
toward data producers, whereas this study concentrates on
providing the user with helpful information on the inherent
uncertainty. In general, the overal reliability of aspatial rep-
resentation is less influenced by the accuracy or precision of
ameasurement than by the number, density, or spacing inter-
val of the measurements. Accuracy measures are most often
associated with well-defined points, which have little to say
about unmeasured locations. Discretizationisan implicit mea
sure of what is not known or what might be missing asaresult
of the discretization.

2.2.5 Spatial Data Standards

Quiality assurance is a basic requirement for reliably per-
forming an application, and all applications should be accom-
panied by a detailed evaluation of the fithess-of-use of the
data used (to examine whether the data represent the infor-
mation needed to answer the question raised by the applica-
tion). A statement of accuracy generaly includes a statistical
determination of uncertainty and variation, as well as how
and when the information was collected (27). Often a state-
ment of accuracy is accompanied by the confidence level of
the spatia data, which is defined as the probability that the
true value of the data falls within a range of given values
(26).

Standards provide for consistency among data, users, and
systems. Most accuracy standards for spatial data require a
standard for the horizontal component of accuracy and another
standard for the vertical component of accuracy, aswell asa
description of the method used to evaluate the accuracy (26).
The reporting standard in the horizontal component is the
radius of acircle of uncertainty, such that the true or theoret-
ical location of the point fallswithin that circle 95 percent of
thetime. Thereporting standard in the vertical component is
a linear uncertainty value, such that the true or theoretical
location of the point falls within plus or minus of that linear
uncertainty value 95 percent of the time.

The method used to eval uate accuracy (e.g., statistical test-
ing, least squares adjustment results, comparison with values
of higher accuracy, repeat measurements, or estimation)
should be described.

Comprehensive statements of spatial data quality should
accompany the use or transfer of al spatial data, because it
isnot feasible to remove error entirely from spatial data sets,
although a reduction of error is possible. The introduction
and adoption of spatial data standards addresses the issue of
spatial data quality, but heavy reliance on the fitness for use
of the data means that most of the responsibility remainsin
the hands of spatial data users. An awareness of the accuracy
of spatial dataallows usersto make a subjective statement on
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the quality and reliability of the information (1). Spatial data
error cannot be predicted, neither can it be entirely prevented;
at best, it can only be coped with (3).

2.3 APPLICATIONS OF POSITIONAL DATA
2.3.1 Introduction

Spatial data has little or no value to transportation applica-
tionswithout any attribute data attached to it. Each spatial data
element (aline, a point, or a polygon) has a cartographic rep-
resentation as well as a unique identifier to associate attribute
information with that dataelement. In contrast, data collected
by transportation agencies for their facilities may not have
any cartographic representation (i.e., geo-referenced). Data
are collected in a network model, a theoretical framework
that is applied to and depends on the functionality of different
LRMs. Given that the network does not require any carto-
graphic representation (i.e., spatial dataelement), and attribute
data are collected independently from the cartographic rep-
resentation of the transportation element (i.e., highway seg-
ment), it is important to address the issue of sensitivity of
applications in transforming various LRM data to the linear
datum (cartographic) representation. Different applications
require spatial data at different scales. Vonderohe et a. (68)
suggested the use of four spatial database scales for DOT
activities. As noted in Table 2-2, the transportation applica
tions of GIS can be divided into three primary functional
groups. planning, management, and engineering. Planning
applicationsare usually at statewideand regiona levelsand do
not require highly preciselocationa data. Spatial databasesfor
these gpplicationsare at 1: 500,000 to 1: 000,000 scales. Man-
agement applications often require more detailed locational
datathat are available at regional or district levels. The spatial
databases are usually in the 1:100,000 to 1:24,000 range.
Engineering applications require a high level of spatial accu-
racy and these applications are restricted to project or corridor
level. The preferred scales for engineering applications are
1:12,000 to 1:24,000. This grouping suggests that engineer-
ing applications are more sensitive to positional data quality
than management applications.

A different way of grouping the current and emerging
applications of GIS is by transportation subject area. This
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concept of grouping recognizes that applications within a
subject area may include planning, management, and engi-
neering functions. Moreover, grouping by thethreefunctional
classes may conflict with the sensitivity of the individua
applications to spatial data quality. For example, while crash
reporting may not be classified as an engineering activity,
identifying crash-pronelocationsis sensitive to the data qual -
ity. Similarly, highway infrastructure management may be
classified erroneously as a management function, when it
actually involves engineering applications. Table 2-3 shows
the current and emerging uses of spatial data in transporta-
tionaswell asthelevelsof sensitivity of transportation appli-
cationsto spatial dataquality. Theselevelsare based on state
DOT perceptions of the sensitivity of the various applica
tions to positional data quality.

2.3.2 Examples of Applications

Pittman et al. (69) provided an overview of the various
transportation applications of spatial data and observed that
GIS-T are being effectively used to do the following:

 Provide support for making quality decisions on main-
taining the transportation infrastructure,

» Design efficient routes for maintenance operations and
serving the riders of transit systems,

* Manage traffic and incidents, and

» Develop multi-year improvement plans that take into
account existing roadway characteristics and conditions
and crash record information.

O'Neill et a. (70) identified emerging applications of
positional data to include field crew scheduling, customer
complaint and response, decision support system, facility
management, and policy analysis.

Thefollowing are examples of specific projectsthat demon-
strate the applications of GISin the various subject areasiden-
tified in Table 2-3. These examples are provided to illustrate
therange of current and emerging applications by state DOTS.
These examples do not exhaust the full range of possible cur-
rent and future applications. Some of the applications overlap

TABLE 2-2 Scales and typical applicationg68)

Scale of Spatial

Precision of Spatial

Typical Activities or

Database Database (ft) Applications
1:500,000 830 Statewide planning
1:100,000 170 District-level planning and

facilities management

1:12,000 — 1:24,000 30-40

Engineering

0.33-3

1:120-1:1,200

Project-level activities

Copyright National Academy of Sciences. All rights reserved.
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TABLE 2-3 Applications of positional data in transportation

Subject Area

Applications

Sensitivit

M

Safety

Crash reporting

Black spot/ crash prone location identification
Traffic safety investigation

Rall crossing safety analysis

Pedestrian and bicycle safety analysis
Incident management

911 emergency planning and response

Transportation

Travel demand modeling

Planning, Multi-modal freight modeling

Impact Analysis, Hazardous materials routing .
Policy Analysis Traffic impact analysis .
Transit and Public Transit planning

Transport Transit routing .
Planning and Handi-transit .
Operations Real-time tracking and scheduling of buses .
Transportation Location of facilities (road, highway, airport, port)

Infrastructure inventory .
Management and Pavement management system .
Operations Asset management .

Operation (congestion, service)
Corridor analysis (rail, road, highway)
Rail/highway information system management

Transportation
Design and
Construction
Planning

Sources of construction materials
Right of way

Road closure and detour
Construction information

Field crew scheduling
Maintenance and operation

- snow plowing

- garbage collection

- street sweeping

ITS Applications

Traveler Information System

Integrated Highway Information System (IHIS)
Integrated Traffic Monitoring System (ITMS)
Web-based road condition reporting system
Vehicle Navigation System

Applications to commercia vehicle operations
regulatory enforcement activities

Freight Analysis
and Commercial
Vehicle
Operations

Fleet management

Vehicle tracking, guidance, dispatching, and other
routing applications

Permitting

Freight movement

two or more application or subject areas or can be classified
in more than one category.

2.3.2.2 Transportation Planning, Impact Analysis,
and Palicy Analysis

» A GIS software application with transportation demand
modeling capability isused for freight modeling to help
identify highway capacity problemsof the national freight
transportation system. This study was conducted for the

2.3.2.1 Safety

* North CarolinaDOT used a Gl S-based referencing sys-

tem to identify locationswith ahigh probability of truck
crashes on truck corridors. The framework alowed visu-
alization of geographic patterns of land use activities
associated with frequent crash locations (71).

lowa DOT developed a Gl S-based crash location and
analysis system designed to manage crash dataretrieval
and analysis. The system also allows analysis of impli-
cations of crash location characteristics for emergency
response services (72).

FHWA's Office of Freight Management and Opera
tions. The primary objective of the highway freight capac-
ity analysis is to develop a policy tool for analyzing
potential freight-related policies and examining the suffi-
ciency of capacity of the transportation system in meet-
ing forecast freight demand (73).

Florida DOT’s office of system planning uses GIS-T
in an ad hoc production of maps used to manage and
develop the Florida interstate highway systems (69).

Copyright National Academy of Sciences. All rights reserved.
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2.3.2.3 Transit and Public Transport Planning

and Operations

A prototype decision support system was developed in
GISfor the Cape Cod Regional Transit Authority. The
tool was designed to support operational decisions,
which integrate paratransit ridership with regional and
community-based fixed-route transit, and planning deci-
sions regarding intermodal transit connections through-
out the Cape Cod regions (74).

The Delaware DOT examined the use of GIS to better
understand travel demand and to identify opportunities
for transit in New Castle County. GIS was a valuable
tool in demonstrating the relationship between transit
markets and existing transit service, providing amethod
to describe travel demand at a very detailed level, and
suggesting the best location for park-and-ride facilities
and transit centers (75).

Research was carried out by the Orange County Trans-
portation Authority that proved Gl Sto be auseful tool to
project transit passengers’ mobility patterns with greater
accuracy, consequently strengthening the validation data-
basefor travel demand forecasting analysiswith respect
to transit planning (76).

2.3.2.4 Transportation Infrastructure

Management and Operations

 For ahighway infrastructure management application, a
road centerline base map and inventory of transporta-
tion infrastructure in Seneca County, Ohio, allowed the
county to improve the maintenance of traffic signs,
bridges, guardrails, and culverts (77).

In a pavement management application, dynamic seg-
mentation was used to project transit passengers mobility
patterns with greater accuracy, consequently strength-
ening the validation database for travel demand fore-
casting analysis with respect to transit planning. The
necessary datawere collected on -85 in South Carolina,
but the study was sponsored by NCDOT (78).

The New Jersey Turnpike Authority implemented asys-
tem integrating Automatic Traffic Surveillanceand Con-
trol System (ATSCS) technology with GIS-T toimprove
itstransportation operation activities. Thisexamplealso
can be classified under ITS applications.

2.3.2.5 Transportation Design

and Construction Planning

* TheMaryland State Highway Administration sponsored
the use of aGIS model to optimize the selection of geo-
metric designs for highways. GI S was integrated with a
Highway Design Optimization Model (HDOM) to com-
pute geographically sensitive costs to be used with an
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iterative optimization scheme. It was shown that the GIS
model provides accurate geographical features, com-
putes|ocati on-dependent costs, and transmitsthese costs
to an external program. An example study was carried
out for Talbot County, Maryland (79).

2.3.2.6 ITSApplications

* The NJDOT and NJ Transit sponsored a study that
investigated the use of an Automatic Vehicle Location
(AVL) system to monitor the locations of buses. Infor-
mation fromthe AVL isdisplayedin aGlSthat contains
data on bus routes, bus stops, intersections, and land-
marks. The system required that the positions of the fea-
tures be accurately determined. The system was tested
in a densely built urban area with high-rise buildings,
tunnels, and overpasses. Accuracy of the results was
within the 30-ft tolerance limit (80).

» Through a public-private partnership between Mobility
Technologies (formerly Traffic.com), PennsylvaniaDOT,
and U.S. DOT, an Integrated Surveillance and DataMan-
agement Infrastructure (ISDMI) program was imple-
mented in Pittsburgh and Philadelphia. Real-time traffic
dataareintegrated with a Gl S-based freeway management
system that stakeholders can readily access. This system
is expected to enhance traffic and incident management.
The system aso provides traveler information to road
users (81).

2.3.2.7 Freight Analysisand Commercial Vehicle
Operations

» Freight flow characteristics were integrated with GIS
for the identification and analysis of the location of
transportation facilities and freight generators, freight
movement patterns, variation in truck traffic mix by
configuration and body type, and truck travel time. The
purpose is to examine the specific details of policy
options and how these options may affect the operation,
modal competition, equipment selection, and response
of primary decision-making groups. The study develops
aset of metricsthat will allow examination of implica-
tions of possible federal truck size and weight policy
(82).

2.3.3 Emerging and Future GIS-T Applications
by State DOTs

Table 2-4 summarizes information from state DOTs as
well asthe Oak Ridge National Laboratory (ORNL) on cur-
rent, emerging, and future GIS-T applications. Both current
and anticipated future applications vary from state to state.
However, several current applications, such as a highway
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TABLE 2-4 Summary of state DOT applications

State/
Organization Current Applications Future/Potential Applications
* Planning e Asset management
Arizona o Sofety analysis » Featureinventory
¢ Incident detours » Detour routing
» Highway closures and restrictions
¢ Road inventory * Automated overweight/oversized
* Pavement management truck routing
e Crash analysis and reporting » Safety inventory
* Highway inventory » Signinventory
lowa » Travel demand modeling * Automated traveler information
system (ATIS)
e ITS (emergency and construction
routing)
» Automatic vehicle location (AVL)
« Planning applications: e Busrouting
- environmental impact studies * Intermodal
(wetland studies) * Freight analysis
- historical and archeologica studies » Emergency evacuation
- highway safety (location of « Traffic demand modeling
Ohio crashes)
- congestion management
- level of service
- statewide travel demand modeling
¢ Pavement management
o Traffic studies (impact, design)
¢ |TS applications
¢ Crash analysis » Linear reference control
* Right of way Environmental reviewsincluding
" « Pavement management cultural resource
Pennsylvania o Traffic studies » Environmental permitting
*  Wetland mitigation
» Address matching
¢ Planning » Development of hierarchical networks
ORNL * Routing to integrate functions e.g., inventory,
« Infrastructure management navigation, strategic routing

inventory, pavement management, traffic studies, and crash
analysis, are common to al states. Vehiclerouting (e.g., bus,
truck, or permit vehicles) and detour routing are common
future applications identified by state DOTSs.

2.3.4 Sensitivity of Applications to Positional
Data Quality

Knowledge of the uncertainty associated with geographic
information is critical to the effective use and credibility of
GIS and GIS outputs. The key components of a research
agenda for uncertainty have been identified as modeling,
propagation, communication, fitness-for-use assessment, and
uncertainty absorption (46). The “truth in labeling” concept
isamed at providing users with information to help assess
fitnessfor use of data. However, thelack of actual procedures
for this assessment means that, in many cases, valuable data
quality statements remain under-utilized. Agumyaet al. (83)
discussed risk management techniques in assessing fitness
for use of geographic information by translating uncertainty
in the information into risk in the decision.

The sensitivity of transportation applications to positional
dataaccuracy can be assessed either by standards-based meth-
ods or by a risk-based approach. The traditional method to
assess the acceptability or fitness of use—the standards-based
method—compares data uncertainty with a set of standards
that defines acceptable levels of uncertainty in the data (36).
This approach measures the sensitivity of the positional data
for a particular application by directly comparing the quality
elements of information against a set of standards or error
benchmarks that represent the acceptability of the data com-
ponents. Although uncertainty in spatial data is composed of
severa well-known elements (84), the obvious measurable
ones are map scale (resolution), currency, attribute accuracy,
and percentage of completeness. However, measures of these
elements are difficult to combine into a single, meaningful,
composite unit (85) and require testing the sensitivity of the
application to error associated with each element. A typical
examplewould be U.S. census TIGER street centerline spatial
data, which are used for urban transportation modeling appli-
cations. There is no means of separating the individual error
effectsof poor map scale (e.g., positional accuracy of the street
segments), logical consistency (e.g., street network topology),

Copyright National Academy of Sciences. All rights reserved.
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attribute accuracy (e.g., travel time), or completeness (e.g.,
missing street segments) (86).

A risk-based approach, in which the sensitivity of an appli-
cation is measured against the adverse effect of the ultimate
decision, is based on the results of the analysis. Agumya
et al. (86) stated that the “risk-based approach is a technique
based on risk management practices, in which a study is
made of the effect that uncertainty in the data has upon the
ultimate decision to be made with it. In turn the adverse con-
seguences of making a poor decision are quantified, and it is
this information which enables a user to determine whether
adataset isfit for use or not.” Risk analysishas aready been
suggested as aplausible basis for characterizing and estimat-
ing the consequences of uncertainty in spatial data (38). In
the earlier example, the risk-based approach would have
determined the consequence and liability associated with this
particular application, by using the TIGER street line spatial
data and formulating a strategy for reducing this liability or
conseguence in the most cost-effective manner.

The sensitivity assessment of positional data under this
approach would require addressing two fundamental ques-
tions (83):

» What are the consequences associ ated with the decision,
in terms of risk, in using a particular set of spatial data
with error in different transportation applications?

» What are the acceptable consegquences of uncertainty in
terms of risk?

The first question entails the partition of spatial data error
for aparticular dataset into its various elements, the determi-
nation of the risk a transportation analyst may incur by mak-
ing the decision based on the dataset, and the extent to which
thisdataset influencesthe decisions. If the positional accuracy
of thedataset hasthelesser effect on the decision, such astraf-
fic or freight assignment using a TIGER street file, then it is
reasonabl e to accept the risk and uncertainty associated with
this particular application. However, for vehicle navigation
purposes, the risk may still be too high to be acceptable.

The second question entails establishing a threshold for
the risk that is considered acceptable. The acceptability of
risk may vary widely among the data users and depend on the
nature of the applications. The acceptability of project-level
analysisor adecisionismore conservative than the planning-
level transportation application. For a given spatial dataset
(e.g., TIGER street file), acceptability of the positional accu-
racy is much higher.

2.3.4.1 Sate Practices—Sensitivity of
Applicationsto Positional Data Quality

This section discusses perceptions of the sensitivity of
positional dataquality on varioustransportation applications.
Most respondents were unable to provide any meaningful
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responses to the question of how the quality of data affects
or is taken into account in various transportation applica-
tions. Applications such ascommercial vehicle operations or
regulatory and policy analyses are less sensitive to the accu-
racy of positional data than highway design, construction
planning, and infrastructure management applications.

lowa. ThelowaDOT iscreating an LRS, based on adatum
as part of the LRS Development Project Pilot (scheduled to
be completed in June 2001). A needs assessment was com-
pleted as part of that project. Part of that assessment identified
user accuracy requirements. These accuracy requirements
were quite diverse, even for events/featuresin the same date-
base. The consensus (including cost considerations) was that
the achievable accuracy was 10 meters along the roadway.
Given that location is the basis for integrating the data, the
accuracy along the centerline becomes one of the most impor-
tant aspects. Astechnology improves and becomes more eco-
nomical, lowa will no doubt increase the accuracy of the
datum locations. This will be necessary so that the business
data mapped against the datum will not be degraded if the
business data are more accurate than the datum.

ORNL. The accuracy has to be better than the size of the
objects. Roadway segments are rarely less than 40 meters, so
thereislittle benefit for accuracy better than 20 meters. Never-
theless, 100-meter accuracy is still useableif that isall that is
available. ORNL's experience has been that other sources of
ambiguity dominate locational error such as unequal spacing
of mileposts.

2.3.4.2 Sate Practices—Effects of Data Quality
on Decisions

The quality of positional data influences decisions relating
to different applications. For planning and management appli-
cations that do not require high accuracy of positional data, a
general idea of the quality of data may be sufficient to make
decisions. However, for engineering applicationswhere speci-
ficity iscritical, the quality of data receives more emphasisin
making decisions. In the absence of knowledge of the quality
of positional data, states tend to rely on the standards to guide
the assessment of the data quality. Further applications are
designed around available accuracy or quality of data.

Arizona. Accuracy of positional dataisadequate for plan-
ning, statistics, and inventory. ADOT noted that one adverse
effect of using spatial data that do not meet the minimum
quality standards, or data with uncertain accuracy, is diffi-
culty in coordinating with other data.

Most decisions are not currently made on readily avail-
able spatial data. Initial analysis may be performed so that
more exact field surveys can be obtained. At that point,
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engineering-accurate surveys provide the spatial information
needed to make decisions. Even in the areas of pavement
management, crash analysis, and ITS, the current spatial
accuracy isused mostly for ageneral description of the loca-
tion, not as an engineering decision-making tool. Asthe LRS
isdeveloped and usesthe location to integrate the data, more
dependence will be placed on the location/linear accuracy.

In general, the USGS ortho photos (1-meter pixels) will
probably meet most accuracy requirements. ADOT isgetting
hard measurements to confirm that the expected accuracy in
a“flat” state like lowa will be substantially better than the
nominal accuracy stated by the USGS. ADOT isalso acquir-
ing higher accuracy orthos from local governments, as they
become available, with 6inches, 1 foot, and 2 feet pixels. The
1% feet pixel sizeswill definitely meet all but the most strin-
gent requirements. These sources vary in spatia resolution
from 1:1,000 to 1:12,000.

Obviously, spatial data that fail to meet minimum accu-
racy standards can cause incorrect decisions to be made or
require that analyses be verified using costly fieldwork. In
some cases, limited accuracieswill mean that the data.are not
useable (e.g., 15-meter panchromatic spatial images are too
coarse for most transportation needs). In some instances,
ADOT receives datafrom other state agencies with aresolu-
tion of 1:1,000,000 or less. Such dataare only useful for very
macro-level analysis.

Ohio. When datafail to meet minimum quality standards,
it is evident during processing when the coordinates do not
fit. A decision hasto be made whether to use existing data or
new data. That decision depends on the project. For example,
in culvert replacement, vertical alignment accuracy is criti-
cal, while horizontal alignment isnot so critical. For bridges,
the position of piers and elevation require higher levels of
accuracy, whilein boundary work accuracy is not very impor-
tant, so they use the state minimum as a guide.

The standard used depends on the type of survey. National
Geodetic Survey (NGS) specifications are used for certain
types of surveys and second-order NGS specifications are
used for the control of engineering designs, for example, cen-
ter line points (1:50,000). The state minimum is 1:5000.
However, the NGS specification is not aways followed.

ORNL. Applications are designed around available accu-
racy; the need for more accuracy seldom arises. Applications
are more dependent on attribute accuracy and currency, where
the scale of the objectsis substantially under geographic accu-
racy. All applicationshave error rates, and more accuracy will
reduce these. The biggest problems have beeninfacility loca
tions on networks such as bridges and railroad grade cross-
ings. An improvement from 100 meters to 20 meters of max-
imum error would reduce location-caused error rates from
10 percent to near zero.

2.4 MEASUREMENT SYSTEMS
2.4.1 Introduction

Several techniques are available to measure the positions
of objects or events to be mapped to the highway network.
Examples include milepost-referencing, distance measuring
instruments (DMIs), surveying, aerial and satellite imagery,
and GPS. Techniques such as milepost-referencing and DMI
techniques measure the positions of objects along linear paths
directly. In many applications, however, use of these tech-
niques is either not possible or practical. Examples include
real-time emergency vehiclerouting, automatic vehicleloca
tion (AVL), and monitoring of construction equipment. For
these applications, techniques such as aerial/satelliteimagery
and GPS techniques are more feasible. Difficulties arise with
the use of these techniques, however, because the 2D (or
3D) positional data must be mapped to a 1D linear refer-
ence. In most cases, this data mapping is done with the help
of aGIS (21).

This section summarizes the different methods used in
transportation for measuring positionsand for locating vehi-
cles. The objective is to describe each system and indicate
the levels of accuracy it can achieve. Section 2.4.2 covers
measuring methodsthat deal with locating roadway features
for creating maps or geographic databases. Section 2.4.3
discusses positioning methods commonly used to deter-
mine the current location of a vehicle in real time. In this
case, the actual measurement isimmediately used for nav-
igation or vehicle tracking. In each case, the measuring
device and measuring method are described. In addition to
the descriptions in the following sections, details of the
measuring and positioning methods are summarized in
Table 2-5.

2.4.2 Measuring Methods
24.2.1 Aerial

Photogrammetry. The fundamental principleusedin aer-
ia photogrammetry is triangulation. Aerial photographs are
taken with an airplane or ahelicopter. By taking photographs
from at least two different locations, so-called “lines of sight”
can be developed from each camera to point on the object.
These lines of sight (sometimes called rays because of their
optical nature) are mathematically intersected to produce the
3D coordinates of the points of interest. At a minimum, one
needstwo different photographsto reconstruct the 3D world.
To triangulate a set of points, one must also know the cam-
era position and aiming angles (together called the orienta-
tion) for all the pictures in the set. The orientation can be
computed using ground control pointsor by installing survey-
grade GPS in the aircraft. Aerial triangulation ties blocks of
aerial photos together and simultaneously computes the ori-
entation parameters of all photographs.
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(80)

condition analysis

Methods | Description Measurements Applications Accuracy
Measuring
Aerial
] s Engineering, design, GIS gy
Photogrammetry Stereo-Plotting — Digital and Analog XY,z basemapping 3-5inches
L Design, GIS—direct 1.5 ft w/ 0.5 ft resolution
Orthophotos On-screen digitizing X,y b apping 6 ft w/3 ft resolution
L . Engineering, design, digital .

LIDAR Automatic height measurement using laser Z(x,y) devation mode's 4 inches
Ground: Vehicle Based

Global Positioning System (GPS) / Inertial .
Mobile Mapping Navigation System (INS)/ Digital Stereo X,Y,Z IS asset inventory, <1 meter

; mapping, engineering
Measuring
X,y of vehicle .

Video-Logging DMI w/ GPS/ Single Video Camera distance (D), offset Inventorying, pavement 3-10 meters

Distance Measuring Instruments
(DMls)

DMI w/ datalogger

D

Asset inventorying

> 1 meter (% of distance

Ground: Surveying

Operator walks w/ wheel (like DMI) and

Relative Distance

Crash investigation, local

conditions

Wheel measures distances relative to stations defined in (D) surveys for maintenance and 2 feet +2% of (Ad)
amap planning

Kinematic GPS Dual frequency carrier phase with base stations X,Y,Z SELTSQ;:" ng design, property 1-5inches

Differential GPS Pseudo rangesw/ real time differential xy (2) Asset inventorying 5-10 feet

Laser Ranging

Laser gun with compass and inclinometer to
determine location of objects

Ad, angle (@), (x,y.2)

Asset inventorying

1inch + % of (Ad)

Land surveying weith theodolite/electronic

Engineering design, property

Total Stations (theodolite) distance measuring system (EDMs) X,Y,Z auveys 1-5inches
S S Gl S-basemapping, legacy data
Map Digitizing Paper maps are placed on digitizing tablet X,y conversion 5-50 feet
Positioning
Qualitative/Approximate Locating
Distance from landmark Estimate distance from landmark Ad Crash reports and
Distance from intersection Estimate distance from intersection Ad investigation, emergency 100-300 feet
Distance from milepost marker | Estimate distance from milepost marker Ad response (EM S-911), roadway
Address Address number Address number (#n) | maintenance crews
Automatic Vehicle Location
GPSfor car navigation GPS, compass and odometer data are merged XY, o Vehicletracking, routing, car | 10-50 feet
Compass with street maps to keep track of vehicle and a navigation, emergency >10 degrees
Odometer show its current location Ad dispatch > 20 ft (+ 5% of distance)

Oncethe orientation is available, analytical stereo plotters
or digital photogrammetric workstations are used to extract
spatial data. The stereo plotter operator viewsa 3D model in
his or her workstation and, using a 3D cursor, tracesthelines
to be added to the map (e.g., road centerlines, intersections,
or contours).

Aerial photogrammetry is used to take measurementsin
X,y,z coordinates. High-resolution aerial photos are used
for highway engineering and roadway design, while lower-
resolution photos can be used for GIS base mapping (to
extract road centerlines). The accuracy of measurements
with aerial photogrammetry depends on the image scale at
which aeria photos were collected and on the pixel resolu-
tion in the case of digital images. Accuracy of 3 to 5 inches
and an image collection scale of 1 inch = 100 feet can be
achieved with regular aerial photographs and high-quality
stereo plotters. The productivity of this measuring method is
limited by the capabilities of the stereo plotter operator. The
data extraction process is mostly manual, although there is
promising research for automatically extracting road center-
lines and road edges. Data with high-resolution photos are
used for project-level applications, while network-level appli-
cations require data with lower-resolution photos.

(continued on next page)

Ground Control Points (GCPs) are typically established
using GPS to serve as location reference points, however,
aerial GPS is becoming more popular and reduces the num-
ber of GCPs required.

Orthophotography. A digital orthophoto is arasterized
(scanned) aeria photograph, whichisfully rectified to remove
all of the distortions that occur in the original image: the
pitch and roll of the aircraft, the radial distortion from the
cameralens, and the image displacement from the topogra-
phy. Theremoval of these distortionsresultsin theimagery
becoming a true scale representation of the ground. The
orthophotos can be used for 2D digitizing on a computer
screen. With digital orthophotos, al of the information on
the original photograph is on the rectified image and is
located in its true position.

The standard DOQs (digital ortho quad) produced by the
U.S. Geologica Survey (USGS) areeither gray-scaleor color-
infrared (CIR) images with a 1-meter ground resol ution; they
cover an areameasuring 3.75 minutes longitude by 3.75 min-
utes latitude, or approximately 5 miles on each side. Each
DOQ has between 50 and 300 meters of overedge image
beyond the latitude and longitude corner crosses embedded in

Copyright National Academy of Sciences. All rights reserved.
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TABLE 2-5 (Continued)

Methods Reference Point Locations Datavgrc])illﬁguon Productivity Level of Data
Measuring
Aerial
Photogrammetry Ground Control Points (GCP), aerial GPS Airplane/helicopter Manual post processing Project
Orthophotos GCP and aerial GPS Airplane Direct use as basemap Network
; L . ] Real-Time Heights, post .
LIDAR Aerial GPS and inertial system Helicopter/airplane processing for DEM Project
Ground: Vehicle Based
) . . Manual and semi-automatic .
Mobile Mapping GPS base stations - HARN Van post processing Network, Project
Video-Logging ;gﬁ)ﬁ?z — Coast Guard GPSreference Van Visual image inspection Network
Distance Measuring Instruments ; . Real-time datalogging in
(DM1g) Intersections (anchor points, nodes) Van/Car vehicle Network
Ground: Surveying
L . Measurements recorded on .
Wheel Stationing along roads Person walking printed map or notepad Project
Kinematic GPS HARN, first-order GPS reference stations Person walking (tripod) ﬁfglwm connected to Project
Differential GPS COARSE— Coast Guard GPS reference Person walking Data} collector connected to Project/Network
stations receiver
Laser Ranging Local Reference Points, GCPs or GPS Person walking (bipod) :i:;co”emor connected to Project/Network
Total Stations (theodolite) HARN, first-order GPS reference stations In_strument static on Data col I_ector connected to Project
tripod total station
S Person working in the | Recorded on computer, cleanup
Map Digitizing GCPs office in CAD system Network
Positioning
Qualitative/Approximate Locating
Distance from landmark Landmark
Distance from intersection Intersection Persons walking or . -
Distance from milepost Milenost mark driving in acar records :?ri?rdw inthe field in real - Network
marker 1épost marker data on paper
Address Street segment, block
Automatic Vehicle Location
GPSfor car navigation GPS satellites Data are recorded and merged
Compass Magnetic north Sensor(s) installed in with map in real-time to
- . Network
Odomet Start of travel car or truck continuously show the location
ometer art ot trav of the vehicle

the image. All DOQs are referenced to the North American
Datum of 1983 (NAD 83) and cast on the Universal Trans-
verse Mercator (UTM) projection. Thefilesize of agray-scale
DOQ is 40 to 45 megabytes, and a CIR DOQ can be three
timesthis size.

Digital orthophotos are a standard product commonly
used as abase map for GIS. Typical resolutionsfor county-
wide mapping projects are 2 to 3 feet. In cities, resolutions
of 6 inches and 1 foot are used. From these orthos a limited
number of roadway features can be extracted.

Digital orthophotosareincorporated in GIS. They function
as a cartographic base for displaying, generating, and modi-
fying associated digital planimetric data. Other applications
include vegetation and timber management, routing and habi-
tat analysis, environmental impact assessments, emergency
evacuation planning, flood analysis, soil erosion assessment,
facility management, and groundwater and watershed analy-
sis. Orthos created from satellite images are sometimes used
to create statewide road centerline maps.

The accuracy of orthophotos ranges from 1.5 feet with
0.5-foot pixel ground resolution to 6 feet with 3-foot ground
resolution. The horizontal accuracy of a DOQ is typically
around 3 meters (i.e., orthophoto error istypically threetimes
the pixel resolution). Similar to aerial photogrammetry, GCPs
are typically established using GPS and aerial GPS. Digitiz-

ing is manual, however, and no specia equipment is needed,
as the orthophoto can be directly used as the base map.
Orthophotos are mostly used for network-level applications.

LIDAR. This system automatically measures elevations
using laser technology—Light Detection and Ranging (LIDAR).
Thelaser system ismounted on an aircraft, along with a GPS
and an Inertial Measuring Unit (IMU). The GPS derives the
laser’s latitude, longitude, and height. The IMU provides
information on theaircraft’ sroll, pitch, and yaw. Using these
measurements, a computer can calculate the position of the
laser as a function of time.

As the aircraft proceeds along the flight path, the laser
oscillates back and forth perpendicular to the aircraft’ sdirec-
tion, while rapidly sending and receiving laser pulses that
reflect off the earth’s surface. Utilizing the information on
the position and attitude of the sensor, the elapsed time
between laser pulse and sensor retrieval, and the speed of
light constant, a large series of x, y, and z ground surface
points are collected. These points are then transformed into
aregular digital elevation model (DEM).

LIDAR createsthree-dimensional surface points. However,
because these pointsdo not correspond to aspecific feature, the
horizontal component is of limited value. LIDAR is used for
engineering design projects aswell as DEMs along roadways.

Copyright National Academy of Sciences. All rights reserved.
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The accuracy level of this measuring method is about
4inchesinthevertical direction. Typically, thelaser isflown
at altitudes of 5,000 to 8,000 feet above the ground surface.
Theoretically, this can produce a horizontal accuracy of
+0.4 meters and a vertical accuracy of +0.15 meters. Part of
the accuracy equation is the accuracy of the GPS used to
locate each LIDAR pulse return point. GPS is usually accu-
rateto 5 or 7 centimeters.

Aerial GPS and inertial systems are used as the reference
points of control. The data collection vehicle is either a heli-
copter or an airplane. LIDAR can be flown by either type of
aircraft; the selection usually depends on the altitude of the
flight. The systemisfully automatic; an operator is not needed
when processing DEMs. The large quantity of data created
and the narrow swath of the LIDAR system limits its appli-
cation to the project level.

2.4.2.2 Ground Vehicle-Based

Mobile Mapping. A mobile mapping van is equipped with
asurvey-grade, kinematic GPSreceiver; an INS (Inertial Nav-
igation System) unit; and up to five digital cameras. GPS data
are used to determine the position of the van at any time,
whilethedigital cameras capture high-resolution color images
pointing forward and to the road right of way, showing a
“windshield view” of roadside assets and condition. Each pair
of digital cameras can be used to measure the spatial loca-
tions of roadway features.

This method of inventorying highway infrastructure and
integrating theimagesinto Infrastructure Management System
(IMS) databasesis considerably more efficient than traditional
approaches. This system allows usersto create Gl S base maps
and infrastructure management systems at an affordable cost
and with ashort turn-around time. M easurements can be made
in Xx,y,z coordinates—this system creates real 3D coordinates.
Data collected with this method are used in GIS for various
applications, including asset inventory, mapping, and engi-
neering. The accuracy of measurementsislessthan 1 meter.
GPS base stations are usually set up at High Accuracy Ref-
erence Network (HARN) pointsor other first-order reference
points. In addition, dataare manually and semi-automatically
post-processed. The system can be used in both network- and
project-level data collection; however, it is most efficient if
the roadway mileage of a project is more than 20 miles.

Video-Logging. For video-logging applications, digital or
anal og right-of-way images are captured in asingle passdriv-
ing along a roadway. Some vendors offer multiple cameras
configured to provide a 130-degree panoramic view, similar
to a driver’s view. Other agencies configure the right-side
camerato provide a roadside view for environmental appli-
cations. Imagesaretypically captured at predetermined inter-
vals, usually 100 frames per mile, which equals a spacing of
53 feet between images. Images are usually stored on video-
tapes; newer systems deliver digital video. A video banner
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describing the roadway ID, date, time, and milepost can be
optionally burned to the images. The location of the vehicle
is determined by distance measurement instruments (DMIs)
and/or real-time, differential GPS.

Thismethod isused to collect dataon avehiclein x,y coor-
dinates: distance (D) and offset (AO). Accuracy of data col-
lection is 3 to 10 meters. Images are collected in real time;
visual image inspection is used to extract asset information.
The data collected with this method are used in inventorying
and pavement condition analysis. Continuously Operating
Reference Stations (CORS) arethereference point locations.

Distance Measuring Instruments (DMIg. DMIsare used
for measuring distancesand areinstalled in acar or van, com-
bined with adatalogger. The DMI needsto beinitialized at a
known reference point: an intersection or other log point.
When the vehicle moves along the road, the accurate distance
is recorded. For example, the NITESTAR® distance measur-
ing instrument can measure distances to +1 foot over the
courseof 1 mile. NITESTAR® hasbeen designed to makedis-
tance measuring easy, and it is linked to a special keyboard
for data logging. NITESTAR® has internal memory to store
numerous events along with the distance at which they occur.

DM Isareused to collect datafor asset inventorying (e.g.,
paint line length, guide rail length, pole or sign spacing,
cable or pipeline length, truck, bus, or postal routes, E-911
address locating, crash reconstruction, and roadway and rail-
way lengths.) The accuracy level is greater than 1 meter,
based on a percentage of distance, +1 foot per mile. Inter-
sections (anchor points, nodes) serve as reference points.

2.4.2.3 Ground Surveying

Wheel. In ground surveying, the operator walks with a
measuring wheel (like DMI) and measures distancesrelative
to stations (visiblereference points) defined on amap. Wheels
rangein sizefrom4to 25inchesin radius. Thismethod isused
for measuring relative distance (AD); the counter measures up
to 100,000 units (feet or meters). It isused for crash investiga-
tion, local surveys for maintenance, planning at the city and
county level, and telecommunicationsinventorying. The accu-
racy isaround 2 feet plus2 percent changein distance. Stations
along roads are used as reference points. Distance measure-
ments have to be recorded manually on a printed map or
notepad. The data are used for project-level applications.

GPS. Recent significant advances in roadway mapping
reflect the use of combined technologies (e.g., GPS, dead reck-
oning technique). GPS is increasingly being used to obtain
coordinate data associated with events and to generate GIS-
based vector drawings to map those events to the network.

Positional accuracy varies depending on the data collec-
tion equipment used. GPS positional accuracy is much finer
than those obtained with traditional maps (e.g., with TIGER
files) and maintains tighter control for the location of linear
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featuresand events. GPS data positional accuracy istypically
expressed in 2D or 3D, for example, intermsof circular error
probability (CEP) or spherical error probability (SEP). Thus,
it is necessary to transform these accuracy measures into 1D
measures to make them comparable with linear feature dis-
tance accuracy measures.

Many states are collecting inventory and pavement condi-
tion data using vans equipped with videos, digital cameras,
computers, and GPS receivers. Severa states have experi-
mented with the use of GPS for collection of incident data.
GPS technology has rapidly matured to the point where,
using differential GPS, sub-meter accuracy is technologi-
cally possible. Once 3D data are collected, DOTs are | eft to
deal with determining the relationship with the associated
cartographic centerlineintheir GI S spatial database. NCHRP
Project 15-15 is evaluating various technologies for cost-
effective ways to collect data on physical attributes of high-
way facilities and display them in straight-line diagrams.

Many states recognize considerable practical applications
for using GPSin thefield, and many state experts are explor-
ing the options daily. GPS technology will likely dramati-
cally affect how future GIS systems are built. The availabil-
ity of highly accurate, 3D measurements makesit possibleto
calculate locations and distances more easily than with some
of the linear location referencing methods currently in use.
However, in the absence of 100-percent accuracy in both the
spatial database and the GPS-collected data, thereis till error
in relating a GPS point or linear event to its accurate location
on the associated centerline representation. That is, GPS, in
itself, does not solve the conflation problem. Each time data
are collected aong the same roadway with a GPS van, a dif-
ferent string of coordinateswill be obtained. These coordinate
strings must be related before the data can be integrated.

Kinematic GPS. Kinematic GPS deals with dua fre-
guency, carrier-phase data processing. The basis of GPS is
the measurement of distances to GPS satellites using the
travel time of radio signals. Only carrier-phase processing
can provide millimeter-level accuracy; code-phase process-
ing using single-frequency signalscanyield only meter-level
accuracy. The combination of two frequencies removes the
effects of theionosphere. Under heavy foliage or when satel-
lite signals pass through light trees, the signal strength is
greatly diminished. The receiversthat have better sensitivity
can track signals more reliably under such adverse condi-
tions. The accuracy, reliability, and speed of obtaining results
increase with the number of satellites. Five satellites are the
minimum for obtaining areliable position.

Measurement can be made in x,y,z coordinates with an
accuracy of 1to 5inches. Positional data collected with GPS
are used for various applications, including engineering
design and property surveys. Thelocation points of reference
for this device are the HARN and first-order GPS reference
stations. Data are collected by a person walking with a tri-
pod; the data collection equipment is connected to areceiver.

The kinds of positional data collected with this method are
used for project-level applications.

Differential GPS. Differential GPS (DGPS) is a tech-
nigue used to improve positioning or navigation accuracy. It
is performed by determining the positioning error at aknown
location and subsequently incorporating a differential cor-
rection factor (by real-time transmission of corrections or by
post-processing) into the position calculations of another
receiver operating in the same areaand simultaneously track-
ing the same satellites. Differential GPSisbased on process-
ing of pseudo-range (distances) between receiver and satel-
lite using aground reference station to provide corrections of
atmospheric effects on the signals. One (fixed) receiver mea-
sures the timing errors and then provides correction infor-
mation to the other (roving) receivers.

Measurement can be made in x,y,(z) (elevations are not
very accurate) coordinates with accuracy of 5to 10 feet. The
location point of reference for this device is Continuously
Operating Reference Stations (CORS). Data are collected by
a person walking, with equipment connected to a receiver.
Datacollected with DGPS are used for project- and network-
level applicationsincluding asset inventorying.

Laser Ranging.A common tool for inventorying assetsis
alaser range finder with integrated compass and inclinometer
to determine locations of objects. Typicaly infrared, GaAs
laser diodes are used for distance measurement. The generated
light energy has awavelength of approximately 900 nanome-
ters, with abeam divergence of 3 milliradians, equal to abeam
width of about 3 meters at 1000 meters. Thetarget acquisition
times range from 0.3 to 0.7 seconds. These lasers are com-
pletely eye safe, meeting FDA Class 1 specifications, which
means that a person could stare directly into the laser for
3 hours without any harm to the eyesight. The radiated light
power isin the order of 50 microwatts; it outputs only 5 per-
cent of the light power of atypical TV remote control, and
far lessthan aflashlight. Laser rangefinders cal cul ate distance
by measuring the time of flight of very short pulsesof infrared
light. This method differs from the traditional surveying
instrument method of measuring phase shifts by comparing
theincoming wavel ength with the phase of the reflected light.
Any solid object will reflect back a certain percentage of the
emitted light energy. The instrument measures the time it
takes alaser pulseto travel to the target and back with a pre-
cision, crystal-controlled time base. Knowing the speed of
light, the distance is calculated. To increase accuracy, the
laser measures as many as 60 pulses, utilizing the average to
determine the range.

Using this method, measurements of Ad, angles (a, Q)
(azimuth, inclination), and x,y,z can be computed from angle
and range, if thelocation of the laser gunisknown. Thelevel
of accuracy is 1 inch plus a percentage of Ad. The location
points of reference for this device are local reference points,
GCPsor GPS. Data are collected by a person walking with a
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bi-pod, and with equipment connected to alaser for real-time
datacollectioninthefield. Datacollected with thisdeviceare
used for project- and network-level applications, including
asset inventorying, surveying, and construction.

Total Stations (Theodolites).Land surveying with theo-
dolites combined with an electronic distance measuring
(EDM) system is the preferred method for project-level,
high-accuracy mapping of small project areas. Theseinstru-
ments are also called total stations. They need to be set up on
tripodsand leveled by the surveyor. M easurements consist of
a distance to areflector, as well as a horizontal and vertical
angle. The 3D location of the object point iscomputed imme-
diately and stored on adata collector. There are total stations
that work without reflectors and some that automatically
tracethereflector (basically reducing thetotal station crew to
the person holding the reflector).

Measurement can be made in x, y, z coordinates with accu-
racy of 0.5to 3inches. Thelocation pointsof referencefor this
device are HARN or first-order GPS reference stations. Data
collected with theodolites are used for project-level applica
tions, including engineering design and property surveys.

Map Digitizing. Paper maps are attached to a digitizing
tablet and lines are traced with a mouse or cursor directly on
top of the map. An advanced approach is based on scanning
the map and digitizing the lines on the computer screen using
the mouse and computer cursor. There are automated pro-
grams for digitizing specific map elements, such as contours
and road centerlines. In order to convert the digitized linesinto
ared-world coordinate system, control points are needed.

Measurementsaretypically inx,y coordinates (except when
contour linesaredigitized). Digitized mapsare used in Gl Sfor
base mapping, legacy data conversion (parcel maps, utility
drawings), engineering design, and property surveys. Accu-
racy of digitized maps depends on the quality and scale of the
maps. It can be no better than the nominal accuracy of theorig-
inal map. Typically the positional accuracy of any measure-
ment represented on the map can be anywhere between 5 to
50 feet fromitstrue position. Dataare directly recorded on the
computer. Clean up of data in a CAD system is necessary;
some automated digitizing programs are available.

2.4.3 Positioning
2.4.3.1 Qualitative/Approximate Locating

The methods described in this section are commonly used
to determine the current location of avehicle, person, or fea-
turein real time with measurement toolsthat are available to
the average consumer or vehicle operator.

Distance from Landmark. The current position is deter-
mined asthe estimated distance from alandmark (e.g., church,
easily identifiable building, or roadside object). There is no
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offset, however, and the side of the road (e.g., north, south) is
typically known. Typical applications are crash reports and
investigation, police, emergency response systems (EMS-
911), and roadway maintenance. Accuracy of measurements
isintherange of 100 to 300 feet. Landmarks serve asthe ref-
erence points. Data are collected by a person walking or dri-
ving in acar, recording data on paper.

Distance from Intersection.The current position is deter-
mined asthe estimated distance from the nearest i ntersection.
The side of the road (e.g., north, south) is typically known.
These are distance, Ad, measurements and used in crash
reports and investigation, police, emergency response sys-
tems (EMS-911), and roadway maintenance. Accuracy isin
the range of 100 to 300 feet. Reference points are usually
intersections. A personwalking or driving in acar recordsthe
data on paper. Data are recorded in the field in real time by
reading a vehicle odometer.

Distance from Milepost Marker. The current positionis
determined asthe estimated distance from amilepost marker
along theroadway. The side of the road (e.g., north, south) is
typicaly known. These are distance, (d, measurements and
used in crash reports and investigation, police, emergency
response systems (EMS-911), and roadway maintenance.
Accuracy isin the range of 100 to 300 feet. The reference
point is the milepost marker. A person walking or driving in
acar records the data on paper. Data are recorded in thefield
in real time by reading a vehicle odometer.

Address. Address numbers are defined in a grid system
over acity or county, or as afunction of the distance along a
roadway, relative to a starting point. Often address ranges
provided in TIGER files are used to estimate the location.
Addresses are difficult to use, as they may not appear on a
building, and they may be different in postal, county, and
utility databases. Address numbers (#n) are recorded by a
person walking or driving in a car. Data are recorded in the
field in real time by reading the odometer. Accuracy isinthe
range of 100 to 300 feet. The reference point is a street seg-
ment or block.

2.4.3.2 Automatic Vehicle Location

GPS for Car Navigation.A GPS, compass, and odometer
are often used in an integrated system. The measurements are
automatically merged with street mapsto keep track of avehi-
cle and show its current location. A navigation system needs
to know where the vehicle is on a map. Correlating the raw
data from the sensors to a navigable map database enables
meaningful map display of the car’s location, calculation of
distances between possible destinations and turns, and route
calculation. These functions are only as good as the map
database on which they rely—accuracy, detail, and coverage
are crucial to satisfactory performance.
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The type of measurements are x,y, and azimuth angle ()
coordinates of the location and driving direction of the vehi-
cle. This method is used in vehicle tracking, truck routing,
car navigation, and emergency dispatch. Accuracy isaround
10to 50 feet, and GPS satellites are the reference points. Data
are recorded and merged with amap in real time to continu-
ously show the location of the vehicle.

CompassA compassisan instrument that indicates direc-
tion. Two fundamental types of compass are used: the mag-
netic compass, which probably originated in ancient China,
and the gyrocompass, a device developed at the beginning of
the 20th century. In the magnetic compass, directions are
obtained by means of one or more magnetic needles pointing
in the general direction of the magnetic North Pole under the
influence of the magnetic field of the earth. The gyrocompass,
which is unaffected by the magnetism of the earth, consists
of agyroscope, with the spinning wheel on an axis confined
to the horizontal plane so that its axle aligns itself with the
north-south line parallel to the axis of the rotation of the
earth, thereby indicating true north.

The compass is used to measure the azimuth angle ().
Accuracy of thisdeviceis better than 2 degrees. This device
isused for vehicletracking, truck routing, car navigation, and
emergency dispatch. The reference point is the magnetic or
true north. Data are recorded and merged with amap in red
time to continuously show the location of the vehicle.

Odometer. An odometer is an instrument in automotive
vehicles to indicate the total number of miles that have been
traveled. The odometer generally shares housing with the
vehicle's speedometer and is driven by a cable that the two
share. When the vehicle is in motion, this cable moves a
series of gears in the odometer, turning a set of numbered
drumsthat count the miles traveled. Some odometers, called
trip meters, can be manually reset to zero to measure the
lengths of individua trips.

Thisdeviceisused to measure distance, Ad, with accuracy
greater than 20 feet plus 5 percent of distance. The data are
used for vehicle tracking, truck routing, car navigation, and
emergency dispatch. The referenceisthe start of travel. Data
are recorded and merged with amap in real time to continu-
ously show the location of the vehicle.

2.5 MODELING DATA ERROR
2.5.1 Introduction

This section describes aconceptual error model for assess-
ing the effects of data uncertainty in measurement techniques
applied to transportation phenomena and transformations
between spatial referencing systems. The fundamental ques-
tion of interest is the positional accuracy of arecorded posi-
tion for any transportation feature or event. The error model
would allow users of GIS datato be aware of the bounds on

the “true” locations of transportation features and events,
whether these are independently arrived at or derived from
the integration of diverse data sources. To assess positional
errors, there must be an understanding of how a recorded
position for a transportation feature or event is determined.
A starting point for the development of the conceptual error
model isamodel of the transportation system. The 20-27(3)
datamodel isacomprehensive and well-devel oped model of
transportation phenomena and it contains many of the rela-
tions necessary to make the above determination. However,
it falls short in supporting a comprehensive view and hence
management strategy for positional accuracy, as some impor-
tant contributing error sources are not modeled. The most
critical components for developing the error model liein the
relationships of transportation features to spatial objects and
spatial objectsto spatial referencing systems. Before describ-
ing the error model, some relevant terms and issues are
defined and discussed in the following section.

2.5.2 Review of 20-27(3) Data Model and
Clarification of Terms

This section defines and clarifies terms pertinent to the
development of the conceptual error model and indicates
their overlap or deviation from the 20-27(3) datamodel. The
terms of interest include transportation feature, event, phys-
ical roadway, roadway section, link, node, network, spatial
reference systems, reference objects, locational reference,
and anchor section.

In the 20-27(3) datamodel, akey object isthetransporta-
tion feature. It is defined as a non-decomposable phenome-
non in the transportation domain. Examples of transportation
features include roads, routes, ramps, bridge abutments, cul-
verts, maintenance management zones (e.g., spray zones and
no sand/salt sections), and pavement management zones.
Another object inthe 20-27(3) datamodel for which positional
accuracy issuesare of concernisthe eventobject. Eventsrefer
either to occurrences or changes of stateto featureson or along
aroadway. Events can be traffic crashes, construction, or
repair activities applied to transportation features.

In the 20-27(3) datamodel, both transportation features and
events are associated with spatio-temporal objects. For this
project, the interest is only in the spatial dimension. Trans-
portation features and events are modeled in the 20-27(3)
study as being represented by spatial objects and associated
with spatial reference systems. According to the 20-27(3) data
model, each transportation feature or event can have zero-to-
many associated spatial objects, and each spatial object can
be associated with zero-to-many topological or zero-to-many
geometric objects. The topological objects serve to model
the connectivity among spatial objects. Each geometric object
servesto represent the position and possibly size and shape of
atransportation feature at some point in time. Each geometric
object has one or more associated spatial reference systems
that allow atransportation feature to be spatially positioned.
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For the purpose of having some distinct transportation fea-
turesto refer to in developing the conceptua error model, a
few of them (e.g., physical roadway and roadway section) are
distinguished and their associated spatial objects (e.g., link,
node, and network) discussed.

Physical roadwaysare the connected set of transportation
features, such as highways, streets, roads, and exit ramps,
that have a real-world presence. Because the physical road-
way isacomplex connected system, it isfrequently of inter-
est to be able to identify and refer to its sub-sections. A road
section is a sub-unit defined as the portion of physical road-
way between intersections. A roadway section is a trans-
portation feature and a section in the 20-27(3) data model.

A physical roadway and hence roadway section can have
multiple associated digital representations that will vary in
spatial detail and hence positional accuracy. For most trans-
portation applications, a centerline representation serves as
the geometric representation of the physical roadway. There
are two commonly available public centerline digital repre-
sentations for most major roads in the United States: the
USGS1:24,000 scale DLG and the Census TIGER fileroads
(nominally of 1:100,000 scale heritage). Another possible
geometric representation is the edge of pavement as often
captured from aerial photography. This results in multiple
digital spatial representations for a single physical roadway
section, asindicated in Figure 2-1.

Thetermlink refersto the digital spatial representation of
a roadway sectioncenterline. It corresponds to a spatial
object in 20-27(3) and is defined as a spatial object that rep-
resents the section of roadway between intersections. A node
isaspatial object that representsthe road intersection. A link
has one topological representation but may have multiple
geometries. The geometry of alink istypically aset of (X, Y,
and sometimes z) coordinatesfor aroad centerline. The geom-
etry of anodeisa (X, y, and sometimes z) coordinate for a
road intersection.

A network, acomplex spatial object in 20-27(3), is defined
as a set of connected links and nodes. A network may have
topology and/or geometry. Thetopological representation cap-
tures roadway connectivity and typically indicates the bound-
ing nodesfor each link and the incident links for each node. A
network isakey component and concept in linear referencing
systems that are one form of spatial referencing systems
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7 A

(b) multiple digital representations
(a) one physical roadway section

Figure2-1. Representations of physical roadway.

The 20-27(3) data model identifies spatia referencing sys-
temsand it isagreed that there are multiple spatial referencing
systemsthat differ primarily with respect to their dimensions.
A referencing system for any dimension (i.e., space, theme, or
time) is defined as a framework for a set of measurements
where a measurement is the assignment of class or score to a
phenomenon based on a set of rules. A spatial reference sys-
tem defines the parameters and rules to situate ameasurement
in space. The essential parameters for any spatial reference
system are an origin and units (the required parameters for
a linear spatial referencing system). A 2D system further
requires specification and orientation of two axes and possibly
location and relation of the origin and axes to a geometric
body. A 3D system requires specification of ageometric body
and orientation of the origin and three axes with respect to this
body. Figure 2-2 illustrates components of these systems.

The parameters and rules required for each dimension cor-
respond to the datum object specified in the 20-27(3) data
model. To generate a measurement in one of these systems
involves any number of different measurement methods for
distances, angles, or times. Reference objectsspecified in
the 20-27(3) data model are an important concept within ref-
erence systems. These objects are measured typically towell-
defined standards such that additional measurements can refer
to these measured positions rather than to the original system
parameters. For example, mile markers can be reference
objectsin the linear system and new measured positions can
be based on the measured mile-marker locations rather than
with respect to the system origin. Asshownin Figure 2-3, the

210, 398

155 miles
Y Axis Y Axi
Z Axis
0 35,107
Origin, Units = miles 00 Grigin Units= feet 0,00 X Axis feet
an, Origin, Units = degrees

(a) Linear system

(b) 2D System

(c) 3D System

Figure2-2. Components of spatial reference systems.

Copyright National Academy of Sciences. All rights reserved.
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0 miles

0

Norte: In this case, mile markers along
aroad can be used to generate measures
for unmeasured transportation features
or events.

Figure2-3. Reference objects.

position of a transportation feature, represented by the tri-
angle, can be determined by the two bounding mile markers
rather than by the origin.

Any transportation feature or event may be associated with
one or more linear or higher dimensional spatial reference
datums and one or more different measuring methods (e.g.,
photogrammetry or GPS). A further important distinction is
that they also can be associated with different orders of mea-
surement (i.e., measured directly according to the system
parameters or measured with respect to one or more refer-
ence objects). Thisdistinction capturesthe situation in which
aroadway inventory project uses DMI to measure both road
centerlines and all the assets along the roadway at the same
time. All of the transportation featuresin this situation would
have directly measured positions, rather than positions mea-
sured through reference objects (mile markers). The 20-27(3)
data model indicates that geometric objects are only linked
to aspatia reference system through reference objects.

Based on these associations, every transportation feature
or event has one or morelocational referencesA locational
referenceisaterm not used in 20-27(3). It refersto the infor-
mation stored in the database that provides the spatial loca
tion description for any transportation feature or event. Fig-
ure 2-4 illustrates locational references for 2D and linear
reference systems.

As mentioned above, links may have multiple geometries
and, for each geometry, there may exist one or more spatial
reference systems. Multiplelinear reference systems may exist
for a set of links due to the passage of time. A linear refer-
ence system, for example, might have been put in place in
1980 and re-measured in 1999 using a new measurement tech-
nology, so that for some transition period, two linear mea-
surement systemswill coexist. Linear measurementswill also

Event

1D
Location ( X,Y, 2)
»

Locationa reference
(a) Independent locational reference

typically coexist (on links) with one or more 2D or 3D mea-
surement systems.

The multiple spatial reference systems attached to links
may be dependent on or independent of each other. An exam-
ple of anindependent caseisasituation wherethelink geom-
etry is1:24,000 scae DLG datain a2D reference system but
with a linear measured distance for the link captured by
odometer or DMI. In this case the linear measured distance
is not dependent on the 2D geometry. A dependent scenario
occurs when the linear measurement is computed directly
froma 2D or 3D measurement system, say by computational
geometry. As an example, GPS might be used to measure
coordinates (longitude, latitude, and height) for road center-
lines and these measures might subsequently be used to com-
pute a 3D distance measure for the road centerline. As an
extensionto the 20-27(3) datamodel, the dependencies among
measurement systems should be accounted for, as they are
pertinent to the error model. In the dependent case, the linear
measured distance will be affected by the error characteris-
tics of the 2D or 3D reference system.

Under a linear reference system, the distance measure is
appliedto ananchor sectionwhichisaset of connected road-
way sections or links. The measured distance of the anchor
section is used to reference other transportation features on or
along theroadway. |n some cases, thelinear distancesto trans-
portation features along the roadway are measured at the same
time as the measures are applied to the anchor section. These
measurements al have the same measurement characteristics
and hence the same error characteristics. The anchor sectionis
described and other transportation features measured simulta-
neously as having direct linear measured positions. Any trans-
portation features subsequently referenced to the anchor sec-
tion will have an indirect linear measured position and hence
different error characteristics.

Similar distinctions may apply inthe 2D and 3D cases. So
as a refinement to the 20-27(3) data model (87), it is sug-
gested that locational references for transportation features
be categorized as follows:

* Direct linear measured position,

« Indirect linear measured position using linear reference
objects,

« Indirect measured position using 2D reference objects,
and

* Indirect measured position using 3D reference objects.

Event

1D

Route ID .
Distance } Locational reference

Offset

(b) Dependent locational reference

Figure2-4. Distinction between locational references.

Copyright National Academy of Sciences. All rights reserved.
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Positional accuracy depends on the measurement methods
applied in each case and also on the accuracy of reference
object measurements where these apply.

The above qualifications and identified dependencies are
not explicitin 20-27(3), yet they haveimplicationsfor under-
standing the positional error characteristics. These depen-
dencies and their effects on positional error lay the founda-
tion for development of the error model.

2.5.3 Sources of Error in Spatial Data

The locations of transportation features are typically col-
lected, analyzed, operated on, transformed, and compared rel-
ative to other transportation feature locations without regard
for positional accuracy or the quality aspects of the data.
Positional errors arising from imperfect measurements are
inherent in data. Also, certain operations on data, such as
transformation among spatial referencing systems, introduce
additional persistent spatial distortions. Such errors propa-
gate through spatial analytical processes and are embedded
in applications that manipulate data in various ways to pro-
duce results used in decision making (87).

The first step in developing the conceptual data error
model isto identify the various sources of error. The primary
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sources of error associated with positional data are acquisi-
tion or measurement, processing, and presentation or visual-
ization. Regardless of the measurement technique and refer-
encing system, datawill be observed with error. Asdiscussed
in Section 2.4 of this report, the method of data collection
sets limitations on the selection of the measures and their
metrics.

Asdescribed in the preceding section, every transportation
feature is or can be associated with one or more spatial refer-
encing systems. Depending on the measurement techniques
used by areferencing system, each recorded location reference
will havedifferent error characteristics. Figure 2-5 outlinesthe
error sources associ ated with different spatial referencing sys-
tems. The important difference in the linear referencing sys-
tem is its dependency on a path definition. The path can be
the physical roadway and the measurement method may be
applied to the physical roadway (e.g., using DMI). Alterna-
tively, a path can be a digital representation of the physical
roadway, in which case, the linear measurement may be com-
puted from the digital representation. In this latter case, the
level of the network’ sspatial detail (i.e., topological and geo-
metric) and the measurement technique will affect the mea-
sured distance and any subsequent locational references that
employ this representation and measurement.

Transportation feature or event to be located

Locatein 2D or 3D reference system

Locatein linear reference system

Requiresa 2D or 3D spatia reference
system

Requires a path designation (physical
roadway or a network) and a linear
spatial reference system

Error in the locationa reference is a

Error in the locational reference is a

function of error in the 2D or 3D function of error in the linear
measurement system measurement technique and error in the
network
2D case X+ 6n2, Y + 6n2 d + &np + @l
Where ey, represents error in the path and e,, represents
3D case X+ @na Y + 8na, Z +6n3 error in the linear measurement system. ey, can be further

Where e, represents error in the 2D
measurement system and e;3 represents error
in the 3D measurement system.

subdivided into errors in the measurement of the network
(em OF engtype errors) and errors in the representation
(e)of the network. Representational errorsinclude
topological, geometric, and attribute inaccuracies. In the
indirect case, e, can be further subdivided into errorsin
the measurement of the reference objects and the reference
marker spacing.

Direct case with network Indirect case

€mp = B2t & €n = &mt 6s

Figure2-5. Outline of error sources associated with the process of
assigning locational references to transportation features.

Copyright National Academy of Sciences. All rights reserved.
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A transportation feature or event, whose location is mea-
sured by a 2D or 3D measurement system, such as photo-
grammetry or GPS, isindependent of the road geometry. For
example, a hazardous waste spill from an overturned truck
can be captured and recorded by GPS without reference to
the adjacent roadway. As another example, a traffic crash
may be reported as cell phone coordinates (x, y) using any of
anumber of cell phone locational methods.

Linearly referenced transportation features or events,
because of their potential dependency on anetwork (i.e., dig-
ital representation of the physical roadway), are subject to
inaccuracies in the network as well as characteristics of the
measurement methodology. Asindicated in the previous sec-
tion, itisalsoimportant to distinguish adirect linear measured
location from an indirect measured location. The direct linear
measures typically apply to the path and physical transporta-
tion assets along the path. The accuracy of indirect measure-
ments depends on reference objects and will beinfluenced by
the measurement errorsin the reference objects and the spac-
ing of the reference objects asindicated in Figure 2-5.

Thelinear spacing of the reference objects associated with
thelinear reference system can substantially affect positional
accuracy. The spacing between linear reference markersisa
form of resolution and the coarser the spacing or resolution,
the less accurate the locational reference. If, for example, a
crash isreported as between Exits 49 and 50, the accuracy of
the event isafunction of the distance between exits (approx-
imately £5 milesfor a 10-mile spacing between the exits). A
crash referenced as just south of Mile Marker 315 can have
a higher accuracy because of the finer spacing (i.e., resolu-
tion) of mile markers. The error model must consider the
positional accuracy of alinear locational reference asafunc-
tion of thetype and resolution of the linear reference method.

Where a digital representation substitutes for the physical
path, the results are multiple possible topological and geo-
metric representations of the physical roadway, some of which
may be substantially less accurate than others. Characteris-
ticsof anetwork that affect the quality of referencing atrans-
portation feature or event include topological completeness,
geometric accuracy and detail, and attribute accuracy and
consistency.

To understand the role of geometric accuracy and detail,
consider the casein which GPSisused to position aroad cen-
terline. Each recorded coordinate might have centimeter-
level accuracy. However, the number of coordinates collected
and their ability to capture the geometry of the physical road-
way will have a sizeable effect on the accuracy of the linear
measured distance generated from these coordinates. Thisis
another instance in which resolution has a significant effect
on positional accuracy.

Attribute accuracy and consistency play arole given that,
as noted in the previous section, a linear location reference
includes aroute or similar reference that must ultimately pro-
videalink to an anchor section. Relationships need to be estab-
lished among several objects across the database to make con-

nections from route identifiers to links to an anchor section.
If anameor identifier isincorrect or inconsistent somewhere
in the database, misconnections will occur, resulting often
in gross inaccuracies in areferenced position. The problem
ismost likely to occur with indirect linear measurements.

From apractical point, the location of objectsrelativeto a
network is of great importance. Practically, it does not mat-
ter if the road network is a meter off, aslong as one can find
the location of a certain feature. Networks with low posi-
tional accuracy can be used, aslong asthey are completerel-
ative to the log points and intersections.

Although several sources of error areinvolved in generat-
ing alocational reference for transportation festures or events,
the transformations between spatial reference systems are
another source of positional error. In the transformation
process, either two independent reference systems have to
be combined into one new system, or one system must be
transformed to the other. Both approaches raise issues of
uncertainty.

Figure 2-6 is a schematic representation of three sources
of errorsinvolved in this context. Figure 2-6a illustrates an
example of 2D measurement error. Because the measure-
ment is independent of the road network, the measurement
may be off the roadway even though, in redlity, it is on the
roadway. Transforming the 2D referenceto alinear reference
will place the location on the roadway but with some error
that is a function of the 2D measurement error plus a linear
measurement error. Conceptually, the 2D-measured location
movesto the closest point on the roadway. However, giventhe
error in the measurement, there are multiple closest pointsrep-
resented by the normal vectors from the circular error bound
to the road centerline.

Figure 2-6b illustrates error in the network representation.
Given that the centerline position has error, the set of closest
points extends to positions represented by the network error
buffer. Figure 2-6¢ represents the cumulative error from these
sources. Finally, Figure 2-6d illustratesthe errorsthat might be
present inthelinear referencing system. Figure 2-6d illustrates
potential bounds on the transformed linear position. The spe-
cific error value depends on the errorsin each of the respective
referencing systems. The effective result is that the 2D error
transforms to a linear error in the linear referencing system.
Figure 2-7 shows an example for a2D error ellipse.

2.5.4 Transformation Methodology

Transformation of data provides the necessary key for the
interoperability of data sets. Many transportation agencies
recognize a need to be able to trandate location references
between spatial referencing systems. Some agencies establish
one referencing system as the primary system and derive the
locationsin other systemsfrom the primary system. For exam-
ple, the primary location referencing method at the Virginia
Department of Transportation (VDOT) is link-node. VDOT
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Figure 2-6. Schematic representation of positional data error.

also uses mile points derived from link lengths between nodes
with known mile-point locations. Other states establish aloca-
tion control mechanism that is independent of any LRM. For
example, Wisconsin DOT has a Location Control Manage-
ment System, which is used for conversion between differ-
ent linear referencing systems (e.g., link/site and reference
point) (11). The main typesof transformation are defined and
illustrated in the following sub-sections.

2.5.4.1 Types of Transformations

The main types of transformations for transportation appli-
cations involving linear reference systems are as follows:

« Transformation Type 1—transformation of a 2D (or
3D) location expression to alinear location expression.
This might occur when new data are collected using
GPS and these GPS coordinates need to be converted to
alinear referenced position to integrate with legacy data
already linearly referenced (Figure 2-8a).

+ Transformation Type 2—transformation of a linear
location expression to a 2D (or 3D) expression. This

2D Error
Ellipse

Transformsto

might occur when linearly referenced data need to be
converted to 2D coordinates for analytical purposes such
asfinding al crasheswithin 2 miles of an intersection for
all intersectionsin ajurisdiction (Figure 2-8b).

» Transformation Type 3—transformation of one linear
location reference to another linear location reference.
Thismight occur if transportation featuresreferenced in
alegacy linear system need to be updated to a new lin-
ear systemor if morethan onelinear system existswithin
an organization and data need to be integrated across
these systems (Figure 2-8c).

Currently, locational references, regardless of the type of
spatial reference system, are not reported with error. Interms

of an error model, for the 2D case, assume a coordinate (X,y)
with error such that the expression is as follows:

X+ ¥ Y+ W)
where yy, Yy arethe errorsin the x, y values respectively.

In the linear case, it is assumed that there is some error
associated with the distance measure d. If A is the anchor

1D Distance
Error

Figure2-7. Exampleof 1D error generation.
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ID - 104 ID - 104
XY Route # ?
Distance ?

(a) Transformation Type 1
2D (x,y) coordinate is known, distance d is unknown and must be determined, route may or may

not be known.

ID - 104 ID - 104
Route 101 XY ?
Distance 78

(b) Transformation Type 2

Route and distance are known, 2D coordinate is unknown and must be determined.

Route 101
distance 78

ID - 104 ID - 104
Route 101 Route 29
Distance 78 Distance ?

(c) Transformation Type 3

Route and distance are known in Linear System 1; route may be known but distance is unknown

in Linear System 2.

Figure 2-8.

point or origin for adistance measure, then the expression for
the distance measure with error is as follows:

dy + e

where d, isthe measured distance relativeto the anchor point
Aand e, istheerror associated the measurement. Using these
error expressions, errors in the three main transformation
types areillustrated in Figures 2-9a through 2-9c.

Several variations of these three main transformation types
are possible. Illustrations of some specific transformation
casesfor Types 1 and 3 are considered in the next section.

2.5.4.2 Transformation between GPSand LRS
(Type 1)

Transformation between GPS and LRS is an example of a
roadway inventory project conducted by a contractor for a
state DOT. Inthisexample, coordinates of transportation fea-
tures are captured using GPS and transformed to UTM or
State Plane. Both road centerline and assets are measured
with the same system (e.g., a stereo imaging system, which
bases its locations on GPS). Thisis an example of the direct
linear measurement case and, therefore, both road centerline
and roadway features are of the same accuracy (<3 ft). The

Illustration of transformation types.

@‘; Transformsto % YW
A

(@)
@ XYX, y+yy

Transformsto

@d; Transformsto
A

(

Figure 2-9. Examples of errors associated with the
transformation types.

@: +e’
A
A

(b)
©)

state DOT wants the asset information converted to a linear
reference system, so it is necessary to transform the GPS
data. The contractor uses the following steps to accomplish
thistransformation (The steps areillustrated in Figure 2-10):

Copyright National Academy of Sciences. All rights reserved.
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1. Compute the 3D (i.e., slope) distance of the road cen-
terline, starting at the beginning of the road (there are
certain rules defining the beginning and end mileposts,
e.g., north—south).

2. Compute the mileposts of all intersections (i.e., log
points and anchor points). This road centerline,
together with the distance references of the log points,
serves as the network.

3. Findtheclosest point on the road centerline of the road-
waly assetsinventoried, then compute the milepost (i.e.,
distancefrom the start of theroute) and the offset of the
feature from the centerline.

The result is two measures (distance [D] and offset [Q])
for each transportation asset. This method also allows the
positioning of linear featuresif the beginning and end points
of the feature were measured.

2.5.4.3 Transformation Between Two Linear
Reference Systems (Type 3)

Often state DOTs have legacy data that are positioned
using a form of linear referencing system. For instance, a
DOT may have aroad centerline network available that was
digitized from geocoded aerial photos and of questionable
accuracy; however, the data are consistent with all other GIS
datalayersin the DOT system. In many instances, the DOT
may not want to add inventory points created with GPS,
because they would not overlay with the legacy data, even if
they are more accurate. One approach to this problem is to
transform the transportation feature or event data captured

Geomdry of LRS
|Create GPS Centerline (CL) |

ﬂ Transportation
Feature File

| Compute Slope Distance | X, Y, Z GPS Locations |

| I

Find Closest Point (CP)
on Centerline

7

Compute Distance (D)
MP of Object

!

Compute Offset (O)
Distance Object to CP

!

D,O Linear Referenced
Locations

Compute Distances of
Nodes Intersection MP’s

Figure2-10. Sepsin transformation of data for GPSto LRS
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with GPSto alinear reference system (LRS-1) and then con-
vert thissystem to the customer’ slegacy linear reference sys-
tem (LRS-2). This can be accomplished with the following
steps asillustrated in Figure 2-11:

1. Compute the distance to all intersections and the end
point of LRS-1 relativeto the origin or starting point of
the legacy road centerline LRS-2.

2. Takethetransportation feature datareferenced in LRS-1
and, using the anchor points (i.e., intersections) as ref-
erence objects, squeeze or stretch the distances to
match the measured distances of the legacy system,
LRS-2. The desired transformations can be accom-
plished with most standard GIS programs using
dynamic segmentation routines.

The result is the new feature inventory referenced to the
old centerline. Thisallowsthe user to combine new roadway
features with legacy datawithout having to change the exist-
ing system completely.

The opposite transformation aso may occur where legacy
data are transformed to anewer linear referencing system. A
question of interest for DOTs may be whether thereisasig-
nificant accuracy difference between converting new inven-
tory features to alegacy linear referencing system and con-
verting features referenced in the legacy system to a new
linear system.

Assuming that the same reference system was used, one
approach would be to accept the data as is, without consid-
ering the consistency of topology and the differencesin the
precision of the measurements and the resolution of the ref-
erence methods. Another approach would be to use redun-
dant information by comparing locations of identical events
and to stretch or shrink the historical data set. In the latter
case, the uncertainty information attached to (or assumed for)
historical events would have to be transformed as well.

Transportation Features

Referenced in LRS—1 '8==——=>> Geometry LRS -2

| Features linked to CL - 1 | | Road Centerlines (CL) 2 |

1 1

| Create Feature File 1: D, O |

| Create Geometry 2 |

g

Run Dyn Seg Routine

Feature File 1 on
Geometry 2

1

File 1 Features
Displayed on Map
Defined by CL 2

Figure2-11. Sepsin transformation of data from LRS-1
to LRS-2.
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2.5.5 Model Concept

A formal approach in developing the error model considers
all the components of uncertainty mentioned above, as well
as transformation-specific properties. This includes recorded
measurement precision, accuracy of the network, and issues of
scale and resolution. Key issuesin the model concern errors
initiated in the measurement system followed by errorsinthe
transformations between the different reference systems. A
location and its associated uncertainties are the central objects
of interest. The conceptual data-error model is designed
to handle the uncertainties associated with the locations of
transportation features and events present in transportation-
related applications.

A location can first beinfluenced by the definition of afea
ture or event (e.g., a crash location can be seen as the loca-
tion where the crash started or whereinvolved cars stopped).
Once a definition has been established, a transportation fea-
ture or event is located in a specific reference system by a
particular measurement method and measurement device and
the level of uncertainty depends on the reference system
characteristics. In a 2D (or 3D) reference system, the posi-
tional characteristics of the error component will be dictated
primarily by the precision of the measurement device. A lin-
ear reference system is particularly prone to accumulating
systematic errors. Additionally, in alinear system, the reso-
lution and accuracy used to record the network, aswell asthe
method and device used to acquire its location, affect the
quality of the data.

The goal is to isolate the location and formalize a more
abstract model for therelated parameters(i.e., feature or event,
network, measurement system characteristics and dependen-
cies). This approach alows a generalization of transforma-
tion procedures and, thus, builds the basis for an error model
formulation that will allow development of an uncertainty
expression for alocation.

The three main components of the conceptual model define
theinput data, the desired output, and the requirements needed
to achieve the desired outputs:

* Inputs (or information that exists)
— Reference systems (1D, 2D, and 3D)
— Event data (1D, 2D, and 3D) including networks and
event data
— Associated accuracy or uncertainty information (e.g.,
measurement error)
» Output (i.e., estimation of errors)
— Estimates of errors associated with the transformation
between reference systems
— Estimates of errors in the combination of data from
different dimensions (e.g., 1D network with 2D event,
such as highway: pavement status with crash location)
* Reguirements (or processes to use the available infor-
mation to obtain the desired outputs)
— Knowledge of al involved reference systems

— Transformation methods between reference systems
for events and their associated uncertainties

— Means to combine uncertainties associated with dif-
ferent data.

These components define the structure of the data error
model. This is an object-oriented concept, where the posi-
tion of an event can be visualized as an object that depends
on (a) an event, (b) a reference system, (c) a network, and
(d) ameasurement device or methodology. The focus of the
error model is methods of transforming between reference
systems and the associated uncertainties, as well as ameans
to combine uncertainties associated with different data. Fig-
ures 2-12 and 2-13 illustrate the dependencies of the error
model. Figure 2-12 shows the relationships among event,
measurement method and device, and reference systems.
Figure 2-13 shows the transformation between two referenc-
ing systems. A measurement device (e.g., DMI versus photo-
grammetry) or a measurement method (e.g., linear distanc-
ing versus 2D measurements) introduces uncertainties. The
level of uncertainty also depends on the reference system
itself. For example, in a 2D reference system, the positional
characteristics of the error component of the uncertainty of
an event will be primarily dictated by the precision of the
measurement device. A 1D reference system is particularly
proneto accumulating systematic errors. Thus, the positional
error component of an event dependsincreasingly on the sys-
tematic errors inherent in an existing linear network. The
transformation methodology dictates the transformation of
associated uncertainties.

The dependencies shown in Figure 2-12 can be compared
with the model outlined in 20-27(3) data model (87). The
given terminology, however, varies slightly. The essential
parallels are that events are directly linked to a location and
that the location is directly linked to a reference method and
areference system. The addition of thedirect link to theinfor-
mation on the measurement device aswell asthe network (or,
to be more precise, the uncertainty of the network) isan addi-
tiona reguirement of the conceptual data error model. This
outline, however, fulfillsthe purpose of enhancing the visual-
ization of the uncertainty portion of the concept. It should be
emphasized that accessto information regarding the reference
system, the network, the measurement method and device, as
well as the event, is essentia for an error model. The means
of getting this information is secondary. For the purpose of
retrieving this information, the data model described in
Adams et d. (87) can be used as a basis. Additional objects
(e.g., an uncertainty object), however, have to be introduced.

2.5.3.1 Model Formulation

A mathematical formulation of a conceptual model that
incorporateserror into positional datacan bewritten asfollows:

L=TL+EL, +EL,+...+EL,
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Figure 2-12. Data error model—combination of event and network.
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Figure2-13. Data error model—transformation between
referencing systems.

where L is arecorded location, TL is the true location, and
the EL,; are errors associated with alocation from k different
sources. Thus, each measured location is the sum of the true
location and anumber of error terms. Each of the error terms
has an associated probability distribution that describes the
likelihood of errors over its range of plausible values. A
number of the error terms were outlined in Figure 2-5.

The data-error model, however, can be simplified by com-
bining the errors into a single term. The resulting statistical
model iswritten as follows:

L=TL +EL,

where EL isthe overall error term at location L. The proba-
bility distribution of EL isdetermined by combining the prob-
ability distributions of theindividual error sources, which may
be correlated.

An extension to the generalized model (19) can be repre-
sented by the modified location expression:

LX = (LRM, LE, DX, EL).

where LX isalinear location expression composed of linear
referencing method (LRM)), linear element (LE), and distance
expression (DX). The additional term EL for the overall error
term of the linear location expression LX can be specified
by the probability distribution around the true location. This

Copyright National Academy of Sciences. All rights reserved.
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term, however, is not measured or given as the other terms of
the location expression. Calculations are required to acquire
an estimate of the associated error term EL.

These models are general and can be applied to data col-
lected using any location measurement technique and any
referencing system. An appropriate model for each location
measurement technique will be chosen to determine plausi-
ble probability distributions for the error components and
total data error.

Transforming data from one referencing system to
another will result in transformed locations that also have
errors (i.e., errors propagated from the original measure-
ments and errorsintroduced by the transformation process).
These errorswill be present, regardless of whether the user
is converting from 2D or 3D datato 1D data or from a par-
ticular dimension to the same dimension. A conceptual
model for the errors associated with transformation can be
written as follows:

g(L) =g(TL) +FL,

where g is the transformation function and FL is the error
associated with the transformed location. Asin the model for
the errors in observed data, F will have a probability distri-
bution that must be determined. The transformation function
itself may have a systematic hias as a result of the transfor-
mation or the referencing system.

For simpler transformations (such as 1D to 1D), the prob-
ability distribution of FL may be determined by mathemati-
cal derivation, such as the “delta” method. However, if the
transformation is more complex (e.g., across dimensions or
using a map-matching algorithm), the probability distribu-
tion of FL probably will need to be obtained by numerical
methods.

Informalizing the conceptual error model, an “uncertainty”
object with knowledge or stored attributes of, for example,
the resolution of the measurement system, active scale, and
measurement error (or legacy if transformed) is added to the
20-27(3) datamodel (87). Possible uncertainty attributes are
listed in Table 2-6. Modifications of the uncertainty object
for different objects (e.g., geometric location, temporal time
stamp, and network) are advisable. Thiswould require imple-
menting an uncertainty object, for example, for astored spa-
tial location, time stamp, measurement method, and network.
It isoptional to store one uncertainty object with all possible
attributes and use it to store spatial, temporal, and network-
specific uncertainties. The option chosen will be determined
by the status of the currently implemented system (DOT-
specific). For an existing system, it might be easier to imple-
ment a single additional object, rather than to add attributes
and functionsto amultitude of existing objects. Furthermore,
Table 2-6 is not necessarily a complete representation of all
attributes and functions. Additional attributes and functions
can be added as needed.

TABLE 2-6 Uncertainty object

Object: Uncertainty
Resolution

Active Scale

Measurement Error
Network Accuracy
Topologica Completeness
Lineage (of Previous Transformations)
Probability Zone
Temporal Uncertainty
Visudize

Transform

Merge

Attributes

Functions

The functions of the uncertainty object use the informa-
tion stored by the attributes of the object. The functions of
the object help to communicate the inherent uncertainties.
For example, one can visualize the uncertainty of a spatial
event by presenting the probability zone around the speci-
fied event. The transform function has severa variations,
one for each possible transformation with a corresponding
metric that has knowledge of how the probability zone of an
event (i.e., location error) has to be adjusted to reflect the
performed transformation. The merge function accounts for
the combination of two or more objects with properties of
different reference systems. These can be events, events and
anetwork, or networks.

2.5.6 Presentation of Positional Data Error

Error can be represented by either a description or an
error map. Hansen (88) noted that data quality standards on
positional accuracy emphasize the accuracy of the coordi-
nate values in the X, y, z plane. Error estimates with confi-
dence intervals for these coordinate values are not explicitly
described as elements, nor is the precision of the coordinate
values delineated.

Agumya et al. (83) noted that the primary concern that
end-users have regarding uncertainty in data is its potential
effect ontheir decisions. Theintention of ng fitnessfor
useisto avoid the application of datawhose uncertainty may
cause unacceptable results. The traditional method to assess
the acceptability or fitness of use—the standards-based
method—compares data uncertainty with a set of standard
methods that reflect the acceptability levels of uncertainty in
the data (36). With this technique, fitness for use is assessed
by directly comparing the quality elements of information
against a set of standards that represent the corresponding
acceptable quality components. To facilitate the comparison,
the standards are defined using the same elements as those
used for describing dataquality. These may include scale (of
the source document), root mean square error (RMSE), res-
olution, percentage of correctly classified pixel (PCCP), cur-
rency, and percentage completeness (83).

Copyright National Academy of Sciences. All rights reserved.
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The three main ways of presenting uncertainty associated
with positional datafor two-dimensional GIS are asfollows:
(1) a confidence region model based on arigorous statistical
model, (2) error band models derived from the error propaga-
tion law in statistics and stochastic approaches, and (3) relia-
bility of linear measures based on simulation and statistical
techniques. Analytical and simulation techniques were used
to investigate positional error. It was concluded that both
techniques provided approximations of the error with identi-
cal results. The simulation technique was found to be time-
consuming compared with an analytical method (89).

It is commonly assumed that a node is distributed within
an ellipsoid, centered at its corresponding true location (90).
Modeling positional error assumesthat the error of each node
is normally distributed within an error ellipsoid centered at
its true location. GPS data positional accuracy is typically
expressed in 2D or 3D, for example, intermsof circular error
probability (CEP) or spherical error probability (SEP). Thus,
it is necessary to transform these accuracy measuresinto 1D
measures to make them comparable with linear feature dis-
tance accuracy measures. AsDOTsdeploy GPSin positional
data collection, the need for integrating GPS data into exist-
ing LRS increases. As the GPS technology improves, accu-
racy increases, although the data captured are not entirely
error-free. Accuracy measures of GPS readings can be shown
by the probability distributions of error (9), which involves
identifying the location with a band of probable variations
based on the error.

The uncertainty model that has evolved can be defined as
a stochastic process capable of generating a population of
distorted versions of the same reality (such as a map), with
each version being a sample from the same population. The
traditional Gaussian model, where the mean of the popula-
tion estimates the true value and the standard deviation is a
measure of variation in the observations, is one approach to
describing error. Nevertheless, the Gaussian model is global
in nature and says nothing about the processes by which error
may be accumulated (29).

McGranaghan (92) discussed various techniques for dis-
playing the uncertainty of thelocation of aspatial feature, the
distinctness of boundaries, and the relative size of the fea
tures. Beard et al. (93) presented methods of using explor-
atory data analysis in a spatial context where quantitative
methods are not available. These methodsillustrate the relia-
bility in the classification of features based on the size of a
feature. Hansen (20) noted that defining these spatial charac-
teristics forms a basis from which one can begin to model
error. This approach includes identifying the type of error
distribution and methods of estimation for a spatial charac-
teristic of a feature. Measurement-based systems develop
error estimates derived from anormal distribution of error for
repeated measurements and redundant measurements, which
permits correction for distortions introduced by map projec-
tions, thedifferencesin actual elevation, and the spheroid sur-
faceto length and area measurements of survey data (94, 95).
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Other spatia characteristics may require the use of another
error distribution.

2.5.6.1 Conceptual Approach to Presentation
of Error

One of the primary objectives of this project is to develop
an approach for presenting positional dataerror. The concept
is to introduce probability zones around features (e.g., an
event) to describe the uncertainty of their locations. The cal-
culation of a probability zone is based on the measurement
error aswell asthe resolution of the applied measurement sys-
tem or the embedded reference system. The goal of the prob-
abilistic approach isto assign n-dimensional probability zones
immediately surrounding every n-dimensional measured fea-
ture location. The size of each of these n-dimensional zones
depends directly on two components: (1) the uncertainty
arising from imprecise measurements expressed in impre-
cision measures or derived inaccuracy values (e.g., £5m)
and (2) a user-selected probability threshold (e.g., 95 per-
cent) that the true feature location isto be found within this
probabilistic space.

The basic idea is to transform, for example, an accuracy
value of (x meters) into a statistical probability that a point
can be found in its neighborhood based on the normalized
normal distribution and the present resolution. Subsequently,
each feature or event is assigned a probability space. The
probability zones are confidence interval sindicating the con-
fidence or the probability that a specific measured event is
actually located within agiven area. For example, asurveyed
point location is known with a spatial accuracy measure of
+1 meter. Thus, one can assume, with a probability of about
68 percent that the actual location of thispointiswithinacir-
cle of radius 1 meter. Assuming, however, that one would
like to be 95 percent confident that the point islocated within
a specified area one would have to use a circular area with
radius of 1.96 meters according to the normal distribution.
Applying this principle, one can now translate error measures
of +x units into probability zones. Additionally, this allows
one to overlay two such generated probability zones to gain
information on the possibility (given in percentages of prob-
ability) that two locations are congruent.

Probability zones can either be binary and continuous.
These are both indicators for the probability that a specific
GlSfeatureislocated within an estimated probabilistic area.
These are described below.

Binary Zone. Inabinary probability zone, the Gl Sfeature
of interest isasubset of asingle unit of the measurement sys-
tem. In this case, the resolution of the measurement system
dictates the resulting uncertainty values. The binary zone is
arather simple approach. The basic idea is to determine the
probability that a sub area is selected. The term binary is
assigned because no distinction ismade asto what degree the
sub areais selected. The possible result set is: { selected, not
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selected} . Furthermore, this approach resultsin asingle value
for the entire measurement unit. Hence, it istermed the binary
zone. Consider the following scenario:

Assume that afeature (e.g., a parking lot measuring 10 m by
10 m) issmaller than the atomic unit of the measurement sys-
tem (e.g., 230 m by 30 m pixel) and is positioned somewhere
within aspecific unit (e.g., pixel x, x). If one choosesto walk
to the real location of this unit (e.g., the 30 m by 30 m area)
100 times, how many times would one actually stand on the
parking lot? The result can be obtained by simply calculating
the percentage of the sub-area in comparison to the unit.
Thus, it can be derived that one would stand approximately
11 out of the 100 times on the parking lot. In other words, the
percentage indicates the probability that the subset of interest
is selected (e.g., (111 percent). It is a measure for the degree
of uncertainty that one actually selects the desired sub area.
Or one could state that one can select the desired sub areawith
aprobability or with a certainty of about 11 percent.

The above exampleillustrates the case of 2D raster-based
imagery. The measurement system also could be linear. For
example, the police record acrash location based on the near-
est milepost. In this case the feature extension would be about
75 yards, however, the resol ution of the measurement system
is based on 1-mile segments (or 1,028 yards). Thus, if one
would visit the location based on the nearest milepost, the
probability of standing somewhere within the 75 yards of the
actual crash would be only 7.3 percent.

This approach further assumes that the actual value of the
sub areaisknown (e.g., one knowsthe size of the parking lot).
This approach requires some sort of external information
source or the implementation of one of the above-mentioned
approaches such as discussed in Ehlschlaeger (96). An exten-
sion to the binary zone can be applied for unions of mul-
tiple atomic values. In this case, one would assign a new
atomic value equal to the sum of all previous atomic values
in the union.

Continuous Zones.Continuous probability zones, on the
other hand, are mostly independent of the resolution of the
measurement system. In the continuous case, the decisive
factor is the measurement error, or to be more precise, the
resulting variance associated with ameasured |ocation. Con-
tinuous zones can be calculated for any geometric object
embedded in n-dimensional space. Shi (97) provided generic
derivationsfor the geometric objects of apoint, line segment,
and line. The model assumes that measured locations (X,,) of
an n-dimensional feature are based on a normal distribution
with variance (0?) around the truelocation (). Furthermore,
Shi (97) describes the calculation of confidence intervals
based on the confidence level itself, the geometric feature
(e.g., point and line), and the n-dimensionality of space. The
confidence intervals are based on the x2-distribution, where
the probability that the measured point location is within the
tabulated distance of the true point location can be tested.

The approach used in this project makes two adjustments
to the general approach discussed by Shi (97). Firgt, it is

assumed that equality exists among the n variances associ-
ated with each of the cardinal directions, resulting in Equa-
tions1 and 2:

0°=0% =0y =...04 (@)
X0 mgo? 0 0
0 2 N

Measured location = gfz E- N, %ZSDO o 0 m @

5 HHH o

Usually, asingle accuracy value(i.e., 6?) isprovided, if at all.
The requirement of explicit specifications for the variances
in all cardinal directionsisthe ideal scenario; however, it is
unlikely to be found in practical applications. Equation 3isa
general descriptor for the spatial extent of the probability
zone around an n-dimensional point location:
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Similarly, for alink node system we can derive Equation 4
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In the second modification, severa layers of probability
zones are generated, rather than a single zone, allowing for a
more detailed representation of the validity for the subsequent
discussion on the combination of two or morefeatures. For any
GIS feature in an n-dimensional space, the probability zones
can be ca culated based on preset confidence levels, for exam-
ple, PZ .5, for the 75 percent probability zone, to PZ g, for the
99 percent probability zone. Each of the probability zonescov-
ers the continuous space immediately adjacent to its neigh-
boring zones. This principle is best explained by using an
example. In the case of an n-dimensional point location, one
can calculate the probability zones in the following manner:
for example, PZ 7. dPZ 75 = 20 O Xf(n-025n, Which indi-

Copyright National Academy of Sciences. All rights reserved.
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cates that the true point location lies, with a probability of 75
percent, within the zone outlined by the shape formed at a
distance dPZ ;5. For the 2D scenario, this would result in a
square with dimensions dPZ ;5 by dPZ ;5 with the point fea-
ture located at the intersection of the diagonals of the square.

The distance dPZ from the point in each of the cardinal
directionsx . . .nand consequently theintervalsfor the prob-
ability zones PZ are asfollows:

-dPZ s to + (dPZ.75 =0 D\/Xi(n—O.ZS)/n)
_dpzlgo tO - dPZ_75 and
+dPZ s to + (dPZ.so =oQ Xf;(n—O.Z)/n)
+dPZg4 tO +dPZ g
_dP290 tO - dPZg5 and
+dPZg to  +dPZg
_dP295 tO - dPZgO and
+dPZg to  +dPZg
_dpzlggg tO - dPZ.gs and
+dPZy to  + (dPZ.99 =oQ X%;(n—0.0l)In)

Figure 2-14 depicts an example of a 1D point feature. The
left side shows a single probability zone at the 75 percent
confidence interval; the right side shows multiple probability
zones according to the previous example (dPZ ;s to dPZ o). As
noted in Figure 2-14, the width or radius of a probability zone
increases asthe distance from the measured | ocation increases,
keeping in mind that the gained probability increaseis constant
(with the exception of the last interval where it is decreased).
This makes the gain of additional confidence at higher confi-
dence levelsrather costly because of exponentially increasing
the borders of the area of uncertainty.

Subdividing the probability zones in such a way helps to
describe the different stages of confidence levels. Another
advantage of this procedure isthe more detailed gain of con-
fidence per unit (e.g., linear distance or square units for the
2D case) information, which isdesired as outlined in the sub-
sequent discussion on the combination of two or more fea-
tures. Table2-7 illustrates acomparison of gained confidence

80% 85% 95%

a PPN N 9
v Tvvav v K

Measured location 75% 90% 99%

Figure 2-14. Probability zones of a
one-dimensional point feature.
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versus units added to the uncertainty interval for a point fea-
ture. In Table 2-7, for the 2D point feature, a 75 percent con-
fidence interval is equal to an area of uncertainty of 1.32
square units. The increase from a 95 percent to a 99 percent
confidence interval is more costly, i.e., a gain of 4 percent
confidence costs an additional 2.97 ¢ square units of uncer-
tainty area.

2.5.6.2 Combination of Two or More Features

This section discusses the combination of two or morefea-
tures resulting in an estimate for the probability of congru-
ency. In other words, this approach calculates the probabil-
ity that, for example, two pointsareidentical or that two lines
intersect. This section introduces the principle using the
example of atest of congruency for two 2D point features.

Figure 2-15 illustrates the two measured point locations (P1
and P2) aong with their confidence intervals. For illustrative
purposes, the number of probability zones is reduced to two
for each of the point locations. The two point locations have
associated standard deviations of 0, and o, (with 0, < ay),
respectively. The inner probability zone is a PZ ;s and the
outer one a PZ g. For simplicity, both probability zones of
Point 2 are located completely within one zone of Point 1.

To calculate the probability that the two points are con-
gruent, one needs to calculate the probability that the true
point locations of Point 1 and Point 2, respectively, are in
Area A and Area B (see shaded areas in Figure 2-15). First,
calculate the probability that the true location of P2 iswithin

TABLE 2-7 Confidence versus units added to the uncertainty
interval for a point feature

Probability Zone One-Dimensional Point Two-Dimensional Point
PZ 75 2300 1320
PZ g 0260 032 o
PZ g5 0320 043 o
PZ g 0410 0.64 0
PZ g5 0630 1130
PZ g9 1230 2790

Figure2-15. Two point
locations along with their
confidence intervals.
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Area A or B. The probability that P2 isin Area A is P2, =
75% and that itisin AreaB is P2 = 95% — 75% = 20%. For
Point P1, calculate the portion of Area C (there is a 20 per-
cent probability that P1 islocated in C) covered by Area A
and AreaB. The probability that the true location of Point P1
iswithin area A can be derived as P1, = C/A - 20%. Simi-
larly, the probability that Point P1 is within Area B can be
surmised as P1; = C/B - 20%. Having derived the probabili-
ties that each of the two point locations isin Area A or in
Area B, the probability that both events occur can be calcu-
lated. The probability that both true point locations (i.e., P1
and P2) are positioned within Area A isPy\(P1 N P2) = P1, O
P2, Similarly, for Area B, Pz(P1 N P2) = P1; - P25. The
probability that Point P1 and Point P2 are congruent can be
calculated as P(Py U Pg) = Py + Pg.

2.5.7 Prototype Data Error Model

This section describes the prototype error model and illus-
trates its application. The prototype model essentially repre-
sentsthe uncertainty object. Fundamentally, thisis ametadata
reporting approach, which contains uncertainty information
about theevent and its history. The prototype model isdesigned
as a stand-alone product where al the required input informa:
tion hasto be provided by the user. For afull implementation
into existing transportation databases this information can be
retrieved from existing data. The challenge in developing a
data error model stems from two facts: there are a multitude
of data sources (e.g., photogrammetry and distance measur-
ing instruments) and multiple reference systems in multiple
dimensions.

These facts were considered in developing the prototype
error model to meet the two main goals of estimating the
uncertainty (1) associated with data collection, network, and
referenced features; and (2) in combining different data
sources (e.g., 2D network with 1D event digitized road loca-
tion with crash site). The first task is to find a common
descriptor for positional uncertainty inherent in the spatial
data specific to transportation features.

2.5.7.1 Input Requirements

This subsection describes the input requirements for the
prototype model. The dependencies of alinear or point fea
ture, shown previously in Figure 2-12, are implemented in
the prototype model and require user input for estimates of
the standard deviations of each component. For example, the
measurement method of recording a crash site on a highway
could be by a handheld GPS or by measuring the distance to
the nearest milepost via the odometer in a police car. Each
method, however, has a known standard deviation, which is
used to estimate the associated probability zones. In the lat-

ter case, network errors of the milepost system are also a
required input for the prototype.

Figure 2-16 shows the required inputs for the uncertainty
object and the relationship between the measured object and
the sources of error. As noted above, the prototype is essen-
tially animplementation of the uncertainty object itself. Instead
of retrieving the necessary input (right side of Figure 2-16)
from the system, the user is asked to provide these data.

To avoid crowding the presentation with too much infor-
mation, each point feature and each network have an indi-
vidually associated raster. For example, if the input consists
of point features and one network of 15 link nodes, the uncer-
tainties of thissystem are stored intwo individual layers(i.e.,
onefor the point feature and one for the network). Eachinter-
section chosen adds raster maps.

Functions within the uncertainty object are used to calcu-
late uncertainties and their propagation and then store indi-
vidual uncertainties. Specifically, the prototype requires the
following inputs:

* Type of feature (i.e., point or line).

 Spatial locations of events and link nodes (i.e., coordi-
nates of the events, such as line event and start- and
end-coordinates). In a situation where two lines inter-
sect, for example, the coordinates of the start and end
points of each line will be required.

« Estimated imprecision of relative or absolute network
errors (i.e., estimates of level of precision of how the
event was measured).

* Resolution of measurement system (i.e., resolution of
the measuring devices and referencing system used).

* Precision of event measurements (e.g., estimated preci-
sioninlocating a crash site).

 Extent or description of the event (e.g., crash site versus
business sign).

Depending on thefeature or event of interest, theerror value
would reflect the estimated precision of the network, resolu-
tion of the measurement system, and/or systematic network
error. For example, for a2D line event, the error value depicts
the estimated imprecision and resolution associated with the
development of the line or network (or base map) from which

Linear feature:
Accident location

M easurement error

Uncertainty object
Retrieves and compiles
uncertainty information

Resolution of the
reference system

Systematic
network errors

Figure 2-16. Detailed input requirements.
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the line was derived. In such a case, the errors associated with
digitizing the map or converting aerial photographsinto maps
will betheinput into the error program. On the other hand, for
apoint event, the error value reflects the precision of the mea-
suring instrument or method. The extent of the event isjust a
descriptor for the event under consideration.

As discussed in Section 2.5.4, in order to visudize a 1D
error in 2D, information on the linear distance from aknown
point is required. The delta method (where the error in the
direction of the line as well as perpendicular to the line) is
used. The error value in the direction of the line can be cal-
culated using the chi-squared table, while the width of the
line will be used to represent the width or the error.

To illustrate the application of the prototype error model,
consider asimpleexample of crash location data. Inthisexam-
ple, the prototype model was used to estimate and display the
combined errors associated with recording a crash site located
on a highway segment. The crash site was recorded by refer-
encing the nearest milepost (i.e., the measurement method
could be handheld GPS or measuring the distance to the near-
est milepost via the odometer in a police car) and the road
network was digitized from aerial photographs, which requires
atransformation from one system to the other. The uncertainty
of the linear festureistransformed into 2D space. In applying
the model, it is assumed that each measuring method has a
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known standard deviation of measurement error, whichisused
to estimate the associated probability zones. The model was
used to estimate the combined errors from line and point
events.

2.5.7.2 Calculations

First, the probability zones associated with each feature
are calculated and stored in separate geo-referenced Arc
ASCII rasters. The zones are based on assumed uniformly
distributed intervals of the x2-distribution. The zones rep-
resented in the prototype are 075, 75-85, 85-90, 90-95,
and 95-90 percent significance intervals of the associated
¥2-distributions. Thus, each spatial location (added by the
user) has five discrete buffers around it, where the closest
represents 75 percent probability that the true point location
is within the buffer, and the second through the fifth each
represents an additional 5 percent. Each pixel in thosethree
zones receives a proportional probability that the location
is exactly in that pixel according to the assumption of uni-
formity within each zone. For example, the uncertainty of a
crash site that was linearly referenced with an indepen-
dently produced 2D representation of the same road can
now be combined. Assume that the crash site was recorded
by referencing the nearest milepost and that the road

Key:

e o o o

transformation from 1D to 2D)

Yellow line = road (the true location of the line event)

Yellow circle = linear referenced point event (crash site)

Red rectangles (at the ends) = 2D uncertainty of the road centerline

Red middle portion = extent to which one can visualize error in 2D (thisis the result of

* Bluetrapezoid = linear referenced error visualized in 2D

Figure2-17. Combination of linear feature and 2D network.

Key:

* Yellow circlein purple square = location of business event (e.g., sign post)

e Purple sguare = business event in 2D (event that is not referenced to the road)

* Intersection between the blue and pink areas = the chance that the 2D event is actually on
theroad (i.e., the data quality of a 2D event with alinear referenced event)

Figure2-18. Intersection of linear event with independent 2D event.
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network was digitized from aerial photographs. In the pro-
totype model, the uncertainty of the linear feature is trans-
formed into 2D space.

Second, the program combines the different uncertainty
zones. Following from the example under consideration, one
can now combine the uncertainty of a crash site that waslin-
early referenced with an independently produced 2D repre-
sentation of the same road. Figure 2-17 shows a sketch of
the outcome after the two features are combined. In this
specific example, the 2D uncertainty zone is based on the
following: (1) the width isbased on the linear feature’ s net-
work error, resolution, and measurement error; and (2) the
height is based on the digitization error of the 2D network.

The next step is to calculate the probability that the lin-
ear event feature (which now has an associated 2D uncer-
tainty) intersects with a 2D point location. As can be seenin

Figure 2-18, it is not necessary to assume that this point
location has to be related to the 2D road network.

Based on the individually stored uncertainty layers, one
can now calculate the intersection of these layers by inter-
secting the probability of each pixel in each associated raster
layer. Theresult is stored in anew Arc ASCII raster.

The prototype error model is encapsulated into a software
program called Gl SError developed in Visual Basic program-
ming language with graphic user interfaces (GUI). The GUI
facilitates datainput and visualization of outputs. A user guide
for the application of the prototype error model is included
in Appendix A of this report. The program has a festure that
allows results from the error analysis to be exported to other
GI S application software. The prototype model was applied to
case study data obtained from the Ohio DOT. The results of
the case study are presented in the next chapter.
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INTERPRETATION, APPRAISAL, AND APPLICATIONS

3.1 DISCUSSION OF CASE STUDIES

This section describesthe results of applying the prototype
model to case study data. A comprehensive set of tests was
conducted on the prototype data error model software (i.e.,
GISError). The GISError program was developed to help
analyze and visualize the results of data errors and display
how errors of different data sources affect each other. The
program outputs the results of the error analysis and shows
the confidence intervals and buffers around data points and
lines. The program computes the probability of the intersec-
tion of two features or data sourcesto determine whether they
are compatible and should be used together. The following
data elements could be entered into the program by the user:

 Points: defined by a Cartesian (X, y) coordinate, such as
the Easting and Northing in a state plane system.

 Lines: defined by two points (i.e. the starting and end
points, which also are defined in the Cartesian coordi-
nate frame).

» Points on aline: defined by a distance from the starting
point. These correspond to the linear reference system
used for transportation applications, where theline repre-
sents the road centerline and the point is an event on the
centerline, such as a crash. The distance is the mileage
value of the event from the beginning of the route or the
nearest intersection.

 Error values: The user also can enter an error value for
both points and lines. This value represents the mean
error (1 sigma) of the data el ement. For example, apoint
whose position was determined with a GPS receiver may
have a sigma of 3 feet. The error value of aline shows
the uncertainty of the location of the whole line as a
buffer in the specified coordinate frame.

When two dataelements and their corresponding tolerances
(error values) are entered, the program generates a graphi-
cal display of the situation showing error buffers of various
probabilities at different significance levels and presented
in different colors. The program also displaysthe analytical
results of this computation by listing the minimum and max-
imum values of the confidence radius for specific probabili-
ties (i.e., 75%, 80%, 85%, 90%, 95%, and 99%). Finally, the
program displays the I ntersection Probability, which isamea-

sure of the likelihood of the two data elements intersecting.
Thisnumber isimportant to determinewhich datasets are actu-
ally compatible and which datasets should not be combined.

3.1.1 Case Study Datasets

Threereal-life datasets were used to test the prototype data
error model. Each dataset consisted of afew data elements,
which the user wishesto mergewith any of the other dataele-
ments. All possible and reasonable combinations of the data
elementsfrom different datasets were evaluated. Theresullts,
presented in this section, form the basis of the guidelinesrec-
ommended in alater section of this report.

The first dataset was provided by the Ohio Department of
Transportation (ODOT). This dataset contained three data
elements, which are used by ODOT:

* Road Centerlines were digitized by ODOT for USGS
1:24,000 quad sheets. These centerlines have been edited
and annotated by ODOT. They form a statewide net-
work. A linear reference system is defined along these
centerlines. The mean error of this data element is
approximately 50 feet, which ismostly dueto digitizing
errors and map generalization.

» Crash Data are represented by mileposts along the road
centerlines. Themean error of the crash locationsis spec-
ified to 52 feet by ODOT, which corresponds to /10 of a
mile. It isunclear how this dataset was collected. Proba-
bly it comes from the crash reports submitted by police
officers, which are either distances measured to the near-
est milepost or, in urban areas, crash locations linked to
aphysical street address. The latter case would actually
lead to amuch lower accuracy of this data element.

* Video Log Data are captured with a Mandli video-
logging van. This system usesreal-time, differential GPS
with an estimated accuracy of 12 feet. Thisdataelement
precisely traces the roadways and is usually less than
2 yearsold. However, it consists of acollection of points
where video log images were captured. Therefore, an
individual point does not correspond to a physical loca-
tion on the roadway. The GPS trace clearly outlines the
lane in which the video-logging van was driven.
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The second dataset comes from TRANSMAP Corpora
tion. It was collected with its ON-SIGHT mobile mapping
van, which features digital stereo cameras, kinematic GPS,
and an inertial navigation system. Roadway features and
road centerlines are extracted from the stereo images. This
dataset was captured in the same area as the ODOT dataset.
Therefore, adirect comparison is possible. This dataset con-
tains the following three data elements:

» A Road Centerline measured at the actual |ocation of the
center of the road. Typically, the road centerlineisvis-
ible in the images and defined as the pavement striping
in the middle of the roadway or as the center of a mid-
die lane. This centerline network also contains a linear
reference system, and, asintersectionsaredirectly related
totheintersectionsinthe ODOT centerline dataset, they
can be directly compared. The mean error of TRANS-
MAP s road centerline network is 3 feet.

» Roadway Features were extracted from the same set of
stereo images. They include signs, pavement markings,
light poles, signals, guardrails, and many more. Typi-
caly, 35 to 50 different feature types are inventoried
from the digital stereo imagesto create an accurate and
complete infrastructure inventory along the roadway.
These features are measured in the same stereo images
as the centerlines, and, therefore, have the same mean
error of 3 feet.

» GPS Image Locations are the third data element of the
TRANSMAP dataset. These points represent the loca

tions where images were captured along the roadway.
Although these points are called GPS Image L ocations,
they are determined by integrating kinematic GPS with
inertial navigation data.

The final dataset comes from GDT. GDT isacommercial
company providing street maps all over the country. GDT’s
data are based on TIGER files, a set of digitized road center-
lines maintained by the Census Bureau and updated and cor-
rected by GDT, especially in urban areas. The dataset, which
is about 40-feet accurate, aso represents a network of cen-
terlines, similar to ODOT’s or TRANSMAP's road center-
lines. However, it does not have an attached linear reference
system. On the other hand, GDT’s centerlines consist of
street segments that contain highly accurate street address
ranges. Thisinformation is critically important for capturing
certain types of data, such as traffic crashes, if no other
means of measurement are available to the police officer
recording the crash.

3.1.2 Methodology

The case study attempted to test as many different com-
binations of dataelementsas practical. Table 3-1 showsthe
matrix of test combinations with the ODOT data elements
on the horizontal axis and the TRANSMAP and GDT data
elements on the vertical. All combinations of data elements
shown in this matrix, with the exception of a comparison of

TABLE 3-1 Case study combinations matrix

ODOT
Centerline - Crash Data - GPS Video

Datasets 50ft 52ft Log - 12ft

TRANSMAP Centerline — 3ft B-1,B-2, D-1 E-1
C-1C-2

TRANSMAP Feature Points — 3ft H-1 K-1,K-2 F-1, F-2
TRANSMAP GPS Image Loc - 3ft | G-1 -1, 1-2 J1, 32
GDT Centerline — 40ft L-1 A-1
ODOT Centerline — 50ft M-1, N-1

NoTEs:
Each of the case study examples (A to N) represents a combination of two different data elements
provided by TRANSMAP or ODOT as described below:

ZECASTIOIMOOE®

GDT Road Centerline— ODOT GPS Point from video-logging van
TRANSMAP Centerline— ODOT Centerline

TRANSMAP Centerline— ODOT Centerline

TRANSMAP Centerline— ODOT Crash Data

TRANSMAP Centerline— ODOT GPS Point from video-logging van
TRANSMAP Feature Points— ODOT GPS Point from video-logging van
TRANSMAP GPS Image Location — ODOT Centerlines

TRANSMAP Feature Points— ODOT Centerlines

TRANSMAP GPS Image Location — ODOT Crash Data

TRANSMAP GPS Image Location — ODOT GPS Point from video-logging van
TRANSMAP Fesature Points— ODOT Crash Data

GDT Road Centerline— ODOT Crash Data

ODOT Road Centerline— ODOT Crash Data

ODOT Road Centerline— ODOT Crash Data

Copyright National Academy of Sciences. All rights reserved.
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the GDT centerlineswith the ODOT centerlines, weretested.
As these two data elements are based on the same source
(i.e., USGS 1:24,000 quads) and are of similar accuracy, it
was concluded that typically an agency would use either of
these datasets, but not both of them together.

For each combination of two data elements, four different
scenarios were created and the graphical results generated
using the software. These results show the following impor-
tant information for each of the combinations tested:

* The Data Input screen of the GISError program shows
the information entered into the test program (e.g., the
exact coordinate values for both data elements and the
error values).

» TheError of GIS Feature screen showsanalytical results
and lists the errors of both the first and the second fea-
turefor different probabilities. The results represent the
minimum and maximum error radius for a certain prob-
ability. Thiswindow also shows the intersection proba-
bility of the two data elements.

» Thegraphic of the Error of the GIS Feature displays as
concentric circles around a point or a buffer that is
rounded at the ends of a line segment. Both data ele-
ments are shown in the same window, so the user can
make an empirical decision as to whether or not the
two features would actually intersect.

» The corresponding datasets in a GIS format (the last
window) shows the two datasets in the ArcView GIS
and a screen shot of the area used for the analysis. This
givesthe user agood understanding of how these datasets
and data elements look in the real world.

The case study results are discussed in the next section.

3.1.3 Discussion of Case Study Results

This section describesthe results of the different case stud-
ies. Each case study represents a combination of two differ-
ent dataelements provided by ODOT, TRANSMAP or GDT.
This section provides descriptive interpretation of the results
and includes samples of the accompanying graphics. The
graphics of the remaining case study runs are presented in
Appendix B of thisreport.

The GISError program shows the buffers of the two data-
sets on top of each other. The second feature (dataset) is
always shown on top of the first feature. The intersection
probability showsthe probability with which the second data
set will fall within the confidence buffer of the first dataset.
For example, if the first dataset isinaccurate and has alarge
error, and the second dataset is very accurate and has asmall
error then, if the two data elements are separated by lessthan
two timesthe error of thefirst dataset, itisvery likely that the
second one will be within the first one’s buffer. However, if
the order of the datasets were reversed, which meansthat the
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accurate one comes first, then it is unlikely that the second
dataset will be within the buffer of the first.

Example A: GDT Road Centerline—ODOT GPS
Point from Video-Logging Van

This example illustrates the intersection of a line feature
and a point feature (i.e., GDT centerline [error, 40 feet] with
ODOT centerline from video-logging van [error, 12 feet]).
The graphic clearly shows the better detail and higher resolu-
tion of the GPS points. They are captured at distances of
around 50 feet, while the GDT centerline consists of straight
road segments that are at least 10 timesaslong. Thisby itself
leads to a significant dilution of accuracy. The intersection
probability of the two datasetsis 89 percent, which meansthat
a GPS location of an image captured with the video-logging
van can be correctly associated to aroad segment. Therefore,
the video-logging data, which are captured every other year,
could be used to update GDT’'s or ODOT's centerlines to
achieve better accuracy overall.

Example B: TRANSMAP Intersection—ODOT
Intersection

These examplesillustrate the intersection of two point fea-
tures (i.e.,, intersections from ODOT dataset [error, 50 feet]
and TRANSMAP dataset [error, 3 feet]). The graphic shows
a constant (systematic) offset between the two datasets.
Thereisasignificant difference in accuracy between the two
datasets (the error of ODOT’s centerline is amost 20 times
larger than TRANSMAP's). The errors can be seen at inter-
sections, which were used for comparison in this example.
B-1 shows a 99 percent intersection probability, which means
that TRANSMAP’ sintersection falls within the range of the
ODOQT intersection with ahigh probability. On the other hand,
it is rather unlikely that ODOT’s point is within TRANS-
MAP s buffer (B-2 intersection probability of 0.33 percent).

Example C: TRANSMAP Centerline—ODOT
Centerline

While example B compared intersections, this example
illustrates the intersection of two line features (i.e., ODOT
centerline[error, 50 feet] with TRANSMAP centerline from
video-logging van [error, 3 feet]). The map graphic in Fig-
ure 3-1 shows the significant offset between the two datasets
and the lack of resolution of the ODOT dataset. TRANS-
MAP's centerline is created by a very dense sequence of
points (every 25 to 50 feet), while ODOT’ s centerline con-
sists of 100- to 500-foot-long line segments. The probability
of intersection between thetwo datasetsisgenerally very low
(Figure 3-1).
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Figure3-1. Example of intersection of two line features.
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Example D: TRANSMAP Centerline—ODOT
Crash Data

Thisexampleillustratestheintersection of apoint feature
with aline feature (i.e., crash location from ODOT dataset
[error, 52 feet] with TRANSMAP centerline from video-
logging van [error, 2 feet]). The ODOT crash datawere plot-
ted on top of the ODOT centerline using their known mile-
post value (Figure 3-2). Because of the inherent error of the
ODOT centerline, they aresignificantly offset from TRANS-
MAP's centerline; therefore, the intersection probability is
low. It would be possible to display the crash data on top of
the TRANSMAP centerlines, if corresponding linear refer-
ence systems can be defined. This would reduce the uncer-
tainty to only one dimension (along the roadway) and also
would make the crash data usable in a more accurate envi-
ronment (Figure 3-2).

Example E: TRANSMAP Centerline—ODOT GPS
Point from Video-Logging Van

This example aso illustrates the intersection of aline fea-
ture and a point feature (i.e., TRANSMAP centerline [error,
3 feet] with ODOT GPS points from video-logging van
[error, 12 feet]). Thesetwo datasets are of much higher accu-
racy than ODOT’ scenterlinesand crash data. They fit together
well, if interpreted visually. However, the intersection proba
bility is only 25 percent, because they are separated by more
than their mean error (onesigma). In general, these datasetsare
of similar resolution and show similar detail.

Example F: TRANSMAP Feature Points—ODOT
GPSPoint from Video-Logging Van

These examplesasoillustrate the intersection of two point
features (i.e., a GPS point from ODOT’ s video-logging van
with a feature point created from TRANSMAP's stereo-
imaging system). The examples, F-1 and F-2, illustrate the
effects of turning the sequence of datasets around. While F-1
liststhe ODOT GPS point first, which resultsin an intersec-
tion probability of 23 percent, F-2 listss TRANSMAP' s point
first (which is more accurate than ODOT’s), which leads to
an intersection probability of only 1.3 percent.

Example G: TRANSMAP GPS Image Location—
ODOT Centerlines

Thisexampledemonstratesthat TRANSMAP sGPSImage
Locationswill fall withinthe ODOT centerline buffer with a
very high degree of probability (99 percent). Thisis similar
to Example A. The graphic showsthat the TRANSMAP GPS
Location is fully within the ODOT centerline in the dataset
chosen.
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Example H: TRANSMAP Feature Points—ODOT
Centerlines

This example yielded results similar to those of Example
G. In this example, a GPS point located by TRANSMAP's
mapping van was compared with afeaturelocated on ODOT’ s
centerlines using the linear reference system. Thefit is very
good because of the large buffer around ODOT’ s centerline.

Example I: TRANSMAP GPS Image Location—
ODOT Crash Data

This example compares the locations of two coordinates.
ODOT’s crash data are shown as a location and compared
with TRANSMAP' s GPS Image location. Examples I-1 and
[-2 again show the opposite effects of changing the sequence
of datasets.

Example J: TRANSMAP GPS Image Location—
ODOT GPS Paint from Video-Logging Van

In this example, the differences in buffer sizes are not as
large, and therefore, the datasets appear closer together. How-
ever, thereis still a significant effect of sequencing the data
and interpreting the results correctly.

Example K: TRANSMAP Feature Points—ODOT
Crash Data

In this example, an ODOT crash location was compared
with a TRANSMAP feature point. The error of the ODOT
crash point is 20 times larger than the feature point. As
ODOT’ s crashes are tied to their centerlines, the results are
similar to those of Example H.

Example L: GDT Road Centerline—ODOT
Crash Data

This example compares two datasets of roughly similar
accuracy. Theintersection probability turns out to be 52 per-
cent, which is caused by a consistent shift between ODOT
and GDT data (Figure 3-3).

Example M: ODOT Road Centerline—ODOT
Crash Data

Thisexample usestwo ODOT datasets with similar uncer-
tainties: the crashes and the road centerlines. They are very
likely to intersect (99 percent), as both are defined in the
same reference frame (Figure 3-4).
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Figure 3-2. Example of intersection of a point and line features.

Copyright National Academy of Sciences. All rights reserved.


http://www.nap.edu/21953

Quality and Accuracy of Positional Data in Transportation

51
Point Feature 1 Line Feature2
ODOT Accident GDT Road Section and ODOT Accident Linear Distance
Coordinate System
State Plane, Ohio South, NAD 1983, US feet
x-shift: -2,250,000
y-shift: -1,310,000
i Eror of GIS Features | _ (O] x] T T EISEa .
File Edit Help Fle Edk Holp
Required Infomations: Enors For 1st Feature Enors For 2nd Feature
A199% Probabilty: AL 39% Probability:
Entae Dupult Resolion: fos— Min [ 45120 Max[" 146120 M [ s2087 | Max[ 130231
AL95% Probabilty: A1 95% Probabilty:
| First Feature: ~ Second Feature: M'ﬂ| 116,480 Maxl 116,480 M'm'| 76.837 Ma*! 108,665
i Feature Type | Point Location/ Line S tart [~ Feature Type | Pomt Location/ Line Stat:
S i - At 80% Probabilty: Al 80% Probability:
£ tess | FOOGGRE Jeces 08 £ Mok | (SCORCRNRS: 55 1354 Miec [ 101 520 | Max[™ 101 520 M [ 63224 | Max[ o753
¥ Coordinate: [3377 66 ¥ Co-ordnate: [3253 3343 A 85% Probabiy T =
@i { ¥ Line End: M'rrr| 94.120 Maxi 94,120 Miﬂ'| 65115 Max! 92.087
ol X Corardnatet [5634 3081 - ALBO% Probabilty: - At BO% Probabilty:
C Line & Line i e o :
e | ¥ Co-ordinate: [157 7555 S S D
e PEEEEER e e et Iy 4 TSR Pieosbily: {If SRR Ritebaty
Mic[ ™ G000 | Max [ 50 600 Mie[ " 57.566 | Max[ g1 .97
near Dittance Li'nsaD_idag:o_efmm = =
[52 taiting P [40 tarting Point:  Intersection Probability
[ [7332 | 52.285%

Eis Ldi ek

R

[ =t | Heses Ea
o o sy
. P £ '—

)
g [0 AR 1L BEN Lo 1345 111900 we LTI i

Figure 3-3. Comparison of two data sets with similar accuracy.
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Example N: ODOT Road Centerline—ODOT
Crash Data (Milepost)

This example is similar to Example M except that the
crash location (point) was defined by a milepost versus the
same crash defined by a coordinate. As shown in the graph-
ics, thelocationsfit together well and the intersection proba-
bility is high (94 percent).

3.1.4 Effect of the Error Model on Applications

Themajor functional areas of transportation for GI S appli-
cations and the appropriate scales were shown in Table 2-2.
To demonstrate the applicability of the prototype model to
the various groups of transportation applicationsidentified in
Table 2-2, the case study examples described previously
were mapped to the typical applications. Table 3-2 showsthe
scales of spatial databases and the types of activities or appli-
cations for which they can be used.

Table 2-3 presented a list of transportation applications
and their sensitivities to positional errors. Table 3-3 show
the case studies associated with practical applications.
Table 3-3 relates the effects of data errorsto real-life trans-
portation applications. The error model can be used to assess
the quality of positional data for al possible transportation-
related applications.

3.2 INDICES OF POSITIONAL DATA QUALITY

The prototype error model is designed to help evaluate the
margin of error associated with positional datasets and in
transforming data from spatial referencing systems. The
model is expected to serve as atool for assessing the quality
of positional data. Indices of data quality are probability
zones at difference significance levels that provide indica-
tions of the level of confidence associated with positional
data of different types, collected by different measuring sys-
tems and with different levels of accuracy. In assessing the
quality of any positional data, the user can quickly assessits
quality relative to the intended application. In this way, the
user has an idea of the confidence that can be placed in deci-
sions based on the data. This section presents recommenda-

53

tions for incorporating the positional data quality indicesin
GIS applications.

3.2.1 Indices

The following indices can be used to describe positional
data quality for transportation features.

3.2.1.1 Mean Error of a Point

The mean error (one sigma) of a point that is defined by a
pair of cartesian coordinates (x, y) represents a 67 percent
confidence buffer around this location, which meansthat the
point is inside this buffer with a probability of 67 percent.
Although thisis ameasure commonly used by surveyorsand
mappers, many practitioners do not understand the exact
meaning of mean error. Most userstry to specify accuracy as
95 percent (or a similar value in the 90s) of points being
inside a buffer. As can be seen by using the GISError pro-
gram, thisvalue actually correspondsto twice the mean error.

3.2.1.2 Mean Errorsof Lines

In some way the mean error of apoint also can be used to
describe the accuracy of a street centerline network. One can
simply assign the mean error to al intersections and vertices
along a centerline. However, this may not reflect the com-
plete error of the line, which may additionally be affected by
inaccuracies resulting from data capture (i.e., how the line
was created). For example, astreet centerline can bedigitized
from an existing map, adding the generalization errorsof this
map, as well as operator errors that occur during digitizing
when following the line on the map. These errors are on top
of the coordinate errors affecting points and vertices.

The GISError program offers an accurate and efficient way
to visualize the different buffer sizesthat are associated with
certain probabilities. It isapromising tool for usersthat spec-
ify accuracy asthe mean error to see the effect of thiserror on
other datasets. However, this requires access to a computer.
Therefore, the use of the program is restricted to the office
until a version for handheld devices is implemented. The

TABLE 3-2 Typical application areas and case study examples

Scale of Precision of

Spatial Spatial Typical Activities Case Study
Database Database (ft) or Applications Examples
1:500,000 830 Statewide Planning B,C,L,M,N
1:100,000 170 Digtrict-level Manningand | ¢ 1 'y

Facilities Management

1:12,000 - . .
1:24,000 30-40 Engineering A,D,I,L,M,N
1:120 - . S
11,200 0.33-3 Project-level Activities E F JK
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TABLE 3-3 Relationship between transportation applications of positional data
and case study examples

Subject Case Study
Area Applications Sensitivity Examples
Crash Reporting Medium D,,M,N
Black Spot / Crash-Prone Location Identification Medium E,GH,M,N
Sefety Traffic Safety Investigation Medium D,EM,N
Rail-Crossing Safety Analysis Medium D,E
Incident Management High 1,JK
911 Emergency Planning and Response High E.M,N
Transportation Travel Demand Modeling Low AEL
Planning, Multi-modal Freight Modeling Low AEL
Impact Analysis, | Hazardous Materials Routing Medium AEL
Policy Analyss Traffic Impact Analysis Medium AEL
. Transit Planning Low AEL
Transit and - - —
Public Transport | Transit Routing Medium EG
Planni ng and Handi-transit Medium EG
Operations Real-time Tracking and Scheduling of Buses Medium E.G
Location of Facilities (road, highway, airport, port)
Inventory Low H
Transportation Pavement Management System Medium E,GH
Infrastructure Asset Management Medium HK
g;gaa?;e;jgm and Operation (congestion, service) Medium L
Corridor Analysis (rail, road, highway) Low CL
Rail / Highway Information System Management Low B.CL
Sources of Construction Materials Low AH,L
Right of Way High B,CE
Road Closure and Detour Medium DL
'Igfajsponzﬁon Construction Information Low L
C(?:sgtpuacir]ion Field Crew Scheduling Low 1K
Planning Maintenance and Operation Medium A,GH
- Snow Plowing Low A,GH
- Garbage Collection Low A,GH
- Street Sweeping Low A,GH
Traveler Information System Medium D,H,L
Intelligent Integrated Highway Information System (IHIS) Medium DH,L
Transportation Integrated Traffic Monitoring System (ITMS) Medium EF|
Systems. Web-based Road Condition Reporting System Medium DL
Applications Vehicle Navigation System High EF
Applications to CVO Regulatory Enforcement Activities Low A,GL,M,N
Fleet Management Low A
Freight Analysis . R R . R
3n :h Elog]merd a \éshulucrl:gaJ ';r;ﬁncr;gt;i,oenlsudmce, Dispatching, and Other Medium AE
Operations Permitting Low L
Freight Movement Low A

alternative approach to use these indices is by following the
rules of thumb outlined below.

3.2.2 Rules of Thumb

The following guidelines can be applied in the field with-
out acalculator or computer program to estimate whether two
datasets are compatible:

» Datasetsof Similar Accuracy. If the errors of two data
elements (points or lines) are approximately the same
(e.g., Examples L, M, and N), the two datasets are typ-
ically compatible. Theresearch team’ stestsverified that

theintersection probability isbetween 50 percent and 99
percent inthese cases. Thisistrueonly if thetwo datasets
are not affected by a systematic error (e.g., a shift) and
are based on the same coordinate frame.

One Dataset s More Accurate than the Other One.
If the error of one dataset isthreeto five timeslarger than
that of the other dataset (e.g. Examples J-1 and J-2), then
Dataset 1 (small error) will usually be within the range
of Dataset 2 (large error). However, to ensure that Data-
set 2 is within the range of Dataset 1, the two datasets
cannot be offset by more than the mean error of Dataset
1 (i.e. the error of the more accurate dataset). Thisisa
practical assumption and should be the case for many
datasets.
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* OneDataset |sSignificantly M oreAccuratethan the
Other One. If the error of one dataset is 15 to 20 times
larger than the other one (e.g., datasets comparing ODOT
data with TRANSMAP data), the accurate dataset is
typically within the range of the less accurate dataset.
However, itishighly unlikely (<1 percent) that theinac-
curate dataset falls within the range of the accurate
dataset.

» Data on a Linear Reference System. Any feature
defined by amilepost valueis automatically linked to a
road centerline. The only error affecting the feature is
the distance error along the road centerline. The overall
accuracy of thesefeaturesisnot important, because they
are always on the roadway. For all practical purposes,
the practitioner isinterested in the distances from and to
the nearest intersection. The overall location accuracy
of theroad centerlineis of little value to linear datasets.

3.2.3 Positional Data Accuracy Guidelines

Thefollowing recommendations areintended for the prac-
tical use of positional accuracy guidelines and for the com-
bination of transportation datasets in general:

1. Avoid combining datasets with error differenceslarger
than a factor of five. These datasets simply do not fit
together and the results are unpredictable.

2. Select the appropriate dataset for the application. Cer-
tain accuracies are not usable for some of the applica
tionslisted in Section 2.3 of this report.

3. For most transportation applications, an accuracy of
3feetissufficient. Unfortunately, inthereal world, most
datasets are of much lower accuracy. Although it seems
like a significant step for many agencies, upgrading
from 50-foot accurate data to 3-foot accurate data is
feasible and affordable with today’ stechnology. This
upgrade will become even more important as agencies
use GPSin their day-to-day operations. Hand-held and
real-time differential GPS receivers yield accuracies of
3to 10 feet. Theresearch showsthisis compatible with
3-foot road centerlines; however, it isincompatiblewith
50-foot centerlines currently used by most agencies.

4. Itishighly recommended that agencies maintain linear
reference systems along road centerlines. The linear ref-
erence system can be easily transferred from the inaccu-
rate road centerline to a more accurate road centerline
without expensive re-mapping of features. This means
that the integration of legacy datarelated to milepostson
alinear reference system is much easier than matching
new coordinates to old feature points and centerlines.

5. Roadway information is alwaysrelated to aroad center-
line. For most applications, the location of a feature
relative to the centerlineis much more important than
its absolute location on a map. Therefore, it is recom-
mended that users compute mileposts and offsets (the
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parametersthat relateapoint to aroad centerline) for any
feature inventoried and used by atransportation agency.

3.3 RECOMMENDATIONS FOR POSITIONAL
DATA QUALITY STANDARDS

The primary objectives of spatial data quality standards
areto help datarecipients and owners evaluate the fitness for
use of data. Definitions of fitnessfor use vary, based on envi-
ronment and intended application. Therefore, a definition of
“data quality” should include a sufficiently broad set of cri-
teriato address the full range of possible data characteristics
that might affect its application. Recently, paper and digital
map products from federal agencies and agencies using fed-
eral money have been subject to the National Standard for
Spatial Data Accuracy (NSSDA). Positional accuracy using
the NSSDA recommends a testing and reporting procedure
for determining the horizontal and vertical accuracy of maps
and digital spatial data. The accuracy statistic allows usersto
determine if a set of datais appropriate for a given applica
tion. Agencies are encouraged to specify their own thresh-
olds for given applications. The NSSDA is a quality indica-
tor of amap’s accuracy (98).

This section first provides recommendations on additions
to suggested data models. It further includes recommenda-
tions on metadata content standard modifications to address
linear referencing issues and offersrecommendations on pro-
cedural approaches to minimize positional accuracy degra-
dation in transformation procedures.

3.3.1 Recommendations on Data Models

Metadata reports are required of all federal datasets and
many state and local governments are developing their data
in compliance with these standards as well. Metadata are
essential for sharing information across agencies. Metadata
reports are typically generated and maintained as files sepa-
rate from the data, and in the data-sharing environment of a
clearinghouse, this separation is appropriate. For routine oper-
ationswithin an organization, metadata are more useful when
they areintegrated with the data. For examplewhen dataqual -
ity informationisanintegral component of the datamodel, the
information can be incorporated within processing routines to
track and monitor quality aspects of the data. The following
sectionsindicate modificationsin datamodel components that
address documentation of quality information. Modifications
are suggested for anchor sections, anchor points, and linear-
referenced features.

M etadata documentation of linear datum components is
as important for positional quality assessment of linear-
referenced features as the documentation of a geodetic datum
is for quality assessment of 2D or 3D spatially referenced
features. Linear datum components include anchor sections
and anchor points (Figure 3-5). Metadata descriptions for
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Anchor point 1 Anchor point 2 Anchor point 3
A A A
) \ Anchor section 2
Anchor section 1
Reference markers
associated with

Anchor section 1

Figure 3-5. Components of linear datum.

these components will help to ensure stability and reporta-
bility of positional data quality. To support transformations
between referencing systems, ideally the anchor points should
maintain precise 2D (or 3D) as well as 1D measured posi-
tions. As shown below, the attributeslisted for anchor points
and anchor sections are the same as those recommended by
Vonderohe et al. (10) with the addition of ametadata attribute
in the form of the measurement method. Because it is likely
that over time different measurement methods will be associ-
ated with different features (e.g., anchor sections), it becomes
important to associate this metadata (measurement method)
with the relevant feature (e.g., anchor section).

Anchor Section
Anchor_section_ID
From_Anchor_point_ID
To_Anchor_point_ID
Anchor Section Length
Measurement Method_ID

Anchor Point

Anchor_point_ID

Physical location description (intersection of Grant and Main)
2D position

2D Measurement Method_ID

Reference Mark (Traversal Reference Point)
Reference Mark_ID

Anchor Section_ID

Anchor Point_ID

Linear referenced position of reference mark

A reference mark isassumed to be any physical mark such
as a milepost marker or station that is likely to have a pre-
cisely measured distance associated with it so that it can be
used to reference other points. Anchor points are assumed to
be origins or termini for one or more anchor sections. As
such, they have no associated 1D referenced positions.

A linear-referenced feature should be associated with the
datum components and information that indicate how it was
referenced. At a minimum, the information should indicate
theidentifier of areference marker (i.e., an anchor point or a
reference mark), an anchor section or traversal identifier, the
measured distance of the feature from the reference mark,
and the measurement method (e.g., odometer or estimate).

Attributesfor alinear-referenced feature-point or linear event
Feature ID

Reference ID

Traversal or Anchor Section ID

Measured Distance from Reference Mark

Measurement Method ID

The preceding feature attribute descriptions included the
metadata el ement: measurement method_1D. Agenciesshould
construct alist and standardized set of codes or unique identi-
fiers for the measurement methods they employ and associate
thesewith estimated or calibrated measures of positional accu-
racy (Table 3-4). Maintenance of such atable providesimpor-
tant metadata to document how measurements were carried
out aswell as the imprecision measures or derived inaccuracy
values (e.g., +3 meters) of the various measurement methods
inreadily accessibleform for uncertai nty assessment using the
proposed error model. For example, apilot study Washington
State DOT indicated 3- to 5-foot accuracy for GPS-measured
anchor section points.

3.3.2 Metadata Content Standard Revision
Recommendations

Spatia dataquality reports provideinformation that enables
users to evaluate how the data fit their application require-
ments. This information includes descriptions of the source
material from which the data were compiled, accuracy of
measurement and compilation methods, and processing pro-
cedures used in production.

The Federal Geographic Data Committee (FGDC) (99)
supports a common methodology for defining how to report
the positional accuracy for geospatial data collected, pro-
duced, or disseminated by federal agencies. The National
Standard for Spatial Data Accuracy (NSSDA) implements a
statistical and testing methodology for estimating the posi-
tional accuracy of points on maps and in digital geospatial
databases with respect to georeferenced ground positions of

TABLE 3-4 Standardized codesfor measur ement methods

Code Name

Description Nominal Error

DMI

+1 foot per mile

GPS

Inertial Navigation

Video Photologging

Orthophoto Digitization
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higher accuracy. National data quality standards have been
specifically developed for 2D and 3D data, but specifications
for quality reporting with respect to 1D referencing systems
have not been fully developed. To fulfill national standards
and the expectations of FGDC, there should be recommen-
dations for reporting metadata for linear-referenced data,
including a reporting strategy for positional accuracy. This
section outlines metadata components and recommendations
for amending spatial data quality metadata elementsto cover
linear-referenced data.

The NSSDA standard does not define threshold accuracy
values. Agencies are encouraged to establish thresholds for
their product specifications and applications. Data producers
are expected to determine what accuracy exists or is achiev-
ablefor their data and report it according to NSSDA.

The NSSDA uses RM SE to estimate positional accuracy.
Accuracy is typically reported in ground distances at the
95 percent confidence level. The reported accuracy value
reflectsall uncertainties, including thoseintroduced, for exam-
ple, by geodetic control coordinates, compilation, and final
computation of ground coordinate valuesin the product.

The Spatial Data Transfer Standard (SDTS) identifiesfour
methods for determining positional accuracy. The preferred
method is accuracy testing using an independent source of
high accuracy. The other methods include deductive esti-
mates, internal evidence, and comparison with source.

Whether data are tested by an independent source of higher
accuracy or evaluated for accuracy by alternative means,
metadata should describe how the test results were deter-
mined. For linear reference system elements, different accu-
racy testing procedures will apply. More rigorous tests are
advisable for the datum components that serve as the foun-
dation of the system. For anchor sections and anchor points,
it may be advisable to test their positions with independent
sources of higher accuracy. For example, anchor sections
measured by photogrammetric or digital image processing
methods could be tested against DMI. The positional accu-
racy of linear-referenced eventsis not likely to warrant tests
against independent sources of higher accuracy. Their accu-
racy assessment is most logically based on deductive esti-
mates using the metadata documentation for the referencing
components described above in conjunction with the pro-
posed error model.

3.3.3 Recommendations for Metadata
Reporting

Any transportation data devel oped for distribution through
the National Spatial Datalnfrastructure (NSDI) isexpected to
include metadata. Whether linearly referenced data are to be
distributed through NSDI or simply maintained internally by
transportation agencies, there should be acceptable standard
methods for reporting metadata for data positioned by linear
referencing. Currently, metadata elements for documenting
linear-referenced components have not been specified.
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The Content Standard for Digital Geospatial Metadata
(CSDGM) has three sections that could be modified or
amended to incorporate metadata elements for linear-
referenced data, specifically to address positional accuracy.
Theseincludethe Spatial Data Organization and Spatial Ref-
erencing sections and the positional accuracy section under
data quality. A key feature of the CSDGM Version 2 is the
ability of geospatial data communities to develop profiles of
the base standard. Many of these profiles have extended the
base standard by adding metadata elements to meet specific
community metadata requirements. Some considerations for
possible content standard adjustments for documenting linear-
referenced data are addressed in the next sections. These
are preliminary suggestions that require broader community
discussion.

Under the Spatial Data Organization section of CSDGM,
thereis an element for specifying a direct or indirect spatial
reference. For this section, any linearly referenced dataset
should indicate an indirect spatial reference. Anindirect spa-
tial reference element should indicate the type of geographic
feature and the means by which locations are referenced in
the data. Indirect spatial reference methods use various geo-
graphic features, such asacounty, state, township, or section
of the Public Land Survey System (PLSS); aroad; or street
address, to identify a place uniquely. The reference may use
the name of the feature (e.g., “Westmoreland County”) or a
code that identifies the feature (e.g., a county Federal Infor-
mation Processing System [FIPS] code). If a dataset uses
several forms of linear referencing (e.g., a dataset on traffic
crashes where some are reported by mile marker, others by
exit ramp, and others by station), this section should simply
indicate the indirect method in linear referencing. If all fea
turesin adataset have been referenced by acommon method,
this method could be specified (e.g., State Route Mile Post
[SRMP]) as shown below:

Soatial_Data_Organization_Information:
Indirect Spatial Reference_Method: linear reference-State
Route Mile Post

Thefourth section of CSDGM isthe Spatial Reference Sec-
tion, which describes the reference frame and the means to
encode coordinate information. Currently, it allows specifica-
tion of Horizontal Coordinate System Definitions or Vertica
Coordinate System Definitions, each of which has elements
for describing respective datum information. Currently, no
elements allow specification of alinear reference system and
linear datum elements.

In alinear referencing system, asin 2D or 3D systems, a
datum serves as the basis for locating the linear referencing
system in the real world. Thisiscritical information and thus
there should be metadata elementsto document alinear datum
in a manner analogous to 2D and 3D geodetic datum. Cur-
rently, the metadata elements for Horizontal Coordinate Sys-
tem Definition areasshownin Figure 3-6. A recommendation


http://www.nap.edu/21953

Quality and Accuracy of Positional Data in Transportation

58

Horizontal Coordinate System Definition

Planar OR Local
(can be repeated
unlimited times)

Geographic | OR

Geodetic Model
| Horizontal Datum Name

Ellipsoid Name

|
| Semi-mgor Axis
|

Denominator of Flattening Ratio

Figure3-6. Current CSDGM horizontal coordinate
system definition elements.

isto change the element Horizontal Coordinate System Defi-
nition to Horizontal Reference System Definition and add lin-
ear system as achoice with associated linear datum elements.
These modifications are shown in Figure 3-7.

Thelinear datum consists of aconnected set of anchor sec-
tionswith anchor points at their junctions and termini. Initial
suggestions for linear datum descriptions include informa-
tion on the number of anchor sections; maximum, minimum
and average section lengths; anchor point characterization
(e.g., road centerline intersection points), and measurement
method description.

The CSDGM currently hasthe following itemsfor report-
ing positional accuracy inthe Data Quality section (theillus-
tration below includes example values):

Positional_Accuracy:

Horizontal Positional Accuracy:

Horizontal Positional _Accuracy Report: Digital data are
tested by visual comparison with source mapping
Quantitative Horizontal Positional Accuracy Assessment:
Horizontal Positional_Accuracy Value: 12.19

Horizontal _Positional _Accuracy Explanation: No quantita-
tive tests

Horizontal Reference System Definition

Planar Local Linear
- Linear
Geodetic model Datum

Figure 3-7. Recommended horizontal reference system.

Comparable elements apply for reporting linear-referenced
positional accuracy. However, metadata for linearly refer-
enced information should make reference to the components
involved in the linear referencing process. Linear referenced
positions have several dependencies, asindicated in Section
2.5.2 of this report. Therefore, positional accuracy reports
should indicate the positional accuracy of various compo-
nents. Key components affecting a linear reference are the
linear datum components (i.e., anchor sections and anchor
points), the network, the linear measurement methods
involved, and their dependencies. At a minimum, separate
positional accuracy reports for anchor sections and network
components should be included, asillustrated below:

Positional_Accuracy:

Linear Datum_Positional _Accuracy:
Linear_Datum_Positional_Accuracy Report: 20 percent
of anchor section lengths measured photogrammetrically
were tested by comparison with independent DMI measured
lengths

Quantitative Linear_Datum _Positional_Accuracy Assess-
ment:

Horizontal Positional_Accuracy Value: 1.29 feet
Horizontal_Positional_Accuracy_Explanation:
Positional_Accuracy:

Network_Positional _Accuracy:

Network Positional_Accuracy Report:

Network Positional _Accuracy Assessment:
Network_Positional _Accuracy Value: 1.29 feet
Network_Positional_Accuracy Explanation:

There are then several methods by which features (e.g.,
business data) are referenced to anchor points or sections.
The lineage section of a metadata report should describe the
linear referencing methods and processes applied.

One suggestion is to specify accuracy classes for the vari-
ouscomponentsinvolvedin alinear reference. These accuracy
classes provideinput at ageneral level for deductive estimates
ontheaccuracy of alinear-referenced position. Example accu-
racy classesfor network, measurement methods, and reference
markers are shown below. These serve only as examples and
would require further discussion with the broader community.

Accuracy classesfor the network (digital spatial representa-

tion of centerline)

Class 1: Network centerline coordinates measured by GPS
and inertial navigation

Class 2: Centerline measured photogrammetrically

Class3: USGS1: 24,000 scale cartographic-based centerline

Accuracy classes for distance measurement methods

Class 1: DMI measured distances

Class 2: Photogrammetrically derived distances

Class 3: Over-the-surface distance computation from net-
work

Class 4: Planametric distance computation from network

Copyright National Academy of Sciences. All rights reserved.


http://www.nap.edu/21953

Quality and Accuracy of Positional Data in Transportation

Accuracy classes of reference markers
Class 1: Absolute measured referents
GPS measured referent
Photogrammetrically measured referent
Class 2: Direct distance measured referents
Class 3: Indirect distance measured referents

Asan exampleof thedistinctionsamong thelast set of accu-
racy classes, consider the following. Assume Crash 105 is
reported with alinear-referenced position of 15.7 miles from
Mile Marker 54, Route 209. Milepost 54 could be positioned
using GPS, in which case it would have an accurate 2D or 3D
position. It could have an accurately measured distance from
an anchor point using DMI (adirect distance measure). Lastly,
the marker might have been measured by odometer from the
preceding mile marker. In each case, the accuracy of thedis-
tance that is then measured from the marker to Crash 105 is
affected.

3.3.4 Transformation-Related Issues and
Recommendations

The weakest link inthe overall system isthe spatial repre-
sentation of the physical roadway (the network). The prob-
lem liesintheuse of digital representationsthat rely on some
level of discrete sampling to represent a continuous feature.
Distance-measured |locations, independent of the spatial rep-
resentation, can be very accurate, as in those measured by
DMI. Similarly, 2D positions determined independently of
the spatial representation of the roadway can be very accu-
rate (e.g., positions measured by GPS). If these accurate LR-
or 2D-measured |ocations are maintained independently of a
spatial representation of the roadway, derivative indepen-
dently measured positions will remain stable with respect to
positional accuracy. Inthe case of alinear-referenced system,
using an accurate linear measurement method, such as DM,
where measured reference markers are accurate to 0.01 mile,
even odometer-measured positions based on these measured
reference points will retain a high level of accuracy.

Whenever a low-accuracy spatial representation of the
roadway isinvolved, there can be a substantial 1oss of accu-
racy. The degradation in accuracy is a function of the accu-
racy and resolution of the spatial representation. Up until
recently, most spatial representations used by transportation
agencies have been derivatives of either the 1:100,000 or
1:24,000 scale DLG or TIGER data, which have low posi-
tional accuracy. Newer spatial representations based on GPS-
mesasured centerlines will reduce the problem. When 2D and
LRM positions need to be integrated, a spatial representation
of the roadway is required, and if thisis alow-accuracy rep-
resentation, positional accuracy will be compromised.

In the example shown in Figure 3-8, a 2D-measured posi-
tion isshown as Object A. The circlearound A representsits
2D positional accuracy. The solid line represents a digital
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— Network spatial representation

= = = Trueroadway alignment

Object A’s snapped ’
4

¥ ¢ Object B'slinear

-7 measured position

Object A’s 2D
measured position

-~

Figure 3-8. Transformation of 2D-measured position to
LR position.

spatial representation of the roadway. The dashed line repre-
sents the actual roadway (for which thereis no spatial repre-
sentation) with an accurately measured distance based on
DMI. To transform the Object A to an L R-measured position
for integration with Object B measured using DMI, A’ sposi-
tion must first be snapped to the spatial representation of the
roadway. It is clear that the new snapped position for A on
the spatial representation has a loss of accuracy exceeding
the nominal or estimated 2D measurement accuracy repre-
sented by thecircle. Inapilot study conducted by lowaDOT,
the nominal accuracy of 2D-positioned features using GPS
was determined to be 3.29 feet. The distances required to
snap these 2D-measured locations to the network represen-
tation ranged from 6.9 to 41.9 feet (100) with amean of 23.3
and a standard deviation of 7.67, representing a sizeable loss
in positional accuracy. For eventson or immediately adjacent
to the roadway and accurately measured using GPS, one might
assume that they represent reasonable measurements of the
roadway |ocation and that the snap distances represent the loss
of accuracy. Reported snap distances can be used to estimate
positional inaccuraciesin the digital spatial representation.

A transformation report should include a report of the
snapping distances required to snap 2D-measured positions
to a spatia representation. In the representation shown in
Figure 3-9, the nominal accuracy of Object A istransformed
to a distance error aong the digital spatial representation. It
was assumed that no more detailed spatial representation than
that shown exists. If the distance is now measured along the
spatial link to the snapped location, alinear distance measure

Object A’s snapped
position/ //

-~

Figure 3-9. Transformation of nominal accuracy to
distance error.
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for Object A can be generated plus or minus the transformed
2D error (“€").

If this derived linear distance were now projected along
the accurately DMI-measured road centerline as shown in
Figure 3-10, it would (in this example) reflect a shorter dis-
tance than if one were able to position Object A accurately
on the roadway.

If the digital spatial representation segment M and the true
roadway segment N are known to correspond (i.e., represent
the roadway between two intersections), then the linear dis-

Object A’s snapped
positi o? /

,,.1\ Object B — Spatia representation (M)

Object A === Trueroadway alignment (N)

Figure 3-10. Projection of derived linear distance.

tance measure along the digital representation can be cali-
brated according to the approach suggested by Reiset d. (101)
and the formula

where

d' isthe calibrated distance

d is the measured distance along segment M

N 1S the DMI measured distance along the roadway
M IS the computed distance for segment M.

The best way to overcome the loss of positional accuracy
in transformations from LR to 2D or vice versaisto ensure
a consistent matching of accurately measured anchor sec-
tionsto the corresponding sections of any digital spatial rep-
resentation. By establishing such a correspondence, alinear-
measured distance can be calibrated using the relationship
and an accurately measured roadway length.

Copyright National Academy of Sciences. All rights reserved.
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CONCLUSIONS AND SUGGESTED RESEARCH

4.1 CONCLUSIONS

This project compiled and developed information on
positional dataquality, including aprototype dataerror model
for analyzing the effects when considering trade-offs or trans-
forming the location data obtained from different sources and
measurement systems. Information compiled includes spatial
data characteristics, linear referencing systems, spatial data
quality, accuracy capabilities of measuring techniques, and
applications of spatial data.

Spatial data used by state DOTs come from different
sourcesand are used for various applications. Although some
states are quite advanced in using new data collecting tech-
niques, others rely on traditional methods. Different users
have different perceptions as to the importance of error and
accuracy, because the value of spatial data is directly con-
cerned with the fitness of the data for a particular purpose,
and the critical measure of that fitness for useis quality.

Linear referencing methods (LRMs) used by state DOTs
in collecting and referencing spatial data for transportation
applicationsare not uniform. Most states use multiple LRMs.
When correlating data from various systems or LRMs, state
DOTs tend to rely on in-house transformation methods or
algorithms built into the GIS software.

Positional data are used for awide range of transportation
applications. Theseinclude safety (crash) analysis, transporta
tion demand modeling, infrastructure management, transpor-
tation policy analysis, commercial vehicle operations, transit
operations, and intelligent transportation systems. Emerging
applications of positional data include emergency evacua
tion, automated oversize/overweight truck permitting and
routing, and bus routing. Applications such as transportation
planning, commercial vehicle operations, and regulatory and
policy analyses are less sensitive to accuracy of positional
data than highway inventory, highway design, and construc-
tion applications.

The primary sourcesof error associated with positional data
are acquisition or measurement, processing, transformation,
and presentation or visualization. Regardless of the measure-
ment technique and referencing system, data will be observed
with error. The method of data collection sets limitations on
the selection of the measures and their metrics. A transfor-
mation can be made between different reference systems as

well as different reference methods. These transformations
introduce a degree of uncertainty to the transformed data.

Conceptually, the data error model is designed to handle
the uncertainties associated with the locations of transpor-
tation features and events present in transportation-related
applications. The uncertainties relate to recorded measure-
ment precision, accuracy of the network, and issues of scale
and resolution. A prototype model was devel oped that essen-
tially represents the uncertainty object. The model was encap-
sulated into a software program with a graphic user interface
that facilitatesits use. The program computes the probability
of the intersection of two features or data sources to deter-
mine whether they are compatible and if they should be used
together. The program offersan efficient way to visualizethe
quality of the data at different significance levels of confi-
dence. The model wastested with real-world case-study data
for awide range of transportation applications. The case stud-
ies demonstrated that the prototype model is sufficiently
generic and can be used to evaluate the quality of positional
dataintended for awide range of transportation applications.
The prototype dataerror model would alow usersof positional
data to be aware of the bounds of the “true” location that can
be derived from theintegration of diverse data sources and the
level of certainty that can be associated with spatial data. The
model also alows the user to assess the potential quality
implications of combining data from different sources and
with different qualities.

Recommendationsfor using the prototype error model and
standards for positional data quality are developed. Recom-
mendationsfor positiona dataquality standardsinclude meta-
data documentation for linear datum components to ensure
stability and reportability of positional data quality. It is
recommended that positional accuracy reports indicate the
positional accuracy of various components. Key components
affecting alinear reference are the linear datum components
(i.e., anchor sections and anchor points), the network, thelin-
ear measurement methods involved, and their dependencies.
At a minimum, separate positional accuracy reports for
anchor sections and network components should beincluded.
The best way to overcome the loss of positional accuracy in
transformations from linear referencing to 2D or vice versa
is to ensure a consistent matching of accurately measured
anchor sections to the corresponding sections of any digital
spatial representation.


http://www.nap.edu/21953

62
4.2 SUGGESTED RESEARCH

The prototype error model, however, has certain limita-
tionsthat can be addressed through further research. Thefol-
lowing are the suggested main extensions that can enhance
the usefulness of the prototype data error model:

» Theprototype dataerror model requiresthe user to input
theinformation required to assess the quality of the posi-
tional datadirectly. Further research is needed to enable
the model to access stored information (e.g., metadata
on the errors associated with data).

* The prototype model is designed as a stand-alone prod-
uct where all the required input information has to be

provided by the user. It is recommended that further
research be conducted to implement the prototype model
as an integral part of GIS applications. Such a model
should be generic enough to be easily integrated with
any kind of GIS software application.

The prototype model initspresent formisuseful ineval-
uating the quality of datafrom datasourcesaswell asthe
effect of combining datafrom different sources and with
different qualities. In order to evaluate the quality of the
application itself, further research is needed. For exam-
ple, when positional data with given error is used for a
certain transportation application, the prototype error
model will not be able to estimate the overall effect on
the application. Further research is required to deter-
mine the extent of utility of the model.
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APPENDIX A

A-1

PROTOTYPE DATA ERROR MODEL (GISError) USER GUIDE

A1.0 INTRODUCTION

The Data Error Model (GISError) is a Microsoft® Win-
dows application that allows the user to visualize the results
of data errors and display how errors of different positional
data sources affect each other. The program also provides an
analysisof theresults and showsthe confidence intervalsand
buffers around data points and lines. The program enables
the user to compute the probability of the intersection of two
data sources to determine whether they are compatible and if
they should be used together. The following data elements
could be entered into the program by the user:

» Points: defined by a Cartesian (X, Y) Coordinate, such
as the Easting and Northing in a State Plane system.

 Lines: defined by two points, i.e. the starting and end
points, which are also defined in the Cartesian Coordi-
nate frame.

» Pointson aLine: defined by adistance from the starting
point. These correspond to the Linear Reference System
used for transportation applications, wherethelinewould
represent the road centerline and the point isan event on
the centerline, such as an accident. The distance is the
mileage value of the event from the beginning of the
route or the nearest intersection.

 Error Vaues: Theuser can also enter an Error Valuefor
both points and lines. This value represents the mean
error (one sigma) of the data element. For example, a
point whose position was determined with aGPSreceiver
may have asigma of 3 feet. Asiswell known, the one
sigma interval represents a probability of 67 percent.
The error value of aline shows the uncertainty of the
location of the whole line as a buffer in the specified
coordinate frame.

This program uses a wizard-style interface that allows
users to navigate through the program using the “Next” and
the “Back” buttons. The window shown in Figure A-1
appears when the program starts.

A2.0 USER INPUTS

The Data Error Model Program starts with the Input screen,
wherethe user entersthe information required to perform the
analysis. The data input screen of the program shows the
information entered into the test program, such as the exact
coordinate valuesfor both data elements and the error val ues.
The required inputs are described below.

Output Resolution

The output resol ution control sthe scal e of the output image.
The user enters the output resolution in the window area
shown in Figure A-2. This user input can be an integer or a
floating-point number. The program usesthisvalue asthe map
scale of the output image. A smaller value for output resolu-
tion, therefore, produces a more detailed output image.

Features

The users must provide coordinates for at least one feature.
The Data Error Model supports two types of features. point
and line. For apointin 2D, usersarerequired to provide X and
Y coordinates. For aline, the user needs to input coordinates
for the start and the end points of the line (see Figure A-3).

The program alows a 1D point on aline as an input. For
thislinearly referenced point, the user needsto specify alin-
ear distance from the starting point of theline where the point
event is located. The program can then calculate the point
location on the specific line and show one-dimensional errors
associated with this point.

Error Values

* When users choose a feature, they must also specify the
error value associated with the feature. This error repre-
sentsthe mean error (one sigma) of the dataelement. For
example, a point whose position was determined with a
GPSreceiver may haveasigmaof 3feet. Theerror value
of aline shows the uncertainty of the location of the
whole line as a buffer in the specified coordinate frame.

A3.0 VIEWING THE IMAGE

By pressing the“ Next” button after entering all the required
inputs, the program cal culates the probability zones for each
event entered and produces an output image that shows the
probability zones around the measured event. This error typi-
caly displays as concentric circles around a point or a buffer
that is rounded at the ends of a line segment. Both data ele-
ments are shown in the same window, so the user can make an
empirical decision on whether the two featureswould actually
intersect. For example, theimage shownin Figure A-4 depicts
the probability zones of a2D point event and aline event and
their intersection. The probability zones are shown at differ-
ent levels of significance.
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Figure A-2. Output resolution.

Figure A-3. Feature
co-ordinates and associated
error value.

Figure A-4. Theimage window.
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A4.0 VIEWING THE ERRORS

By pressing the “Next” button from the image screen, the
program shows the error screen, depicted in Figure A-5. The
results of the analysis are shown in this screen, which lists
the errors of both the first and the second feature for differ-
ent probabilities. This screen displays the maximum and the
minimum error values associated with the feature(s) at vari-
ous probability levels. These minimum and maximum values
represent the radii of the probability zones for each signifi-
cancelevel (i.e., 75%, 80%, 85%, 90%, 95%, and 99%). The
program generates a graphical display of the situation show-
ing error buffers of various probabilities at different signif-
icance levels and presented in different colors. Finaly, the
program displaystheintersection probability of the two data-
sets. The intersection probability is a measure of the likeli-
hood of the two data elements intersecting. It isimportant to
note that the intersection probability is calculated relative to
thefirst feature. The Intersection Probability showsthe prob-
ability with which the second dataset will fall within the con-
fidence buffer of thefirst dataset. For example, if thefirst data-
set isinaccurate and has alarge error, and the second dataset
isvery accurate and hasasmall error, and if thetwo dataele-
ments are separated by less than two times the error of the
first dataset, then it is very likely that the second one will be
within the first one's buffer. However, if the order of the
datasets were reversed, which means that the accurate one
comesfirst, then it isunlikely that the second dataset will be
within the buffer of the first.

A5.0 OUTPUT RESULTS

The Data Error Model provides support for exporting the
analysisin various formats. These are described below.

=T £
e Edt Help
Enoiz Fou 13t Featue Enoss For 2nd Feature
Al 395 Probabily A1 595 Probablity
M u57 Ml g Minc B | Mal 25100
A1 5% Probabily A1 555 Probabily
Lo med M= a7 Lo 2za0 Ma[™30 400
A1.30% Probabibly A1 90% Probablly
M &Hw | Ml wm2 M 19600 Ma[T 13500
At 5% Probabily At ESY Probabily
Mn 4418 M us; Min 1BI00 M 1810
a1 B0% Prabablily A B0 Probabdity
M 2773 M T Min 16500 Max 16.500
AL 5% Probabliy: A TE Probabily
Min |’ a7 Mel g M 15500 Maxl 5500
Inteizection Probability
22184%
e - |

Figure A-5. Error analysis output window.

A-3
Save/Print Image

Users can print theimage or saveit from the “File” menu.
When a user chooses the “ Save Image” option, as shown in
Figure A-6, the program savestheimagein Windows Bitmap
format.

Copy and Paste

Users can also perform a screen capture of the current
image in the Windows system clipboard by clicking the
“Copy Image” menu item of the “Edit” menu depicted in
Figure A-7. The copied image can be pasted directly into
any application that accepts bitmap images, such as Micro-
soft Word.

Exporting to GIS Applications

Usersalso can export the analysisresult to ASCII grid for-
mat when they choose the menuitem “ Export To Grid” under
the “File” menu (Figure A-8).

Third-party tools can convert the saved text file to a
raster image. For example, the outputs can be exported to
Grid Format in ArcToolbox from ESRI by choosing the
ASCII to Grid option under Import to Raster tools from

'File Edit Help

! Print Imaae Ckrl+P ‘

Figure A-6. Save/print options.

| Edit Help

Copy Image Chrl4-C ‘

Figure A-7. Copy image option.

|Fi|e Edit Help

Save Image  Chrl+5S
Print Image  Ckrl+P
! Exit Chrl+0)

Figure A-8. Exportingto GIS
applications.


http://www.nap.edu/21953

Quality and Accuracy of Positional Data in Transportation

A-4

TABLE A-1 Valuesused to represent features

For 1% For 2"

Feature Feature
For Lineor Point Feature 150 250
99% Probability Zone 199 299
95% Probability Zone 195 295
90% Probability Zone 190 290
85% Probability Zone 185 285
80% Probability Zone 180 280
75% Probability Zone 175 275
For Linearly Referenced Point 100 200
99% Probability Zone for Linearly referenced point 149 249
95% Probability Zone for Linearly referenced point 145 245
90% Probability Zone for Linearly referenced point 140 290
85% Probability Zone for Linearly referenced point 135 235
80% Probability Zone for Linearly referenced point 130 230
75% Probability Zone for Linearly referenced point 125 225

ArcToolbox. The grid data can then be viewed using Arc-
Map from ESRI.

When exported to the grid format and viewed by GI S soft-
ware such as ArcMap, the probability zones are formatted in
the legend to show just the feature data values. The program
uses the values between 100 and 199 and between 200 and

299 to represent probability zones for the first and second
features, respectively. Users should refer to the look-up table
shown in Table A-1 for relating probability zones with the
feature data values when viewing the output in third-party

GISviewers.

Copyright National Academy of Sciences. All rights reserved.



http://www.nap.edu/21953

APPENDIX B
RESULTS OF CASE STUDIES

Each case study represents a combination of two differ-
ent data elements provided by TRANSMAP or ODOT as
described below:

A:

moow

n

<

ZZ0T A

GDT Road Centerline—ODOT GPS Point from video
logging van

TRANSMAP Centerline—ODOT Centerline
TRANSMAP Centerline—ODOT Centerline
TRANSMAP Centerline—ODOQOT Crash Data
TRANSMAP Centerline—ODOT GPS Point from
video logging van

TRANSMAP Feature Points—ODOT GPS Point from
video logging van

TRANSMAP GPS Image Location—ODOT Center-
lines

. TRANSMAP Feature Points—ODOT Centerlines

TRANSMAP GPS Image Location—ODOT Crash
Data

TRANSMAP GPS Image Location—ODOT GPS
Point from video logging van

TRANSMAP Feature Points—ODOT Crash Data
GDT Road Centerline—ODOT Crash Data

: ODOT Road Centerline—ODOT Crash Data

ODOT Road Centerline—ODOT Crash Data.

B-1

Thefollowing pages contain the graphics for each case study
showing the following:

» The datainput screen of the GISError program—show-

ing the information entered into the test program, such
as the exact coordinate values for both data elements
and the error values.

The analytical results of the analysis are shown in the
Error of GIS Feature screen. It liststhe Errors of both the
first and the second feature for different probabilities.
The results represent the minimum and maximum error
radius for a certain probability. Thiswindow also shows
the Intersection Probability of the two data elements.
Graphic of the Error of the GI S Feature—Thiserror typ-
ically displays as concentric circles around a point or a
buffer that isrounded at the ends of aline segment. Both
data elements are shown in the same window, so the
user can make an empirical decision on whether the two
features would actually intersect.

The last window displays the corresponding datasets in
a GIS format. The two datasets are displayed in the
ArcView GIS and a screen shot of the areaused for the
analysis is shown. This gives the user a good under-
standing on how these datasets and data elements ook
likein the real world.
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Example A-1

Line Feature
GDT Road Section

Coordinate System
State Plane, Ohio North, NAD 1983, US feet
x-shift: -2,250,000
y-shift:  -545,000
i. Error of GIS Features M= &3 i Error of GIS Features [_[O] %]
File Edit Help File Edit Help
Required Infomations: Emrors For 1st Feature Errors For 2nd Feature
At 39% Probability: A1 99% Probability:
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O [Rel LA Line End Min: [ 21720 Mai[ 21720 W[ 55 Mae[ az087
ol P A 80 Probabiliy: 44802 Probabilty:
L ol M [~ 1za00  Mat[ 13800 Mi[~ go7zs  Max[ gmoes
Y Co-oidinate: [727 ‘ ) | ) | ) | )
- Al 75% Probability: AL 75% Probability:
Error Yalue Error Yalue Linear Referenced Point Wi ‘ T Ma | 18600 Min: | 57 9% Max | 1976
Linear Distance fram
12 40 el P Intersection Probability
47.829%
Exit
<Back

i Eror of GIS Features

File Edit Help

6 opoT
0r '+ "~ | Mandli Van Position
Rl O

dy

B-2

Copyright National Academy of Sciences. All rights reserved.
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Point Feature 1
ODOT Intersection

Coordinate System

Example B-1

Point Feature 2
TRANSMAP Intersection

State Plane, Ohio South, NAD 1983, US feet

x-shift: -2,250,000
y-shift: -1,180,000

- u' oflGl]Geatures [0 x] 1. Error of GIS Features [_[ol=]
e Eafi laEp Fie Edl Help
Required Infomations: Errors For 1st Feature Ertors For 2nd Feature
Al 997% Probability: At 99% Probability:
Enter Output Resolution: 0.5 Mir: ‘ 140,500 Max | 140,500 It | 2430 I ax | 0430
At 98% Probabiliy: At 95% Probability:
First Feature: Second Feature: Min: ‘ 112.000 Max | 112,000 Min: | 6720 M | 6720
Feature Type Paint Location/ Line Stark: Feature Type Paint Location/ Line Stark:
At 90% Probabiliy: Atk 903 Probability:
" Mone ¥ Co-ordinate: [3335 09 " Mone ¥ Co-ordinate: [10p4z 407 Mir: ‘ 3,000 M | 35000 Mire | E o0 Max | T a0
 Co-ordinate: [1554 31 ¥ Co-ordinate: {399 0345 At 852 Prohability: At 85% Probability:
&+ Paint &+ Paint Min: ‘ 90,500 tax | 90,500 Idin: | 5,430 Max | 5430
At 80% Probability: At 80% Probability:
" Line " Line Min: ‘ 2,500 Max | £2.500 Iir: | 4,950 Max | 4,950
At 75% Prabability: At 75% Prabability:
Error Yalue Error Value Mir: ‘ 77 50 Max | 77 500 Mir: | 460 Max | 4 EED
Intersection Probability
50 3
,7 ,7 59.000%
Mext Exit <Back

i Error of GIS Features

File Edit Help

[ [Ofx]

<Back

. PaintLing
Exit

g (EAATAOR | 1G 0B e (10060 44 ER R Ao £750 35150

B-3
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Point Feature 1
TRANSMAP Intersection

Coordinate System

Quality and Accuracy of Positional Data in Transportation

Example B-2

Point Feature 2
ODOT Intersection

State Plane, Ohio South, NAD 1983, US feet

x-shift: -2,250,000
y-shift: -1,180,000

i. Error of GIS Features HEE '| E' DllS Features [_ o[
" . le: it Help
File Edit Help Lile Ldb f
—Ermorg For 1st Feature ~ Emors For 2nd Feature
~ Required Inf ti At 99% Probability: At 99% Probability:
{Miﬂ: | 430 Max | 8.430 {Min: | 140500 Max | 140,500
Enter Output Resolution: IU_5
At 95% Probability: At 95% Prabability:
{Miﬂ: | Ere0  Max | 6.720 {Min: | 112000 Mak | 112.000
—First Feature: 5 d Feature:
i~ Feature Type| — Point Location/ Line Start: - i~ Feature Type| — Paint Location/ Line Start: 2t 90% Probahility: At 90% Probability:
 MNone ¥ Co-ordinate: |1gg42_402  None ¥ Co-ardinate: (399509 ’VMW: I 5.880 Maxl 5.880 ’7Mm: I 38000 MaHI 3.000
" " At 85% Probability: At 85% Probabilite:
* Co-ordinate I]ggg_gg45 ' Co-ordinate: [1554 31 . .
. : Min: 5430 Max 5430 Min:[gnso0  Mae[ o000
* Point - - & Point - -
i Lot el i Lot Bt
. . At B0% Probability: Al B0% Prabability:
# Co-ordinate: I ¥ Co-ordinate: X "
. . bin: | 4950 Max | 4950 Min: | g2600  Max | 82.500
 Line  Line
* Co-ordinat; " Co-ordinate:
S e A4 75% Probabilly: A4 75% Probabilly:
= Error ¥alue— = Llinear Beferenced Fait— = Eror Yalue— = [lrzan Feterenced Bart— ’VMW I 4650 a I 4650 ’7Mm: I 77.500 hia I 77.500
Linear Distance from Linear Distance fiom — Intersection Probability
|3— Starting Paint: IED— Starting Paint: 03322

<Back Exit | <Back | il=es |
| | v | 7
4 Enror of GIS Features =] ES
’:i I e J"._ wwhc xr-»‘ e = e e Fie Edit Help
E ¥ S5E RN SSAERE FEO 6 ©»iE] ] SI00 )
e L A i o ) (=] L .

BN ELEE

4 e 4 4 4 4 4 <

Do CL2G00THSL 1AM AN ot (R 04 doma 475056 120

B-4
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Quality and Accuracy of Positional Data in Transportation

Featurel
ODOT Road Section

Coordinate System

Feature2

Example C-1

TRANSMAP Road Section

State Plane, Ohio South, NAD 1983, US feet

x-shift: -2,270,000
y-shift: -1,170,000

i Error of GIS Features

(O] ]

TEa—

Point Lacation' Line Start:

» Co-ordinate: [477 22371
¥ Co-ordinate: (5571 1215

Ling End.

¥ Co-ordinate: [5a0 15245
¥ Coeordinate: [10018.7532

Lingar Referenced Point

Linear Distance from
Starting Point:

File Edit Help
Required Infomations:
Enter Dutput Resolution:
First Feature: Second Feature:
Feature Type- — Point Locationd Line Start: Feature Type
" Mone # Co-ordinate: (445 25 " None
* Co-ordinate: [g258.26
" Paint Line End: " Pairt
# Co-ordinate: [5a5 43
{+ Line ' Line
* Co-ordinate: (954705
Error Value Linear Referenced Paint Error Valug
Linear Distance from
,50— Starting Paint: ’3—

—

Exit

1. Emor of GIS Features |- [O] =]
Fie Edit Help
Errors For 1st Feature Errors For 2nd Feature
At 93% Prabability: At 93% Prabability:
Hin | 115109 M:‘-H| 162,768 Hin | 6,907 M:‘-H| 9.767
At 95% Probability: At 95% Probability:
Min | 96.047 Mak| 13583 Min | 5.763 Mak| 8.150
At 90% Prabability: At 90% Prabability:
Min | 85530 Maﬂ| 122,372 Min | 5192 Maﬂ| 7.342
At 85% Prabability: At 85% Prabability:
Min | 01394 M=‘-*=| 115.109 Min | 4.884 M=‘-*=| 6.907
At 80% Prabability: At 80% Prabability:
Hin | 75911 Ma*¢| 107.355 Hin | 4.555 Ma*¢| 6.441
At 757 Probability: At 757 Probability:
6.143

Min| 72457 Mak|

Intersection Probability

36.983%

<Back ‘

3 Auciiem G121

Fe Edi el

102.470 Min | 4347 Max |

e

Bt

B-5
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Quality and Accuracy of Positional Data in Transportation

Feature 1
TRANSMAP Road Section

Coordinate System

Example C-2

Feature?2

ODOT Road Section

State Plane, Ohio South, NAD 1983, US feet

x-shift: -2,270,000
y-shift: -1,170,000

1. Emror of GIS Features
File Edit Help

Required Infomations:

Enter Dutput Resolution,

First Feature:

Feature Type-| ~ Point Location/ Line Start:

R Co-ordinate: [477 223971
Y Co-ordinate: 9571 1215

Ling End:

¥ Co-ordinate: [Rap 15245
¥ Coeordinate: [10018 752

Lingar Referenced Point

" Mone

" Point

& Line

Eror Value

Linear Distance from
Starting Point:

—

—

Ea—

Second Feature:

Feature Type | — Point Location/ Line Start;

 None # Co-ordinate: [149 85
¥ Co-ordinate: [958 26
LA Ling End:
# Co-ordinate: [5o5 473
(+ Line
 Coeordingte: (9647 05
Errar Yalug Linear Referenced Point
Linear Distance fram
,50— Starting Point:

—

Exit

2 Auciom 15 11

i. Error of GIS Features |_ O] x|
File Edit Help
Emnrors For 1st Feature Emors For 2nd Feature
At 99% Prabability: At 99% Probability:
Min | Ba07 | Maw ‘ 9767 Min: | 115109 Max | 162.788
At 95% Prabability: At 95% Probability:
Min | 5763 Max ‘ 8150 Min: | 96.047  Mak | 135.831
At 907% Prabability: At 90% Probability:
Min | 5192 haw ‘ 7342 Min: | 86530 Max | 122372
At B5% Prabability: At B5% Probability:
Min | 4884 Max ‘ £.907 Min: | 81,394 Max | 115.109
At B0 Prabability: At BOZ Probability:
Min | 4565 Max ‘ 6.441 Min: | 754911 Max | 107.355
Atk 75% Probability: At 75% Probability:
Min | 4347 Max ‘ 6148 Min: | 72457 Max | 102.470
Intersection Probability
1.159%
<Back

1. Error of GIS Features
File Edt Help

= E3

B
| EiS
i
[ K

. PanfLing

Exit

————

Hests>
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Quality and Accuracy of Positional Data in Transportation

Example D-1

Linear Referenced Point Feature 1 Point Feature 2
TRANSMAP Road Section ODOT Accident Point
& ODOT Accident Linear Distance

Coordinate System

State Plane, Ohio South, NAD 1983, US feet
x-shift: -2,250,000

y-shift: -1,190,000

1. Error of GIS Features M= u. Error of GIS Features M= &3
Eile Edit Help File Edit Help
) . Errors For 1st Feature Errors For 2nd Feature
fisatiedifonaton:; 4 99% Probatilly 1t 99 Frobabilty:
i ax Mir: Mak
Enter Dutput R esolution: 05 | B3 | 3787 | He120 ‘ Ha120
Ak 95% Prabability Al 95% Probability:
Min | 5763 Ma | 8150 Min: | 116450 Max ‘ 116,480
First Feature: Second Feature:
Feature Type | - Point Location/ Line Start: Feature Type | - Point Location/ Line Start: At 90% Probability At 90% Probabilty:
" Mone # Co-ordinate: {9295 2918 " Mone # Co-ordinate: [ga44. 75 S | 5132 b | 7382 by | 101.920 b ‘ 101.820
Y Co-ordinate: ’—2?90.5421 Y Co-ordinate: ’—2904.99 Al. 85% Probability: Al. 85% Probability:
. . Min. | 4804 Max | £.907 Mir: | 94120 Maw ‘ 94120
" Paint (L= Bk {+ Paint
T At 807 Probabilt At 807 Probability:
¥ Coeordinate: [9722 5753 ' ¥ : v
) : Min | 4555 Max | 6.441 Min: | 85800  Max ‘ 55.500
' Line " Line
Y Corordinate: (3502 4230
Atk 75% Prabability Al 75% Probability:
Error Walue Linzar Referenced Paint Error Walue Sl | 4.347 o | £.148 k5 | 80.500 s ‘ 80.500
Linear Distance f.rom Intersection Probability
’3— Starting Point: ’52— ’W
105.6
Exit ‘ <Back ‘

8 o of (615 Feabums

Ele E& b

w=rr] [c] (@]

........-.-.__ o : "5%

- Paint/Line

-

R e
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Quality and Accuracy of Positional Data in Transportation

Point Feature 1

ODOT Mandli Van GPS Point

Coordinate System

Example E-1

Line Feature 2

State Plane, Ohio South, NAD 1983, US feet

x-shift: -2,260,000
y-shift: -1,180,000

i Error of GIS Features
File Edit Help

[_ Ol x]

TRANSMAP Road Section

Required Infomations:

Enter Dutput Resolution:

First Feature:

Feature Type [~ Point Location/ Line Start;

¢ Maore # Co-ordinate: [5503 2632
' Co-ordinate: [2030.2442
& Faint
" Line
Error Yalue
12

bs

Second Feature:

Feature Type [~ Point Location/ Line Start:
" Mone # Coeordinate: [5571 4300
' Co-ordinate: (2035 1977
L
Port | e End
# Co-ordinate: [F05E 8533
&+ Line
' Co-ordinate: {2039, 4552
Error VYalue Linear Referenced Point
Linear Distance from
,3— Starting Point:

Exit

u Error of GIS Features [_ O] x]
File Edit Help
Errors For 1st Feature Errors For 2nd Feature
At 99% Probability: At 99% Probability:
Hin: ‘ 33720 Man ‘ 33.720 Min, | 6907 Max | 9767
At 957 Probability: At 95% Prabability:
Min: ‘ 26000 Max ‘ 26,800 Min | 5763 Max | 8.150
At 902 Probability: At 90% Probability:
Min: ‘ 23.520 Max‘ 23.520 Min, | 5192 Max| 7.342
At 852 Probability: At 857% Probability:
Min: ‘ 21720 Max ‘ 21.720 Min | 4884 Max | 6.307
At B0% Prabability: At 80% Probabiliy:
Min: ‘ 13800 Mas ‘ 13.800 Min, | 4555 Max | 6.441
At 752 Probability: Ak 757% Probability:
Hin: ‘ 18,600  Max ‘ 18.600 Min. | 4347 Max | 6148
Intersection Probability
25.360%
<Back.

B-8

B oint/Line

& Emun of 615 Feabues [ o] =]
[le [ Hep
Cr——— D)
[ ] 7see oo
I soe . esee
[ | ese [ | oo
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Quality and Accuracy of Positional Data in Transportation

Point Feature 1
ODOT Mandli Van GPS Point

Coordinate System
State Plane, Ohio South, NAD 1983, US feet
x-shift: -2,250,000
y-shift: -1,179,000

5. Error of GIS Features

File Edit Help

Example F-1

Point Feature 2

TRANSMAP Measured Point

1= E3

B ired Inf.

Enter Dutput Resolution:

—

i~ First Feature:
i Feature Type

" Mone

+ Paint

" Line

— Ermor Value —

i~ Paoint Location/ Ling Start:

# Co-ordinate |355_534:35
' Co-ordinate: IBED 4458084

== 2 ek

* Co-ordinate I
' Co-ordinate: I

= Linear Hefereneed Famt=—

Linear Distance from
Starting Paint:

—

i Feature Type
" Mone

+ Paint

" Line

— Ermor Value —

~ Second Feature:

i~ Paoint Location/ Line Start:

# Co-ordinate |321_27?4U
' Co-ordinate: |333 94223

e 2 ek

* Co-ordinate I
' Co-ordinate: I

= Linear Hefereneed Famt=—

Linear Distance from
Starting Paint:

—

12
<Bach |

i. Ermror of GIS Features M= E3
File Edit Help
—Emors For 1st Feature————~ Emmors For 2nd Feature
At 99% Prabability: At 99% Probability:
(Mm- | 33720 Maﬁ| 33720 (Mm | 8.430 Max| 8.430
At 95% Prabability At 95% Probability:
(Mm' | 26.880 Mak| 26.880 {Min | g.720 Ma*| 6720
At 90% Prabability At 903 Probability:
(Mm' | 23.520 Mak| 23.520 {Min | 5.880 Ma*| 5,380
At 85% Probability: At 85% Probability:
’7Mm: | 21720 Mak| 21720 ’7Mm | 5.430 MaX| 5.430
At B0% Prabability At 80% Probability:
(Mm: | 13.500 Mak| 13.500 (Min | 4.950 Max| 4,950
AL 75% Probability: At 75% Probabiliby:
’7Mm' | 18.600 Mak| 18.600 ’7Min | 4,650 MEX| 4.E50
— Intersection Probability
23175%

<Back

jon from which
re was measured

B-9

e Edi Heb

@

| | Tsea
—— o
[— =

t

_——— oo
N o=
| E— =SS

B i

Copyright National Academy of Sciences. All rights reserved.



http://www.nap.edu/21953

Quality and Accuracy of Positional Data in Transportation

Point Feature 1

TRANSMAP Measured Point

Coordinate System

Example F-2

Point Feature 2

State Plane, Ohio South, NAD 1983, US feet

x-shift: -2,250,000
y-shift: -1,179,000

ODOT Mandli Van GPS Point

1. Emmor of GIS Features |_[O] x]
.I El ofIS Features | _ O] <] Fle Edi Heln
de L EEE Errors For 1st Feature Ertors For 2nd Feature
Required Infomations: At 997% Probability At 997 Probability:
Mir: | 430 Max | B.430 Mi: ‘ 37| Max ‘ a7
Enter Output Fesolution: 0.5
At 953 Probability: Ak 952 Probability:
Min: | 5720 Max | B.720 Min: ‘ 26880  Man ‘ 26,880
First Feature: Second Feature:
Feature Tyupe Paint Lacation, Line Start: Feature Type Paint Location, Line Start: A 903 Probahility: At 903 Prabakility:
Min: M Hir: 1
" Mone # Coordinate: (029 2774 " None # Coordinate: (255 53435 4 | 5830 2 | 5830 " ‘ 23520 * ‘ 23520
. . - | At B85% Probability: Ak 852 Probability:
" Co-ordinate: ' Co-ordinate:
. 83334223 : Sorna | ddsed Min: 5430 Max 5.430 Min: 21720 Max[ 21720
" Point =" Point
,— ,— At 80% Probability: At 80% Probability:
Min: M Mir: 1}
~ Line & Line | 430 = 4F0 i | 13.800 13800
At 75% Probability: At 78% Probability:
Erorvalus Error Yalus Mir: | 4g50  Mlax | 4550 Min: ‘ 18600 Max ‘ 18.600
Intersection Probability
3 12 1.35%
<Back
i. Emor of GIS Features [_[O] %]
File Edt Help
TRANSMAP
GPS Van Position from which
Fealure was measured
] vsee _———— oo
I | =S | | eee
N ol
Mexts Exit

B-10
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Quality and Accuracy of Positional Data in Transportation

Point Feature 1
TRANSMAP Van Position

Example G-1

Line Feature 2
ODOT Road Section

Coordinate System

State Plane, Ohio South, NAD 1983, US feet
x-shift; -2,260,000

y-shift: -1,160,000

1. Error of GIS Features H=] =

File Edit Help

Required Infomations:

Enter Dutput Resolution: 0&

First Feature:
Feature Type

" None

' Point

" Line

Error ¥alue

o

Second Feature:
Foint Location/ Line Start: Feature Type |~ Point Locationd Line Start:

% Co-ordinate: [a777 9354 " Nore % Co-ordinate: (9535 0300
' Co-ordinate: [a509.0263  Co-ordinate: (2504 4200

£ Poirt | =) jne End

# Co-ordinate: (9988 9100
+ Line

* Co-ordinate: (2525 1400
Eror Yalue Linear Referenced Point

Linear Distance from

’50— Starting Point:
[ [

TRANSMAP
GPS Van Pasition

DOT Road Section

B-11

1. Error of GIS Features [_ O] =]
Fil= Edit Help
Emrors For 1st Feature Errors For 2nd Feature
At 99% Prabability: At 99% Probability:
Mir | 5,420 Ma*‘ 2430 Min: | 118109 Ma*| 162788
At 95% Probability: At 95% Prabability:
Min | B.720 Max‘ 6.720 Min: | 96.047 Max| 135.831
At 907 Probability At 80% Probability:
Hin | 5.880 Maﬂ‘ 5.880 Min: | 86,530 Ma><| 122372
At 85% Probability, At 85% Probability:
Min | 5.430 Ma*‘ 5.430 Min: | 1,394 Max| 115,109
At 802 Prabability: At B0% Probability:
Min | 4.950 Ma*‘ 4.950 Min: | 75911 Ma*| 107.355
At 75% Probability: At 75% Probability:
Min | 4.650 Max‘ 4.650 Min: | 72457 Max| 102.470)
Intersection Probability
99.000%
<Back
v M=
Fe [ liee
[ . o0
B o [~
85% 29%
[ I
B Foint/Line
Bah Yratr En
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Quality and Accuracy of Positional Data in Transportation

Example H-1

Line Feature Point Feature
ODOT Road Section TRANSMAP Feature — Fire Hydrant

Coordinate System

State Plane, Ohio South, NAD 1983, US feet
x-shift: -2,260,000

y-shift: -1,190,000

i E f GIS Feat B [x] B3
v Error of GIS Features [ _ (O] x| . nulu caues
. File Edit Help
File Edit Help
Errors For 1st Feature Errors For 2nd Feature

Required Infomations: At 35% Probabilty At 99% Probabilty:

Min: [ 115103 M| 1g27E3 Minfga3 Ma|  ga3p
Enter Dutput Resolution: 5

At 95% Probaility At 95% Probabilty:

Min: | sgng7 Max| 135831 Min:fg7o0 Mal g7
First Feature: Second Feature: )

Feature Type Paint Location/ Line Start: Feature Type Fairt Location/ Line Start At 30% Probabilty At 30% Probabiliy

Min: | ggra Ma| 1az3m Min:{naag Ma|  5EEp
€ Maore % Co-ordinate: [7975,53 " Nane X Co-ordinate: 3014 24

o o At 85% Probaility A1 85% Probabilty:

et [2916.02 oAl 334358 Wi [ g134 Mak[ 115109 Wi [~ 5430 Ma[ 5en
" Point Line End + Poirt i i i

A At 80% Probahility At 80% Probabilty:

oordnate: [7960.23 Min: [ 75517 Max[ 1073 Mir: 4950 Max 4960
& Line " Line
" Coodnat: [4423,07 A5 Probatily AL Probabilly

Min: M. Min: M.
Error Value Linear Referenced Point Enmar Value " T | 10 " 4630 # 4650

Linear Distance from Intersection Probability

’50— Starting Poirt: ,3— 59.000%
424

1 e of 5 Frtoms 3]

D

—a
=
=

(= =]
=
=

TRANSHMAP Road Segment

(=]
=
=

TRANSMAP Paint Feature - Fire Hydrant

L
o
=,
=
=
=
5+

|
k
|

B-12
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Quality and Accuracy of Positional Data in Transportation

Examplel-1
Linear Referenced Point Feature 2
Point Feature 1 TRANSMAP GPS
ODOT Accident Van Image
Coordinate System
State Plane, Ohio South, NAD 1983, US feet
x-shift: -2,251,000
y-shift: -1,180,000
u. Error of GIS Features [_ O] x] v Error of GIS Features M= B3
File Edit Help File Edit Help
B e Enors For 13t Feature Errors For 2nd Feature
Retuiedinicnations 4 95% Prababity 4499 Prabshity
bir: 1] bein: M
Enler Dutput issoliton T [ ‘ 140,500 ax | 140,500 in | 3.430 ax | 3.430
At 95% Probability: At 95% Probability:
Min:‘ 112.000 Maﬁ| 112.000 Miﬂ:| £.720 Mak| 6720
First Feature: Second Feature:
Feature Type) — Paint Location/ Line Start Feature Type) — Point Location/ Line Start 4 807 Prakabilty 4t 80% Prchabilty:
" Nane # Co-ordinate: [3936 09 " Nane # Co-ordinate: (9056 616 Min: ‘ 98.000¢ Max | 53.000 Min: | 5.880 Mas | 5,800
Y Co-ordinate: ,W Y Co-ordinate: ,W Al. 85% Probability: Al. 5% Probability:
| Paint () Paint Mirc ‘ 0500 Max | 50500 Mir: | 5430 Max | 5430
,7 ,7 At 80% Probability: At 807 Probability:
 Line C Line Min | 52500 Mat|  &25m0 Wi | ags0 - Mes| 4360
At 757 Probahility: At 757 Probability:
Errar Value Errar Value Mirc ‘ TRE00  Man | 77.500 Mirn: | 4650 Max | 4650
Intersection Probability
50 E 99.000%
[ [
<Back

i, Enor of GIS Features H=lE
File  Edit Help

| | i
Il
0DOT Road Segment I i

B-13
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Quality and Accuracy of Positional Data in Transportation

Example [-2

Point Feature Linear Referenced Point Feature 1
TRANSMAP GPS Van Image ODOT Accident

Coordinate System

State Plane, Ohio South, NAD 1983, US feet
x-shift: -2,251,000

y-shift: -1,180,000

5. Ewror of GIS Features [_ O] x]

i. Error of GIS Features [_ O] x]
File Edit Help File Edit Help
Required Infomations: Errors For 1st Feature Errors For 2nd Feature
Ak 99% Probability: A+ 99% Probability:
Enter Dutput Resolution s Min: | 8.430 Max ‘ 8,430 Min | 140,500 Max | 140.500
Ak 95% Probability: A4 95% Probability:
b . b4 .
First Feature: Second Feature: " | E.720 * ‘ B 7 " | 112000 " | 112,000
Feature Type - — Paoint Location Ling Start: Feature Type - — Point Location/ Line Stark:
Ak 90% Probability: A+ 907 Probability:
" None  Covordinate: [3056 616 | £ Hone % Covordinate: [5556.08 | Min | 5oo0  Max ‘ 5080 Min | Snoo0)  Max | 95,000
¥ Coodinate: [1558.71 | ¥ Coordinate: [13g.31 | At B5% Probabilty ALE5% Probability:
= Paint = Paint Min | 5430 Max ‘ 5.430 Min | 90.500)  Max | 90.500
,— ,— Ak 80% Probability: &b 807 Probability:
~ Lire ~ Line Min | 4.950 Max ‘ 4,950 Min | 82,500 Max | 82,500
Ak 75% Probability: &b 75% Probability:
Error Value Error Value Min: | 4650 Max ‘ 4850 Min | 77500 Max | 77.500
Intersection Probability
3 50 0.232%
<Back

i, Enor of GIS Features M= ES
g 0] ) [T 1) (ITETA) (VR @I B Eot o

TRANSMAP Van Image

0DOT Road Segment

B-14
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Quality and Accuracy of Positional Data in Transportation

Example J-1

Point Feature 1 Point Feature 2
ODOT Mandli Van GPS Point TRANSMAP GPS Van Image

Coordinate System

State Plane, Ohio South, NAD 1983, US feet
x-shift: -2,260,000

y-shift: -1,180,000

1. Error of GIS Features M= E
v, Error of GIS Features _ O x File Edt Help
File Edit Help Errors For 1st Feature Erors For 2nd Feature
) . At 99% Probabiity: &t 99% Probability:
e It Wi [ 35720 Man[ 3720 M [ 540 Ma[T 640
Enter Output Resolution:
R 08 4t 957% Probabilty A 957 Probabilly:
Min: | 26830 Max ‘ 26.880 Hin: | 6720 Max | 6.720
First Feature: Second Feature: . . . o
Feature Type— -~ Point Location/ Line Start: Feature Type— — Paint Lacation/ Line Start: At_ S Rt Sl At. SRl
Min: | 23520 Max ‘ 23520 Hin: | 5890 Max | 5.880
 Nare % Co-ordinate: 4395, 04 " MNaore A Co-ordinate: [4338.19
_ _ At B5% Probability: At 857 Probability:
¥ Co-ordinate: [2037 04 ¥ Co-ordinate: [2037.17 i | 21,720 Max ‘ 21720 Min: | 5470 Max | 5430
{+ Paoint t+ Paint
At B0% Probability: At B0% Probability:
i i Mir: | 19800 Max ‘ 13,600 Mir: | 4960 Ma | 4.950
Ine ne
At 5% Probability: At 757 Probability:
Ertor Value Enoralue Hin: | 18600 Max ‘ 18,600 Hin: | 4650 M | 4650
Intersection Probability
12 3 33.0003%
Exit ‘ <Back ‘

& Error of GIS Fealures [_TO]=]
Fie Edit Help
TRANSMAP Van image
] veee ——— eoe
. =ce [ o
[E— o=t [E— =
[ S,

S
EI{e Toes [R5 3400 doms 11111 108

B-15
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Quality and Accuracy of Positional Data in Transportation

Point Feature 1

TRANSMAP GPSVan Image

Coordinate System

Example J-2

Point Feature 2
ODOT Mandli Van GPS Point

State Plane, Ohio South, NAD 1983, US feet

x-shift: -2,260,000
y-shift: -1,180,000

i. Error of GIS Features M= E i Error of GIS Features =13
File Edit Help File Edit Help
Reguired Infomations: Errors For 13t Feature Errors For 2nd Feature
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ExampleK-2
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ExampleL-1
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Example M-1
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APPENDIX C

C-1

QUESTIONNAIRE FOR STATE DOT INTERVIEWS

BACKGROUND

This research study is sponsored by the National Cooper-
ative Highway Research Program (NCHRP) to compile and
develop information needed to addressissuesrelated to posi-
tional data accuracy and quality and to formulate method-
ologies to analyze their impacts or effects when considering
trade-offs and/or transforming the positional data obtained
from different measuring systems.

One of the critical components of this study isto assess the
current and potential applications of spatial dataand their sen-
Sitivity to positional and quality in various transportation
applications. The mechanism for collection of thisinformation
is through structured interviews with selected state DOTS,
MPOs, research and devel opment organi zations and other spa-
tial data users. Thisinterview guide is devel oped to facilitate

the data collection effort and will be used to conduct in-person
and telephone interviews. The specific objectives of the inter-
view are to gather sufficient information on the following:

* Types of spatial data used and the types of transporta-
tion applications for which spatial data are used.

» Desired levels of accuracy and quality (including toler-
ance levels) of spatial datafor the various applications.

 Sensitivity of transportation applicationsto accuracy and
quality of spatial data.

« Effects of the quality of spatial data on the transporta-
tion applications.

 Potential and future applications of spatial data.

The questionnaire is divided into three parts.
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Part I: General Organization Information

This section of the survey isintended to provide an overview of the organization and contacts for follow-up if
clarification is required.

-1 Organization Name

-2  Type of organization

Federal , State , MPO , Other (specify)

-3 Whoisthe primary contact for spatial database products?

Name

Title

Branch/Division:

Address

Phone/Fax No

E-Mail

-4 Whoistheindividual responsible for database standards within your organization (if different from 1-3 above? Name,
address, contact numbers, and e-mail

Part Il: General Characteristics of Spatial Data

The following questions pertain to general characteristics of spatial data use

[1-1  List the types of spatial data products used or maintained by your organization that is used for various transportation
application. For each data product, provide the following (Y ou may use Table 1):

» Name (and description) of product

+ Source of data product

* Nominal scale

* Coverage area

» Applications or uses

» Desired level of resolution or precision
» Tolerance level

* Sensitivity of application to data errors

[1-2  Describe the metadata records contained in the products described in Question |1-1 (where applicable). |dentify the
metadata standard and the content for each data product.
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-3

-4

-5

I1-6

-7

C-3

What measuring techniques are used by your organization to collect or develop its own spatial data (GPS, Geodetic
Survey, Air Photos)? For each data element (e.g., Line (street), Point (accident), Polygon Area (TAZ)) indicate
(You may use Table 2):

* gpatial data element

* measuring technique

* measuring instrument

* instrument error/precision

* resolution or precision for reporting.

Describe any decisions made based on the analysis of spatial data. Indicate whether the quality of data meets the
minimum standards required by your organization?

Describe any adverse effects of using spatial data that does not meet your minimum quality standards or data with
uncertain accuracy.

What are the plans by your organization for using the spatial datafor emerging and future GIS-T applications. List
the anticipated GIS-T applications

List the spatial data model and standard (National Standard for Spatial Data Accuracy—NSSDA) that your
organization follows

Part Ill: Linear Referencing Methods and Data Standards

This section deals with the Linear Referencing Database Models and Standards that either have been devel oped or
supported by the organization.

[11-1 Describe the digital ground transportation network data models and standards that your organization developed or

maintains and their capabilities.

» Name of datamodel or standard

+ Capabilitieseg.,
1) Linear Referencing capabilities Yes No
2) Dynamic segmentation capabilities Yes No
3) Routing capabilities Yes No

4) Address or location geo-coding capabilities Yes No
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-2

-3

-4

-5

-6

-7

-8

Indicate the transportation network data models and standard that your organization has adopted. Also, indicate if
these data model s are based upon current or proposed NCHRP LRS data standard (NCHRP 20-27).

List the linear referencing method(s) (LRM) used by your organization to collect locational data for transportation
applications. Identify typical attribute data collected associated with each method (Y ou may use Table 3).

What measurement techniques are used by your organization to collect the LRS data? List the resolution and
precision of each of the offset needed to report locations (e.g., 0.1, 0.01, 0.001) and measurement position (e.g.,
along the centerline or along the shoulder etc.) (You may use Table 3).

Describe any transformation techniques or algorithms that you use to transform between different linear referencing
methods.

What are the typical applications of LRMsin your organization? What GIS-T applications do you currently have that
would be enhanced/supported by the LRS? List them in order of priority.

Wheat future applications do you feel should be supported by the LRS? List them with your top priority.

Isany of the application under 111-6 and I11-7 is sensitive to positional accuracy of the LRS network model? Please
list the error range acceptable for the application.
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Table 1.

Name Sensitivity of
of data Source | Nominal Application Desired Tolerance | application to
product | Description | of data scale Coverage or uses resolution levels error

eg. NHPN Highway ONRL 1:100,000 | U.S. Planning 1-100m
Table 2.
Spatial data Measuring Measuring Instrument precision
element Example technique instrument (measurement error) Precision Remarks
line street Geodetic chain
Point accident

Polygon area
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Table 3.

LRM Attribute

Measurement
technique Precision

M easurement
Position

Application

Return completed questionnaireto:

Dr. Edward Fekpe
Transportation Division
Battelle

fek battelle.or
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AASHO
AASHTO
APTA
ASCE
ASME
ASTM
ATA
CTAA
CTBSSP
FAA
FHWA
FMCSA
FRA
FTA
IEEE
ITE
NCHRP
NCTRP
NHTSA
NTSB
SAE
TCRP
TRB
U.S.DOT

Abbreviations used without definitions in TRB publications:

American Association of State Highway Officials
American Association of State Highway and Transportation Officials
American Public Transportation Association
American Society of Civil Engineers

American Society of Mechanical Engineers

American Society for Testing and Materials

American Trucking Associations

Community Transportation Association of America
Commercial Truck and Bus Safety Synthesis Program
Federal Aviation Administration

Federal Highway Administration

Federal Motor Carrier Safety Administration

Federal Railroad Administration

Federal Transit Administration

Institute of Electrical and Electronics Engineers
Institute of Transportation Engineers

National Cooperative Highway Research Program
National Cooperative Transit Research and Development Program
National Highway Traffic Safety Administration
National Transportation Safety Board

Society of Automotive Engineers

Transit Cooperative Research Program
Transportation Research Board

United States Department of Transportation
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