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�Executive Summary

1

Policy makers are caught between two powerful forces in relation to
testing in America’s schools.  One is increased interest on the part of
educators, reinforced by federal requirements, in developing tests that
accurately reflect local educational standards and goals.  The other is a
strong push to gather information about the performance of students and
schools relative to national and international standards and norms.  The
difficulty of achieving these two goals simultaneously is exacerbated by
both the long-standing American tradition of local control of education
and the growing public sentiment that students already take enough tests.

Finding a solution to this dilemma has been the focus of numerous
debates surrounding the Voluntary National Tests proposed by President
Clinton in his 1997 State of the Union address.  It was also the topic of a
congressionally mandated 1998 National Research Council report (Un-
common Measures:  Equivalence and Linkage Among Educational Tests),
and was touched upon in a U.S. General Accounting Office report (Stu-
dent Testing: Issues Related to Voluntary National Mathematics and Reading
Tests).

More recently, Congress asked the National Research Council to
determine the technical feasibility, validity, and reliability of embedding
test items from the National Assessment of Educational Progress or other
tests in state and district assessments in 4th-grade reading and 8th-grade
mathematics for the purpose of developing a valid measure of student
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2 EMBEDDING QUESTIONS

achievement within states and districts and in terms of national perfor-
mance standards or scales.  This report is the response to that congres-
sional mandate.

CONCEPT AND PURPOSE OF EMBEDDING
Underlying the committee’s discussion of embedding there are always

two tests, which we identify as the “national test” and the “state test.”
The national test might be an actual test or testing program like the
National Assessment of Educational Progress (NAEP) or one of the com-
mercially available achievement tests, or it might be some other large
pool of nationally calibrated test items.  Performance on the national test
items generates a “national score,” the candidate for a common measure
of individual student performance.  The state test is whatever state or
local testing program is already in place, and it produces a “state score” for
students that is distinct from the national score.  The goal of embedding
is to produce both the national score and the state score without admin-
istering two full-length, free-standing tests.

Key to achieving that goal is the need for a common measure of
student performance.  A common measure is a single scale of measure-
ment; scores from tests that are calibrated to this scale support the same
inferences about student performance from one locality to another and
from one year to the next.  A given score indicates the same level of
performance, no matter from which test or how the score was obtained.
The scores might be obtained from a single test, from different tests that
are calibrated to the same scale through linking, from extracts from a
single test, or based on estimates of student performance from a matrix-
sampled assessment.

Validity is the central criterion for evaluating any inferences based
on test scores. When inferences about students’ educational achieve-
ments are intended from test results, two things are critical:  (1) the test
must adequately sample the domain of knowledge and skills that the
scores are supposed to represent, and (2) the test must always be adminis-
tered under the same standardized conditions so that all test takers have
the same opportunity to demonstrate what they know.

Developing a common measure of individual student performance by
inserting an abridged test into the diversity of current state tests creates
multiple opportunities for these two conditions to be violated, threaten-
ing the validity of most of the inferences that parents, educators, and
policy makers want to support with test scores.
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The type of embedding that the committee considered to be most
central to its charge entails including parts of a national assessment in
state assessment programs in order to provide individual students with
national scores that are comparable to the scores that would have been
obtained had they taken the national assessment in its entirety.

CONCLUSIONS
National scores that are derived from an embedded national test or

test items are likely to be both imprecise and biased, and the direction
and extent of bias is likely to vary in important ways—e.g., across popula-
tion groups and across schools with different curricula. The impediments
to deriving valid, reliable, and comparable national scores from embed-
ded items stem from three sources:  differences between the state and
national tests; differences between the state and national testing pro-
grams, such as the procedures used for test administration; and differences
between the embedded material and the national test from which it is
drawn.

CONCLUSION 1:  Embedding part of a national assessment in
state assessments will not provide valid, reliable, and comparable
national scores for individual students as long as there are:  (1) sub-
stantial differences in content, format, or administration between
the embedded material and the national test that it represents; or
(2) substantial differences in context or administration between
the state and national testing programs that change the ways in
which students respond to the embedded items.

If  the national assessment is administered in its entirety, close in
time with a state assessment, and in a manner that is consistent with its
standardization, many of the threats to comparability of national scores—
such as context effects, differences in timing, and differences in adminis-
tration—may be circumvented.  In this situation, if state scores are not
intended to be comparable across states, it does not matter that this
approach may lead some states to administer their own test material
differently than some other states.  This approach is not without its
limitations, however, and it can affect a state’s testing programs in a
variety of ways.  State policy makers and educators must weigh the advan-
tages, disadvantages, and tradeoffs that are associated with this approach.
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4 EMBEDDING QUESTIONS

CONCLUSION 2: When a national test designed to produce indi-
vidual scores is administered in its entirety and under standard
conditions that are the same from state to state and consistent with
its standardization, it can provide a national common measure.
States may separately administer custom-developed, state items
close in time with the national test and use student responses to
both the state items and selected national test items to calculate a
state score.  This approach provides both national and state scores
for individual students and may reduce students’ testing burdens
relative to the administration of two overlapping tests.

The relative efficiency of embedding must be evaluated on a case-by-
case basis and depends on many factors, including the length of the
embedded test, required changes in administration practices at the state
level, and differing regulations about which students are tested or ex-
cluded.  States must weigh the costs and benefits that are associated with
any embedding approach.  However, differences in the time of year for
testing, grades and subjects tested, content and format of the national
and state tests, rules about assessment accommodations, the stakes associ-
ated with test results, and the uses and types of testing aids that are
required and provided by different states create a situation that makes
embedding items in state and district tests to derive a common measure of
individual student performance both complex and burdensome.

CONCLUSION 3:  Although embedding appears to offer gains in
efficiency relative to administering two tests and does reduce stu-
dent testing time, in practice, it is often complex and burdensome
and may compromise test security.

The committee also considered other purposes for which embedding
might be used to obtain aggregate information, i.e., scores of groups of
students such as schools, districts, or states, rather than to obtain infor-
mation about individual students.  The extent to which embedding would
provide valid estimates of aggregated scores on a national test that is not
fully administered remains uncertain.  Aggregation does lessen the effects
of certain types of measurement error that contribute to the unreliability
of scores for individual students.  But many of the impediments to embed-
ding are factors that vary systematically among groups, such as differences
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EXECUTIVE SUMMARY 5

in rules for the use of accommodations (for students with disabilities or
limited English proficiency) and differences in the contexts provided by
state tests.  Aggregation will not alleviate the distortions in the scores
that are caused by these factors. Given the limited data available on this
issue, the committee does not offer a conclusion about the use of embed-
ding to obtain aggregate information.
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�
1

Introduction: History and Context

6

Policy makers are caught between two powerful forces when it comes
to testing in America’s schools.  One is the increased interest on the part
of educators, reinforced by federal requirements, in developing tests that
accurately reflect local educational standards and goals.  The other is a
strong policy push to gather information about the performance of stu-
dents and schools relative to national and international standards and
norms.  The difficulty of simultaneously achieving these two goals is
exacerbated by both the long-standing American tradition of local con-
trol of education and growing public sentiment that the nation’s school
children already face enough tests.

The search for a solution to this dilemma led Congress to request two
separate studies from the National Research Council (NRC) to deter-
mine whether a common measure of student performance can be achieved
by comparing or linking the results of different tests to each other and
interpreting the results in terms of national or international benchmarks.

BACKGROUND
Despite significant state investments in standards and testing and in

education generally, policy makers continue to look for clear evidence of
how their states’ students perform in comparison with students in other
states and with national and international standards.  The growing demand
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for national and international comparative achievement data is reflected
in the growing public attention to results of such assessments as the
National Assessment of Educational Progress (NAEP) and the Third
International Mathematics and Science Study (TIMSS), but these pro-
grams do not provide individual student results.

National comparability of individual test results is difficult to attain.
The United States does not have a national examination system that can
show how an individual student’s achievement compares with that of
students in other schools, districts, and states.  There is no uniform cur-
riculum for each school subject or commonly accepted standards of aca-
demic performance.  Instead, individual student achievement is currently
measured by a variety of state-developed and commercially published
tests.

State tests are designed to evaluate students, schools, and school
districts with respect to state goals, but they do not provide information
that is useful in making comparisons across states.  Standardized commer-
cial tests can provide information for making comparisons across states
among students who take the same test, but they cannot provide a com-
mon measure of achievement for students who take different tests, even
when these tests appear to be similar (National Research Council, 1999c).

Differences across states go deeper than the specific tests they choose
to use, to the actual goals and standards for learning in each subject area.
There is no national consensus, for example, on exactly what constitutes
the subject areas of 4th-grade reading and 8th-grade mathematics, nor on
what mathematical skills an 8th-grade student ought to have mastered,
nor on what constitutes reading and writing competence of a 4th-grade
student.  Thus, different tests that ostensibly measure the same broad
subject area can produce varying scores for the same students because the
tests may emphasize different aspects of the subject area, such as algebra,
computation, or graphical representation for 8th-grade mathematics.  The
lack of a readily available, nationally accepted “common currency” for
describing and comparing individual student achievement leaves policy
makers wondering what they can tell students and their families about
how local students are performing relative to other students in the nation.

The first NRC study addressed the question of the feasibility of devel-
oping an equivalency scale that would allow test scores from commer-
cially available standardized tests and state assessments to be compared
with each other and NAEP.  The linkage study (National Research
Council, 1999c) concluded that state assessments and commercial tests
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are too diverse to be meaningfully linked to a single common scale and
that reporting student scores from different assessments on the same scale
is therefore not feasible.  Although some of the measures might be suffi-
ciently similar in content and format to be linked, the study concluded
that differences in administrative practices and test uses would limit the
valid inferences that might be drawn about individual students.  The
study also concluded that linking an existing test or assessment to the
NAEP scale is problematic unless the test to be linked to NAEP is very
similar in content, format, and uses to NAEP.

Policy makers accepted the report’s conclusions, but the pressure to
find ways to address the divergent goals of score comparability and local
control of education did not disappear.  In continuing to seek a viable
means of deriving a common measure of student performance, and to do
so efficiently, policy makers responded to the NRC report with several
follow-up questions:

• Is there a way to combine elements of two different tests and get
meaningful results for both?

• Can NAEP items or items from other nationally standardized tests
simply be embedded in state tests in order to provide information
related to national standards?

• Can one “sprinkle” a few items from one test in another test and
lift the results out separately?

• Can one test be “attached” to or “contained within” another test?
• Are tests similar enough that common items can be found and

used for different purposes at the same time?

At the same time that the NRC’s linkage study was under way, pre-
liminary work by Achieve, Inc., an independent policy organization, in-
dicated widespread interest in trying to find strategies to answer those
questions (Kronholz, 1998; Hoff, 1998).1   After the NRC report, the
notion of embedding items from one test in another to develop a common
measure of student performance was thrust even more into the spotlight

1After careful consideration of the issues surrounding the selection of items to be used
for embedding and the potential technical and practical difficulties associated with
embedding the identified items in differing state tests, Achieve abandoned its attempt to
develop such strategies (Achieve, Inc., personal communication, March 13, 1999; Hoff,
1999).
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as a possible solution to the dilemma of score comparability with only a
limited additional testing burden placed on the states.

In response, the Committee on Embedding Common Test Items in
State and District Assessments was charged specifically (under P.L. 105-
277) with examining research and practice to determine whether embed-
ding NAEP or other items in state and district tests of 4th-grade reading
and 8th-grade mathematics is a technically feasible way of obtaining a
valid and reliable common measure of individual student performance.

COMMITTEE’S APPROACH
In accepting its charge, the committee acknowledged that the ques-

tions posed to it are important ones that reflect policy makers’ keen desire
for nationally comparable student achievement measures that can be
developed without adding additional testing burdens to state programs.
Therefore, in conducting its deliberations, the committee used the ability
to achieve comparability with efficiency as one criterion for evaluating
different strategies for embedding items to develop a common measure of
individual student performance.

The committee made the assumption that the possibility of linking or
embedding items in existing tests was being proposed as an alternative to
the Voluntary National Tests (VNT) of 4th-grade reading and 8th-grade
mathematics that were requested by President Clinton in his 1997 State
of the Union address to Congress.  While the committee takes no posi-
tion on the overall merits of the VNT, it acknowledges that some of its
findings and conclusions may be relevant to the technical and policy
issues surrounding the tests.

The committee began by reviewing and accepting the evidence,
conclusions, and relevance of two earlier related reports to Congress:
Uncommon Measures: Equivalence and Linkage Among Educational Tests
(National Research Council, 1999c) and Student Testing: Issues Related to
Voluntary National Mathematics and Reading Tests (U.S. General Account-
ing Office, 1998).  Because the committee accepted the conclusions of
Uncommon Measures regarding the issues surrounding equating and link-
ing, the committee focused its deliberations on the use of embedded items
to develop a common measure that is not derived from linking or equating.

Although the congressional conference agreement (U.S. Congress,
1998) that elaborated the committee’s charge specifically states that, “. . .
including items from one test in another test for the purpose of providing
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a common measure of individual student performance is, effectively, a
form of linking . . ,” the committee considered the full range of embed-
ding techniques, including some that do not entail statistical linking.
The committee deliberated about the ways in which using embedding to
develop a common measure of student achievement are the same as or
different from linking.

Definitions
To facilitate its discussions, the committee formalized several key

definitions and developed three scenarios of ways in which embedding
could be implemented.

Embedding
Embedding is the inclusion of all or part of one test in another.  In

this report, however, embedding refers only to the inclusion of part of a
test in another, since embedding all of a test offers no gains in efficiency
over administering two tests separately.  Accordingly, the focus of this
report is a discussion of methods of embedding that entail varying degrees
of abridgment of either the test from which embedded material is drawn
or the test into which another test is embedded.  There are tradeoffs
imposed by the method and degree of abridgment—how the embedded
material is selected from the entire test and how much of the entire test is
included.  For example, embedding larger amounts of material is likely to
increase the reliability of scores, but at the cost of increasing the testing
burden.

Underlying our discussion of embedding there are always two tests,
which we call the “national test” and the “state test.”  The national test
might be an actual test or testing program like NAEP or one of the
commercially available achievement tests, or it might be some other large
pool of nationally calibrated test items.  In either case, performance on
the national test items generates a “national score,” the candidate for a
common measure of individual student performance.  The “state test” is
whatever state or local testing program is already in place, and it produces
a “state score” for students that is distinct from the national score.

The goal of embedding is to produce both a national score and a state
score without administering two full-length, free-standing tests.  Of course,
embedding could take other forms, and the issues raised here would apply to
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them as well.  However, because of NAEP’s design, embedding NAEP mate-
rial raises additional concerns (detailed in Chapter 2).

Two methods of embedding are included in our analysis:  physical
and conceptual.  Physical embedding entails inserting material from the
national test into a state’s test booklets, either as a separate section of the
state test or sprinkled throughout the state test.  Conceptual embedding
requires that the material from the national test be administered sepa-
rately but close in time to the state test.  Most of the embedding issues
that the committee discusses arise in both cases, but conceptual embed-
ding can be less subject to context effects (discussed in Chapter 2).

A Common Measure
The committee was charged with examining the usefulness of embed-

ding items in state and district tests for the purpose of providing a com-
mon measure of individual student performance.  But what is a “common
measure?”

A common measure is a single scale of measurement; scores from tests
that are calibrated to this scale support the same inferences about student
performance from one locality to another and from one year to the next.
To provide a common measure, tests must conform to technical standards
(American Educational Research Association et al., 1985; American Edu-
cational Research Association et al., in press) and must meet a number of
additional criteria, some of which are discussed below.  In addition, it
should be noted that even tests that provide a common measure may
differ in reliability—that is, scores from one may be more precise than
scores from another.

A given score indicates the same level of performance, no matter
from which test or how the score was obtained.  The score might come
from performance on a single test, from different tests that are calibrated
to the same scale through linking, from extracts from a single test, or from
estimates of student performance from a matrix-sampled assessment.

A common measure does not necessarily imply a common or shared
test.  Common measures can be obtained from a common test that is
always administered under standardized conditions, but they need not be.
The motivation for this study, and for the study of linking reported in
Uncommon Measures, is a widespread interest in obtaining comparable
information about student performance without a common test:  that is,
without administering a full, common test in different states.  Uncommon
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Measures (National Research Council, 1999c) explored whether linking
could provide a common measure from different tests when no common
test is used at all.  This study explores whether embedding might serve
that function–in particular, embedding parts of a common test into dif-
ferent state or district tests.

Three Scenarios
To make the issues we raise more concrete, we developed three

specific scenarios around which we organize our discussion about embed-
ding for a common measure of individual performance (discussed in Chap-
ter 3).  We use the administration of two free-standing tests (discussed in
Chapter 2) as a standard with which to compare the three embedding
scenarios.  Although we believe that these three scenarios illustrate the
most likely approaches to embedding, they do not represent an exhaus-
tive inventory of embedding techniques:

1. Double-duty scenario:  In this scenario, a national test is adminis-
tered independently of a state test, but some or all of the items from the
national test are used with the state items in developing students’ state
scores.

2. NAEP-blocks scenario:  In this scenario, NAEP item blocks, which
have been chosen to represent the complete NAEP assessment to some
degree, are inserted into a state test booklet.

3. Item-bank scenario:  In this scenario, a national item bank is made
available to local educational agencies, and state educators select the
items they wish to use and embed them in their state tests.

Details about the design, analysis, and reporting for these scenarios
are presented in Chapter 3, along with an evaluation of their technical
quality for the purpose of producing a common measure of individual
student performance.  Our evaluation of these scenarios illustrates the
advantages, disadvantages, and tradeoffs that are inherent in any pro-
posal for creating a common measure through embedding.

Broader Issues
Although we focus mostly on whether a common measure of indi-

vidual performance can be developed by embedding all or part of a test in
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another test, we identified a variety of other purposes for which policy
makers may want a common measure of student performance, and we
expanded our deliberations to consider them.  They include:  to report
national test results from NAEP or other tests at the district or school
level, to verify the level of rigor of local standards, to report NAEP results
in non-NAEP administration years, and to audit changes in local test
results over time.  Because these purposes involve comparisons of group
performance, aggregated scores (scores representing a group of individu-
als, such as a school, district, or state) would be more useful than indi-
vidual scores.  We note some important attributes of these alternatives,
but we did not deliberate about them at length.  Chapter 4 reports our
limited findings and conclusions about these other purposes for embed-
ding.

Some of the conclusions contained in this report reflect the current
diversity of state curricula and tests.  If the goals and characteristics of
state testing programs were to become markedly more similar than they
currently are, some of the obstacles to embedding noted here would be
ameliorated to some degree.  However, recent developments do not sug-
gest that this is likely to happen in the near future.  In addition, we note
that the impediments to successful embedding noted here vary consider-
ably in terms of their tractability.  Some of them could be surmounted by
simple decisions about the operation of state testing programs, while
others cannot be overcome without fundamental changes in curriculum
and assessment.



Copyright © National Academy of Sciences. All rights reserved.

Embedding Questions: The Pursuit of a Common Measure in Uncommon Tests
http://www.nap.edu/catalog/9683.html

14

�
2

Environment for Embedding:
Technical Issues

14

This chapter describes a number of issues that arise when embedding
is used to provide national scores for individual students.  In keeping with
Congress’s charge, we focus our attention primarily on embedding as a
means of obtaining individual scores on national measures of 4th-grade
reading and 8th-grade mathematics.  The issues discussed here would
arise regardless of the grade level or subject area, although the particulars
would vary.

SAMPLING TO CONSTRUCT A TEST1

To understand the likely effects of embedding, it is necessary to con-
sider how tests are constructed to represent subject areas.  For present
purposes, a key element of this process is sampling.  A national test
represents a sample of possible tasks or questions drawn from a subject
area, and the material to be embedded represents a sample of the national
test.

Tests are constructed to assess performance in a defined area of knowl-
edge or skill, typically called a domain.  In rare cases, a domain may be

1This material is a slight revision of a section of Uncommon Measures (National Re-
search Council, 1999c:12-14)



Copyright © National Academy of Sciences. All rights reserved.

Embedding Questions: The Pursuit of a Common Measure in Uncommon Tests
http://www.nap.edu/catalog/9683.html

ENVIRONMENT FOR EMBEDDING:  TECHNICAL ISSUES 15

small enough that a test can cover it exhaustively.  For example, profi-
ciency in one-digit multiplication could be assessed exhaustively in the
space of a fairly short test.  As the domain gets larger, however, this
becomes less feasible.  Even final examinations, administered by teachers
at the end of a year-long course, cannot cover every possible content or
skill area covered by the curriculum.  Many achievement tests—includ-
ing those that are especially germane to the committee’s charge—assess
even larger, more complex domains.  For example, the NAEP 8th-grade
mathematics assessment is intended to tap a broad range of topics that
includes a wide variety of mathematical skills and knowledge that stu-
dents should (or might) master over the course of their first 8 years in
school.  The assessment therefore includes items representing a variety of
different types of skills and knowledge, including numbers and opera-
tions,  measurement, geometry, algebra and functions, and data analysis
and statistics.  Commercial achievement test batteries cover equally broad
content, as do state assessments.

Because the time available to assess students is limited, wide-ranging
tests can include only small samples of the full range of possibilities.
Performance on the test items themselves is not as important as is the
inference it supports about mastery of the broader domains the tests are
designed to measure.   Missing 10 of 20 items on a test of general vocabu-
lary is important not because of the 10 words misunderstood, but because
missing one-half of the items justifies an inference about a student’s level
of mastery of the thousands of words from which the test items were
sampled.

In order to build a test that adequately represents its domain, a num-
ber of decisions must be made.  It is helpful to think of four stages leading
to a final test:  domain definition, framework definition, test specifica-
tion, and item selection (see Figure 2-1).  The choices made at each stage
reduces the number of content and skills areas that will be directly
sampled by the completed test.

First, the developers of an assessment define the scope and extent of
the subject area, called the domain, being assessed.  For example, the
domain of 8th-grade mathematics includes not only material currently
taught in (or by) the 8th grade, but also material that people think ought
to be taught.  During domain definition, decisions such as whether data
analysis and statistics should be tested in the 8th grade would also be
made.

To define the framework, the domain definition must be delineated
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FIGURE 2-1  Decision stages in test development.
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in terms of the content to be included, and the processes that students
must master in dealing with the content.  The NAEP 8th-grade math-
ematics framework represents choices about how to assess achievement
in the content of 8th-grade mathematics.  It identifies conceptual under-
standing, procedural knowledge, and problem solving as facets of profi-
ciency and whether basic knowledge, simple manipulation, and under-
standing of relationships are to be tested separately or in some context.

Choices made at the next stage, test specification, outline how a test
will be constructed to represent the specified content and skills areas
defined by the framework.  Test specifications, which are aptly called the
test blueprint, specify the types and formats of the items to be used, such
as the relative number of selected-response items and constructed-
response items.  Designers must also specify the number of tasks to be
included for each part of the framework.  Some commercial achievement
tests, for example, place a much heavier emphasis on numerical opera-
tions than does NAEP.  Another choice for a mathematics test is whether
items can be included that are best answered with the use of a numerical
calculator.  NAEP includes such items, but the Third International Math-
ematics and Science Survey (TIMSS), given in many countries around
the globe, does not.  The NAEP and TIMSS frameworks are very similar,
yet the two assessments have different specifications about calculator use.

Following domain definition, framework definition, and test specifi-
cation, the final stage of test construction is to obtain a set of items for
the test that match the test specification.  These can come from a large
number of prepared items or they can be written specifically for the test
that is being developed.  Newly devised items are often tried out in some
way, such as including them in an existing test to see how the items fare
alongside seasoned items.  Responses to the new trial items are not in-
cluded in the score of the host test.  Test constructors evaluate new items
with various statistical indices of item performance, including item diffi-
culty, and the relationship of the new items to the accompanying items.

COMMON MEASURES FROM A COMMON TEST
To clarify the distinction between common tests and common mea-

sures, and to establish a standard of comparison for embedding, we begin
our discussion of methods for obtaining individual scores on a common
measure with an approach that entails neither linking nor embedding,
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but rather administration of an entire common national test and an entire
state test.

Two Free-Standing Tests
In this situation, two free-standing tests are administered without any

connection to each other.  The national test is administered in its entirety
under standardized conditions that are consistent from state to state:
students in each state are given the same materials, the same directions,
the same amount of time to complete the test, and so on.  The combina-
tion of a common national test and common, standardized conditions of
administration can yield a common measure of individual student perfor-
mance, but at the cost of a substantial increase in burden (in time, money,
and disruption of school routines) relative to the administration of a
single state test.

The success of this approach hinges not only on the use of a common
test, but also on standardization of administration and similarity in the
uses of the scores.  If test administration is not consistent from one loca-
tion to another, for example, across states, even the use of a full common
test may not guarantee a common measure.  Moreover, when the national
measure provides norms based on a standardization sample, the adminis-
tration of the test must conform to the administration procedures used in
the standardization.

However, even standardized administration procedures are not suffi-
cient to guarantee a common measure.  For example, suppose that two
states administer an identical test and use similar procedures for adminis-
tering the test, but use the scores in fundamentally different ways:  in one
state, scores have serious consequences for students as a minimum require-
ment for graduation; in another state, the scores have no consequences
for students and are not even reported to parents, but are used to report
school performance to the public.  This difference in use could cause large
differences in student motivation, and students in the second state may
not put much effort into the test.  As a result, identical scores in the two
states might indicate considerably different levels of mastery of the con-
tent the test represents. Regardless of which of the two conditions (high
or low motivation) produces more accurate scores, the scores will not be
comparable.  When scores are different for reasons other than differences
in student achievement, comparisons based on scores are problematic.
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Reconciling Scores
Two free-standing tests provide two scores for individual students:  a

state score and a national score.  Because the state and national tests
differ, the information from these scores would be different.  That is,
some students would do better on one test than on the other.  Some of
these differences could be large.  Having two scores that are sometimes
discrepant could be confusing to parents and policy makers.  One can
easily imagine, for example, complaints from the parent of a student who
scored relatively poorly on a high-stakes state test but well on a low-
stakes free-standing national test.

Yet, when two tests differ, they may provide different and perhaps
complementary information about students’ performance.  Measurement
experts have long warned against reliance on any single measure of stu-
dent achievement because all measures are limited and prone to errors.
The information about a student gathered from the results of two differ-
ent well-constructed tests of a single domain would in general be more
complete and more revealing than that from a single test (National
Research Council, 1999b; American Educational Research Association
et al., 1985; American Educational Research Association et al., in press).

One key to whether information from two tests would be seen as
confusing or helpful is the care with which conclusions are presented and
inferences drawn.  If users treat scores of an 8th-grade mathematics test,
for example, as synonymous with achievement in 8th-grade mathematics,
differing results are likely to be confusing.  But if users treat scores as
different indications of mastery of that domain, the possibility exists for
putting discrepancies among measures to productive use.  An important
caveat, however, is that in some cases, scores on one or the other test
could be simply misleading—for example, if the student was ill the day it
was administered.

With two free-standing tests another issue is inevitably raised:  How
fair are comparisons based on this approach?  The committee noted that
the fairness or reasonableness of a comparison hinges on the particular
inferences the test scores are used to support.  For example, suppose that
two states agree to administer an identical mathematics test in the spring
of the 8th grade.  The test emphasizes algebra.  In one state, most students
study algebra in the 8th grade.  In the second state, however, most stu-
dents are not presented with this material until the 9th grade, and the
corresponding instructional time is allocated instead to basic probability
and data analysis, which is given almost no weight in the test.  Because
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the test is more closely aligned with the curriculum in the first state than
in the second, students in the first state will have an advantage on the
test, all other things being equal.

Under these circumstances, when would it be fair to conclude that a
given student in the second state is doing poorly, relative to students in
the first state?  If one were simply interested in whether students have
mastered algebra and hazarded no speculation about why, it might be
reasonable to conclude that the student is doing poorly.  The student
would in fact know less algebra than many students in the first state, if
only because he or she had not been given the opportunity to learn
algebra.  But, if one wanted to draw inferences about a student’s mastery
of the broad subject area of mathematics, it might be unreasonable and
misleading to infer from the results of this test, that the student in the
second state is doing poorly relative to students in the first state.

THREATS TO OBTAINING A COMMON MEASURE
The use of a free-standing common test is in itself insufficient to

guarantee comparability.  We briefly note here some of the issues that
arise when a common test is used to generate common scores.  We present
this material not to evaluate the two free-standing tests approach, but
rather to provide a baseline for comparing the use of embedding.  We also
discuss these factors in relation to actual state policy and testing pro-
grams, with an emphasis on the ways in which differences among these
programs can affect the comparability of results.

Standardization of Administration
To make fair and accurate comparisons between test results earned by

students in different districts or states, or between students in one district
or state and a national sample of students, tests must be administered
under standardized conditions, so that the extraneous factors that affect
student performance are held constant.  For example, instructions to the
examinees, the amount of time allowed, the use of manipulatives or test-
ing aids, and the mechanics of marking answers should be the same for all
students.

However, because of the expense involved in hiring external test
administrators, most state tests are administered by the regular school
staff, teachers, counselors, etc.  Test administration usually means that
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the staff read the instructions for completing the test to the examinees
from a script, which is designed to ensure that all students receive the
same instructions and the same amount of time for completing the test.  If
all of the test administrators adhere to the standardized procedures, there
is little cause for concern.  There has been some concern expressed,
however, by measurement specialists that teachers may vary in how
strictly they adhere to standardized testing procedures (see, e.g., Kimmel,
1997; Nolen et al., 1992; Ligon, 1985; Horne and Garty, 1981).

If different states provide different directions for the national test,
different opportunities to use calculators or manipulatives (see Figure
2-2), impose different time limits for students, or break the test into a
different number of testing sessions, seemingly comparable scores from
different states may imply different levels of actual proficiency.

9

30

24

11

4

Other types of
math aides, such as:

pattern blocks, counters,
tiles, punch-outs,

string, and tangrams

Calculators

Rulers, protractors,
or compasses

Formula or
reference sheets

Dictionaries or
thesauruses

FIGURE 2-2  Manipulatives allowed on 4th-grade reading and 8th-grade mathematics
components; number of states.  SOURCE:  Adapted from Olson et al. (in press).
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Accommodations
One of the ways in which the standardized procedures for administra-

tion are deliberately violated is in the provision of special accommoda-
tions for students with special needs, such as students with disabilities or
with limited proficiency in English.  Accommodations are provided to
offset biases caused by disabilities or other factors.  For example, one
cannot obtain a valid estimate of the mathematics proficiency of a blind
student unless the test is offered either orally or in Braille.  Other examples
include extra time (a common accommodation), shorter testing periods
with additional breaks, and use of a scribe for recording answers; see
Table 2-1 for a list of accommodations that are used in state testing
programs.

Two recent papers prepared by the American Institutes for Research
(1998a, 1998b) for the National Assessment Governing Board summarize
much of the research on inclusion and accommodation for limited-
English-proficient students and for students with disabilities.  However,
information about the appropriate uses of accommodations for many types
of students is unclear, and current guidelines for their use are highly
inconsistent from state to state (see, e.g., National Research Council,
1997).

Differences in the use of accommodations could alter the meaning of
individual scores across states, and the lack of clear evidence about the
effects of accommodations precludes taking them into account in com-
paring scores (see, e.g., Halla, 1988; Huesman, 1999; Rudman and
Raudenbush, 1996; Whitney and Patience, 1981; Dulmage, 1993; Joseph,
1998; Williams, 1981).

Timing of Administration
The time of year at which an assessment is administered will have

potentially large effects on the results (see Figure 2-3 for a comparison of
state testing schedules).  The nature of students’ educational growth in
different test areas is different and uneven throughout the school year
(Beggs and Hieronymus, 1968).  In most test areas, all of the growth
occurs during the academic school year, and in some areas students actu-
ally regress during the summer months (Cooper et al., 1996).

The best source of data documenting student growth comes from the
national standardizations of several widely used achievement batteries.
These batteries place the performance of students at all grade levels
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TABLE 2-1 Accommodations Used by States

Type of Accommodation Allowed Number of States

Presentation format accommodations
Oral reading of questions 35
Braille editions 40
Use of magnifying equipment 37
Large-print editions 41
Oral reading of directions 39
Signing of directions 36
Audiotaped directions 12
Repeating of directions 35
Interpretation of directions 24
Visual field template 12
Short segment testing booklet 5
Other presentation format accommodations 14

Response format accommodations
Mark response in booklet 31
Use of template for recording answers 18
Point to response 32
Sign language 32
Use of typewriter or computer 37
Use of Braille writer 18
Use of scribe 36
Answers recorded on audiotape 11
Other response format accommodations 8

Test setting accommodations
Alone, in study carrel 40
Individual administration 23
With small groups 39
At home, with appropriate supervision 17
In special education class 35
Separate room 23
Other test setting accommodations 10

Timing or scheduling accommodations
Extra testing time (same day) 40
More breaks 40
Extending sessions over multiple days 29
Altered time of day 18
Other timing-scheduling accommodations 9

Other accommodations
Out-of-level testing 9
Use of word lists or dictionaries 13
Use of spell checkers 7
Other 7

SOURCE:  Adapted from Roeber et al. (1998).
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2 The most recent national standardizations of the Stanford Achievement Test (SAT),
the Comprehensive Tests of Basic Skills (CTBS), and the Iowa Tests of Basic Skills
(ITBS)/Iowa Tests of Educational Development (ITED) showed very similar within-
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FIGURE 2-3  Time of administration of 4th-grade reading and 8th-grade mathematics
components during the 1997-1998 school year; number of states.  NOTES:  States were
counted more than once when their assessment programs contained multiple reading or
mathematics components that were administered at different times during the year.
SOURCE:  Adapted from Olson et al. (in press).

(K-12) on a common scale, making it possible to estimate the amount of
growth occurring between successive grade levels.2

The effect that time of year for testing could have on the absolute
level of student achievement is illustrated in Table 2-2.  This table shows



Copyright © National Academy of Sciences. All rights reserved.

Embedding Questions: The Pursuit of a Common Measure in Uncommon Tests
http://www.nap.edu/catalog/9683.html

ENVIRONMENT FOR EMBEDDING:  TECHNICAL ISSUES 25

the average proficiency in reading on the grade 4 1998 NAEP assessment
for 39 states, the District of Columbia, and the Virgin Islands.  If one were
to assume the average within-grade growth for reading,3  a difference of 3
months—the size of the testing window for NAEP—in the time of year
when the test is administered could have up to a 16-point effect on the
average proficiency level of a state or district.   For illustration, 16 points
is the difference in performance between the state ranked 5th (Massachu-
setts) and the state ranked 31st (Arkansas).  A difference in testing time
as small as 3 months could lead to changes in state ranking by as many as
26 places.

Some national assessments have norms for only one testing period
per grade.  NAEP, TIMSS, and the proposed VNT are examples of such
tests.  If one of these tests is selected to serve as a freestanding test or as
the source for the embedded items, the state tests would have to be
administered during the same testing period as the national assessment.
Other tests, such as most commercially available, large-scale achieve-
ment tests, have norms available for various testing periods per grade.
With these assessments, testing dates are flexible, and if they are the
source for the embedded test, the national test can be administered dur-
ing a time period that is most suitable for the local situation.

One additional issue that is related to the time of year for testing falls
under the umbrella of “opportunity to learn.”  For example, if the same
test is given at the same time of the year in different states that follow
different curricula, or if the same test is given at different times of the year
in states that follow the same curricula, students will not have had equal
opportunities to learn the material before testing.  For example, if reading
and analyzing poetry is covered early in the school year in one state and
covered after the assessment is given in another, test items that include
reading poetry might be easier for students from the first state than for

grade growth [see CTB/McGraw Hill (1997), Feldt et al. (1996), Harcourt Brace Educa-
tional Measurement (1997), and Hoover et al. (1996)]. Expressed in a common metric of
the within-grade standard deviation for students, the average annual growth in reading
comprehension, averaged over the SAT, CTBS, and ITBS/ITED, was +.41, +.27, and
+.14 SD units at grades 4, 8, and 11, respectively. In mathematics the values at the
corresponding grade levels were +.61, +.30, and +.13.

3On this assessment, the within-grade standard deviation was 38 points on the NAEP
proficiency scale. The average within-grade growth for grade 4 mathematics of +.41 SD
units reported earlier indicates that the time of year of testing could have up to a 16-
point effect (38 × +.41) on the average proficiency level of a state or district.
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TABLE 2-2  State Rankings from the 1998 NAEP 4th-Grade Reading
Assessment

Rank State Score

1 Connecticut 232
2 Montana 226
3 New Hampshire 226
4 Maine 225
5 Massachusetts 225
6 Wisconsin 224
7 Iowa 223
8 Colorado 222
9 Kansas 222
10 Minnesota 222
11 Oklahoma 220
12 Wyoming 219
13 Kentucky 218
14 Rhode Island 218
15 Virginia 218
16 Michigan 217
17 North Carolina 217
18 Texas 217
19 Washington 217
20 Missouri 216
21 New York 216
22 West Virginia 216
23 Maryland 215
24 Utah 215
25 Oregon 214
26 Delaware 212
27 Tennessee 212
28 Alabama 211
29 Georgia 210
30 South Carolina 210
31 Arkansas 209
32 Nevada 208
33 Arizona 207
34 Florida 207
35 New Mexico 206
36 Louisiana 204
37 Mississippi 204
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students from the second state.  Similarly, if students who are studying
identical content, using the same materials, and following the same se-
quence of instruction take the same test at different times of the year,
students who take the test later in the school term will have an advantage
on any test items that measure material covered after students in the first
state take the test.

Test Security
The comparability of scores from a test hinges on maintaining com-

parable levels of test security from one jurisdiction to another.  Tight
security ensures that students and teachers do not have access to test
items before they are administered and that preparation for the test is not
focused on specific items.  If security is less stringently maintained in one
state than in another, scores in the first state may be biased upwards.

Consider what could happen if state A administers a test in October,
but state B does not administer it until April.  Students and teachers in
state B may have the advantage of knowing what is on the test before it is
administered and can better prepare for the test.

Additionally, state practices and laws related to test security and the
release of test items contained in state tests vary a great deal (see Figure
2-4).  Some states release 100 percent of their tests’ content every year,
others release smaller percentages, and others none at all.  But if even one

38 California 202
39 Hawaii 200
40 District of Columbia 182
41 Virgin Islands 178

NOTE:  This table illustrates the effect that a 3-month difference in test administration
dates can have on states’ rankings.  The chart depicts the average scale scores in reading
from the grade 4 1998 National NAEP.  Three months could change the average scale
score of a state by 16 points.  The arrows are drawn to show that 16 points on this
assessment is the difference between the state ranked 5th (Massachusetts) and the state
ranked 31st (Arkansas).

SOURCE:  Adapted from Donahue et al. (1999).

TABLE 2-2 Continued

Rank State Score
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FIGURE 2-4  Items released from 4th-grade reading and 8th-grade mathematics tests in
1997-1998; number of states.  NOTE:  States are listed more than once when they
administered multiple reading or mathematics components and released different per-
centages of each component.  SOURCE:  Adapted from Olson et al. (in press).

state releases the items contained in a test, then the items must be
changed every year so that breaches in test security and differential
examinee exposure to the national test items do not differentially affect
student performance.

Breaches in item security can arise not only from state practices
related to the release of state test materials.  Test security can also be
compromised during item development and test production, in test deliv-
ery, in test return, and in test disposal.  In addition, students may remem-
ber particular items and discuss them with other students and teachers.
School-based test administrators may remember particular items and in-
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corporate them, or nearly identical items, in their instruction.  This
problem of inappropriate coaching, or teaching to the test, is especially
apparent if the stakes associated with test performance are high.

To circumvent these problems, most commercial testing programs
create several equivalent forms of the same test.  The equivalent forms
may be used on specified test dates or in different jurisdictions.  However,
creating equivalent versions of the same test is a complex and costly
endeavor, and test publishers do not develop unlimited numbers of
equivalent forms of the same test.  Consequently, varying dates of test
administration pose a security risk.

Stakes
Differences in the consequences or “stakes” attached to scores can

also threaten comparability of scores earned on the same free-standing
test.  The stakes associated with test results will affect student test scores
by affecting teacher and student perceptions about the importance of the
test, the level of student and teacher preparation for the test, and student
motivation during the test (see e.g., Kiplinger and Linn, 1996; O’Neil et
al., 1992; Wolf et al., 1995; Frederiksen, 1984).

The specific changes in student and teacher behavior spurred by high
stakes will determine whether differences in stakes undermine the ability
of a free-standing test to provide a common measure of student perfor-
mance.  For example, suppose that state A imposes serious consequences
for scores on a specific national test, while state B does not.  This differ-
ence in stakes could raise scores in state A, relative to those in state B, in
two ways.  Students and teachers in state A might simply work harder to
learn the material the test is designed to represent—the domain.  In that
case, higher scores in state A would be appropriate, and the common
measure would not be undermined.  However, teachers in state A might
find ways to take shortcuts, tailoring their instruction closely to the con-
tent of the test.  In that case, gains in scores would be misleadingly large
and would not generalize to other tests designed to measure the same
domain. In other words, teachers might teach to the test in inappropriate
ways that inflate test scores, thus undermining the common measure (see,
e.g., Koretz et al., 1996a; Koretz et al., 1996b).

States administer tests for a variety of purposes:  student diagnosis,
curriculum planning, program evaluation, instructional improvement,
promotion/retention decisions, graduation certification, diploma endorse-
ment, and teacher accountability, to name a few.  Some of these purposes,
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such as promotion/retention, graduation certification, diploma endorse-
ment, and accountability, are high stakes for individuals or schools.
Others, such as student diagnosis, curriculum planning, program evalua-
tion, and instructional improvement are not.

ABRIDGMENT OF TEST CONTENT FOR EMBEDDING
In the previous section we outlined a variety of conditions that must

be met to obtain a common measure and outlined how policies and
practices of state testing programs make such conditions difficult to
achieve, even when embedding is not involved.  Embedding, however,
often makes it more difficult to meet these conditions and raises a number
of additional issues as well.

Reliability
As long as the items in a test are reasonably similar to each other in

terms of the constructs they measure, the reliability of scores will gener-
ally increase with the number of items in the test.  Thus, when items are
reasonably similar, the scores from a longer test will be more stable than
those from a shorter test.  The effect of chance differences among items,
as well as the effect of a single item on the total score, is reduced as the
total number of items increases.  Embedding an abridged national test in
a state test or abridging the state test and giving it with the national test
would provide efficiency, compared with administration of the entire
state and national tests, but it produces that efficiency by using fewer
items.  Hence, the scores earned on the abridged test would not be as
reliable as scores earned on the unabridged national test.  The short
length of the abridged test will also increase the likelihood of misleading
differences among jurisdictions.  Test reliability is a necessary condition
for valid inferences from scores.

Content Representation
No set of embedded items, nor any complete test, can possibly tap all

of the concepts and processes included in subject areas as complex and
heterogeneous as 4th-grade reading and 8th-grade mathematics in the
limited time that is usually available for testing.  Any collection of items
will tap only a limited sample of the skills and knowledge that make up
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the domain.  The items in a national test represent one sample of the
domain, and the material selected for embedding represents only a sample
of the national test.  The smaller the number of items used in embedding,
the less likely it is that the embedded material will provide a representa-
tive sample of the content and skills that are reflected in the national test
in its entirety.  How well the national test represents the domain, and
how well the embedded material represents the national test, can be
affected by both design and chance.

The potentially large effect of differences in sampling from a subject
area are illustrated by data from the Iowa Tests of Basic Skills (ITBS) for
the state of Iowa (see Figure 2-5).  Between 1955 and 1977 the mathematics
section of the ITBS consisted of math concepts and math problem-solv-
ing tests but did not include a separate math computation test.  In 1978 a
math computation test was added to the test battery, but the results from
this test were not included in the total math score reported in the annual
trend data.  The trend data from Iowa for 1978-1998 for grade 8 illustrate
clearly how quite different inferences might be made about overall trends
in math achievement in Iowa depending on whether or not math compu-
tation is included in the total math score.  Without computation included,
it appears that math achievement in Iowa increased steadily from 1978 to
the early 1990s and has remained relatively stable since.  However, when
computation is included in the total math score, overall achievement in
8th-grade mathematics appears to have gone steadily down from its 20-
year peak in performance in 1991.  Similar differences would be expected
in the math performance of individuals, individual school districts, or
states depending on whether computation is a major focus of the math
curriculum and on how much computation is included in the math test
being used to measure performance.

Abridgment of the national test can affect scores even in the absence
of systematic decisions to exclude or deemphasize certain content.  Even
sets of items that are selected at random will differ from each other.
Students with similar overall proficiency will often do better on some
items than on others.  This variation, called “student by task interaction,”
is the most fundamental source of overall reliability of scores (Gulliksen,
1950; Shavelson et al., 1993; Dunbar et al., 1991; Koretz et al., 1994).
Therefore, particularly when the embedded material is short, some stu-
dents may score considerably differently depending on which sample of
items is embedded.

Abridgment could affect not only the scores of individual students,
but also the score means of states or districts.  As embedded material is
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abridged, the remaining sample of material may match the curricula in
some states better than in others.

PLACEMENT OF EMBEDDED TEST ITEMS
For embedding to be a useful technique for providing a common

measure of individual performance in 4th-grade reading and 8th-grade
mathematics, there must be an appropriate state test of those subjects
into which the national test can be embedded, and conditions must be
such that the embedded items can and will be administered under stan-
dardized conditions.  The diversity of state testing programs and practices
which characterizes the American system of education creates an envi-
ronment in which either or both of these conditions often cannot be met.

Grades and Subjects Tested
Differing state decisions about the purposes for testing lead to differ-

ing decisions about what subjects should be tested, who should be tested,
and at what point in a student’s education testing should occur.  For
example, some states test students’ reading performance in 3rd grade,
others in 4th grade.  Some states treat reading as a distinct content area
and measure it with tests designed to tap the content and skills associated
only with reading; others treat reading as one component of a larger
subject area, such as language arts, or measure it along with a seemingly
unrelated subject such as mathematics.

In the 1997-1998 school year, 41 states tested students in 4th-grade
reading, 8th-grade mathematics, or both:  27 states assessed students in
reading in 4th grade, and 39 states assessed students in mathematics in
8th grade.4   Only 25 states tested both 4th-grade reading and 8th-grade
mathematics, leaving a significant number of states without tests into
which items for those subjects could be embedded (see Table 2-3).  It
could be possible for states that do not administer reading or mathematics
tests in grades 4 and 8, respectively, to embed reading or mathematics
items in tests of other subjects, but context effects (see below) could be
quite large.

4Iowa and Nevada do not administer state-mandated assessments; data for the District
of Columbia was not available when this report was completed.
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Context Effects
A context effect occurrs when a change in the test or item setting

affects student performance.  Context effects are gauged in terms of
changes in overall test performance (such as the average test score) or
item performance (such as item difficulty).  These effects are important
because they mean that an item or test is being presented in a way that
could make it more difficult for one group of students than another, so
that differences in student performance are due not to differences in
achievement but to differences in testing conditions. With embedding, it
is possible that the changes in the context in which the national items
are administered will affect student performance.  Such context effects
can lead to score inaccuracies and misinterpretations.

An extensive body of research examines the effects of changes in
context on student performance.5   Context effects vary markedly in size,
sometimes in respect to differences in tests, but in other cases for unknown
reasons. So the research provides a warning that context effects can be
large, but it does not provide a clear basis for estimating them in any
particular case.

Following are some of the many characteristics on which tests can
differ:

5Interested readers are referred to the review by Leary and Dorans (1985) and the
conceptual framework provided by Brennan (1992).

TABLE 2-3  Number of States with 4th-Grade Reading, 8th-Grade
Mathematics Assessments, or Both

Types of Testing Programs Number of States

States with one or more separately scored 4th-grade reading
components 27

States with one or more separately scored 8th-grade
mathematics components 39

States with both separately scored 4th-grade reading and
8th-grade mathematics components 25

SOURCE:  Adapted form Olson et al. (in press).
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• wording of instructions for items of the same type;
• page design with respect to font and font size, spacing of items, use

of illustrative art, use of color, graphics, position of passages rela-
tive to related questions, and page navigation aids;

• use of themes (e.g., a carnival as a setting for mathematics items);
• integration of content areas (e.g., reading and language, math-

ematics computation and problem solving);
• display of answer choices in a vertical string versus a horizontal

string;
• convention for ordering numerical answer choices for mathematics

items (from smallest to largest or randomly) or ordering of punc-
tuation marks as answer choices for language mechanics items;

• characteristics of manipulatives used with mathematics items (e.g.,
rulers, protractors);

• degree to which multiple-choice and constructed-response items
are integrated during test administration;

• how answer documents are structured for multiple-choice items
and constructed-response items;

• number of answer choices; and
• use of “none of the above” as an answer choice.

There are also issues of balance and proportion that occur when items
from different tests are integrated, such as:  equitable proportions of items
that have the keyed (correct) response in each answer choice position
and balance in the gender and ethnic characters in items and passages.

In general, as tests become longer, student fatigue becomes more of a
factor.  An item will tend to be more difficult if it is embedded at the end
of a long test than if it is placed at the end of a short test.  Similarly,
student fatigue tends to be greater at the end of a difficult test—
particularly one that involves a lot of reading and constructed responses—
than at the end of an easy test.  This “difficulty context” can affect the
difficulty of embedded items.

An important part of test standardization can be the amount of time
that students are given to respond.  When tests are lengthened or short-
ened, or items are moved from one test context to another, it is common
to use rules of thumb related to average time-per-item to attempt to
maintain comparable standardization conditions.  However, such rules do
not take into account the fact that some items can take more time than
others. They also do not take into account the effects of the surrounding



Copyright © National Academy of Sciences. All rights reserved.

Embedding Questions: The Pursuit of a Common Measure in Uncommon Tests
http://www.nap.edu/catalog/9683.html

36 EMBEDDING QUESTIONS

context in terms of test length and test difficulty on the time a student
may need for an embedded item.

Tests also vary in terms of their representation of different types of
content, and this variance can produce a context effect for embedded
items.  For example, items related to a poetry passage, or to the Civil War,
or to the Pythagorean theorem might be easier if they are embedded in
another test with more of that same type of item than if they are embedded
in a test with no similar items.  The content of individual items can also
interact.  In constructing tests, careful review takes place so that the
information in one item does not give away the correct answer to another
item.  When items from two tests are integrated, that same review would
have to occur.

Constructed-response (open-ended) items bear special mention. The
instructions and expectations (in terms of length, detail, conformity to
writing conventions, etc.) for constructed responses can vary substan-
tially among tests.  Also, many students are more likely to decline to
answer a constructed-response item than a multiple-choice item, and the
likelihood of responding is affected by the position of the item (Jakwerth
et al., 1999).  All these factors make constructed-response items particu-
larly susceptible to context effects.

The possibility of context effects can be reduced by prudent, con-
trolled test construction procedures such as:  (1) keeping blocks of items
intact and maintaining consistent directions and test administration;
(2) maintaining the relative position of an item (or block of items) dur-
ing a testing session; (3) maintaining consistent test length and test
difficulty;  and (4) making no changes to individual items.  Nonetheless,
even with careful attempts to follow these suggested test construction
procedures, there can be no assurance that context effects have been
completely avoided.

SPECIAL ISSUES PERTAINING TO NAEP AND TIMSS
Some embedding plans have the goal of reporting state or district

achievement results in terms of the proficiency scales used by the National
Assessment of Educational Progress (NAEP), a congressionally mandated
achievement survey that first collected data 30 years ago.

Currently, NAEP assesses the achievement of 4th-, 8th-, and 12th-
grade students in the nation’s schools.  Assessments occur every 2 years
(in even years), during a 3-month period in the winter.  The subject areas
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vary from one assessment year to the next.  For example, in 1996 students
were assessed in mathematics and science; in 1998 they were assessed in
reading, writing, and civics.

The choice of the NAEP scale for national comparisons may stem
from its recent use in comparing states.  Originally, NAEP was prohibited
from reporting results at the state, district, school, or individual level
(Beaton and Zwick, 1992), but legislation passed in 1988 allowed NAEP
to report results for individual states that wished to participate.  The first
such assessment, considered a “trial,” was conducted in 1990.  The most
recent NAEP state assessment included 43 states and jurisdictions.
Whereas the national NAEP is administered by a central contractor, the
state NAEP assessments are administered by personnel selected by state
officials.  (See Hartka and McLaughlin (1994) for a discussion of NAEP
administration practices and effects.)

NAEP results for the nation and for groups are reported on a numeri-
cal scale of achievement that ranges from 0 to 500.  The scale supports
such statements as, “The average math proficiency of 8th graders has
increased since the previous assessment,” and “35 percent of state A’s
students are achieving above the national average.”  To facilitate inter-
preting the results in terms of standards of proficiency, panels of experts
assembled by the National Assessment Governing Board (the governing
body for NAEP) established three points along the scale that represent
minimum levels that were judged to represent basic, proficient, and
advanced achievement in the subject area.  The standards support the use
of such phrases as “40 percent of 4th-grade students scored at or above the
basic level on this assessment.”  Note that the three standards divide the
scale into four segments, which are often called below basic, basic, profi-
cient, and advanced.  These descriptions lead quite naturally to the belief
that the NAEP results are obtained by first computing scores for indi-
vidual students and then aggregating these scores, but this is not the case.
The goal of NAEP, as presently designed, is not to provide scores for
individual students, but to estimate distributions of results for groups,
such as students in the western part of the United States, African-American
students, or students whose parents attended college.  NAEP’s survey
design, which allows the most efficient estimation of these group results,
differs from the design that would have been chosen had the goal been to
optimize the quality of individual scores.

Some special properties of the NAEP design have a bearing on the
possibility of embedding part of NAEP in another assessment. The important
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differences between NAEP and conventional tests are summarized here
(see also National Research Council, 1999a; National Research Council,
1999b).  Technical details can be found in sets of papers on NAEP that
appeared in special issues of the Journal of Educational Statistics (1992) and
the Journal of Educational Measurement (1992).

First, NAEP is a survey, not an individual achievement test.  Its
design does not allow the computation of reliable individual scores;
instead, it is designed to optimize the quality of achievement results for
groups (e.g., “4th-grade girls whose mothers have at least a college educa-
tion”).  Second, students who participate in NAEP do not receive identi-
cal sets of test questions.  For example, in the main portion of the 1996
assessment, more than 60 different booklets were administered at each
grade.  Third, because of NAEP’s complex design, the proper statistical
analysis of NAEP data requires an understanding of weighting and vari-
ance estimation procedures for complex samples and of data imputation
methods.  Ignoring the special features of the data will, in general, lead to
misleading conclusions.

NAEP keeps testing burden to a minimum by testing only a small
sample of students, and by testing each student on only a small sample of
the items in the assessment.  Each tested student receives two or three of
the eight or more booklets of items that together constitute the assess-
ment in a given subject area.  The booklets are not alternate test forms
that would provide similar scores for individual students.  The content,
difficulty, and number of items vary across the booklets, and no single
booklet is representative of the content domain.  This approach to the
distribution of items to test takers, called matrix sampling, allows cover-
age of a broad range of content without imposing a heavy testing burden
on individual students.

Within the context of NAEP, these features do not present a major
obstacle since the proficiency results for students are examined only after
they are pooled in estimating group results.  As noted above, the data
must be aggregated using elaborate statistical methods to obtain group
estimates of proficiency for the nation and for specified groups.  However,
the nonequivalence of the various NAEP booklets within an assessment
would be problematic if scores were to be obtained and compared for
individual students.

One way to obtain individual student scores on NAEP would be to
construct a test of reasonable length in each subject area that covered the
same material as NAEP, albeit not as thoroughly.  The proposed Volun-
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tary National Tests (VNT) is such an effort.  The VNT is being planned
as a conventional test that will yield individual student scores on a scale
as similar as possible to the NAEP scale.  The VNT is intended to provide
a common metric for reporting achievement results for all test takers.
Many of the proponents of embedding hope to achieve this same goal
without imposing an additional testing burden on individuals, districts,
or states.

In many respects, the design of TIMSS mirrors that of NAEP (see
Martin and Kelly (1996) for a detailed description of TIMSS). TIMSS,
like NAEP, used matrix sampling of items to increase breadth of content
coverage while limiting testing time.  The assessment consisted of several
different booklets, which were randomly distributed to students.  TIMSS,
like NAEP, was designed for efficient estimation of the proficiency of
groups, rather than individuals; as in NAEP, individual scores are not
reported for students.
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The issues raised in the preceding chapter lay the groundwork for
evaluating embedding as a method of providing national scores for indi-
vidual students.  In this chapter the discussion focuses on three specific
procedures for embedding, illustrated by three scenarios.  The scenarios
exemplify the general approaches that are most likely to be used at present
to obtain national scores for individuals.  Variants of these approaches
might have somewhat different strengths and weaknesses, but the basic
issues that arise in evaluating these three scenarios will apply.

The basis for comparison for evaluating the three embedding sce-
narios is the administration of both the state and national assessments in
their entirety—two free-standing tests—discussed in Chapter 2.  As is
noted there, if the national test is administered following the procedures
that were used when the test was standardized, and if the inferences
drawn from the national test are appropriate—two major conditions—
the approach can provide comparable national scores for individual stu-
dents in different states.

Embedding creates at least one and often two changes, compared
with two free-standing tests.  First, one test is abridged.  Second, to
varying degrees, embedding generally changes the conditions of adminis-
tration from those that would exist if the two tests were administered in
their entirety and independently.
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EMBEDDING WITHOUT ABRIDGMENT OF THE
NATIONAL TEST:  THE DOUBLE-DUTY SCENARIO

Administering a complete state test along with an entire national
test—the two free-standing tests approach—involves some redundancy
and wasted resources.  The double-duty scenario is an effort to increase
efficiency and reduce testing time by having some items from the national
test serve a double duty, contributing to both national and state scores
without requiring the student to respond to duplicative items that measure
the same construct, once as part of the national test and again as part of
a state test.  A number of states are currently using this approach in their
state testing programs.  The committee did not deliberate at length about
the change in burden to states that implement the double-duty approach.
However, we note that more than 20 states have already adopted this
approach of their own accord, which suggests that they find it on balance
worthwhile.

Design and Features
Before implementing this approach, state testing experts develop

specifications for a state test  (see Chapter 2).  They compare these
specifications with commercially published standardized achievement
tests that produce individual student scores.  Some of the items in these
national tests match the state’s test specifications closely; others do not.
To gain the most efficiency, the state experts choose the national test
that most closely matches their state’s test specifications.  They then
identify the specific items in the national test that measure state stan-
dards and custom-develop items to measure any state specifications not
sampled by the national test.  Some states might use a large part of the
national test for generating state scores; others might use very little of it.

Administration
The national test is administered in its entirety under its prescribed

standardized conditions.  State test items are not physically embedded in
the national test, but they are administered close in time under whatever
conditions the state determines to be appropriate.  This administration
procedure protects the national test from context effects.
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Scoring and Analysis
As with two free-standing tests, in this scenario a student receives

two sets of scores:  a national score and a state score.  The two scores are
not independent because student responses to some national test items
count in the state score as well as in the national score.

The national score reflects the entire national test; it is the same as
would be obtained if the national test were administered with no connec-
tion to the state custom-developed items because the national test is not
modified and is administered under its standardized conditions.  Thus,
the psychometric quality of those scores (reliability, validity) are those
the national test normally provides.

The state score reflects a student’s responses to two sets of items:  all
of the custom-developed state items and the subset of items from the
national test that pertain to the state’s test specifications (see Figure 3-1).
This subset might be most or little of the national test, depending on a
judgment about the extent of the match between the state’s curriculum
and the content of the national test.

For the state items, scoring procedures are developed and used as
deemed appropriate by the state’s educators.  It is necessary to keep track
of which items from the national test “count” in calculating the state
score; it is these items that do double duty.  The state education agency
develops scores that meet its needs, such as a state-specific scale score or
performance level system or state norms.  The state items provide no
scores referenced to national norms or performance levels.

FIGURE 3-1  The double-duty scenario.

These items produce the national score.

National test items that
do not match state
standards

National test items that
do match state
standards

Custom items that
measure state standards

These items produce the state score.
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Evaluation
The double-duty approach differs in a few key respects from the model

of embedding that was the focus of Congress’ charge to the committee.
These differences are central to the evaluation of this approach to em-
bedding.

Advantages
The gains in efficiency from this approach stem from eliminating the

redundancy that occurs when students are asked to respond twice, on two
different tests, to the same or similar items.  The double-duty approach
entails no abridgment of the national test.  Accordingly, the troublesome
issues noted in Chapter 2 that result from abridgment do not apply to the
national test in the double-duty scenario.

The national test is administered in all jurisdictions following the
procedures prescribed by the test publisher.  Assuming that the state
items are administered close in time to the national test, rather than at
the same time, they are unlikely to change responses to the national test
appreciably.  For these reasons, the double-duty approach provides
national scores for individual students that are essentially the same in
quality as those that would be obtained in the absence of embedding.

Since most commercially available large-scale assessments provide
different norms for different testing dates, the testing date for the national
test is flexible if one of these tests is selected as the national test.  The
national test can be administered at a time that is convenient and appro-
priate for the administration of the state test (see Chapter 2).

Disadvantages
The success of the double-duty approach hinges on having an agreed-

on national test that provides individual student scores.  Currently, there
is no such single national test.  Thus, comparability of national scores is
limited to the states that administer the same national test.  Furthermore,
this approach cannot be used with national tests that are matrix sampled
in a manner that precludes providing individual scores—for example,
NAEP.

The degree to which the double-duty approach provides efficiency
gains while providing much the same information as would be obtained
by administering two free-standing tests in their entirety depends on
there being substantial overlap in content between the national test and



Copyright © National Academy of Sciences. All rights reserved.

Embedding Questions: The Pursuit of a Common Measure in Uncommon Tests
http://www.nap.edu/catalog/9683.html

44 EMBEDDING QUESTIONS

state curricula.  The weaker the match between the content of the na-
tional test and state standards, the less the benefit of efficiency through
double-duty items.

The two scores, state and national, may differ due to measurement
error or a poor match between a state’s curriculum and the national test.
Such differences in scores can be confusing to students, parents, school
administrators, and the public if they are not clearly explained.

In the double-duty scenario, some of the items that contribute to the
state score are administered as part of the national test, rather than with
the customized items developed by the state for its own purposes.  To the
extent that the administration of the national test differs from that of the
state’s custom items, students’ performance on these items may be differ-
ent than it would have been if they had been administered with the
state’s custom items because of factors discussed in the preceding chapter.
For example, context effects could change students’ performance on these
items.  The committee did not deliberate on the likely effects of these
factors on state scores under the double-duty scenario.

Finally, in the current environment of varying but often intense
accountability pressures, the national information obtained through the
double-duty scenario will sometimes be suspect.  That is, if teachers and
students feel pressure to raise state scores and if part of the national test
contributes to state scores, there may be incentives to engage in the types
of inappropriate teaching to the test that can inflate scores.  This effect
could make the national scores and comparisons among jurisdictions mis-
leading in some instances.

EMBEDDING REPRESENTATIVE MATERIAL:
THE NAEP-BLOCKS SCENARIO

More pertinent to Congress’ question than the double-duty scenario,
but less commonly observed in practice, are embedding approaches in
which a national test is abridged and the extract from the national test is
embedded in a full state test.  One variant of this approach is the NAEP-
blocks scenario, in which a portion of NAEP is embedded in a state
assessment.

Design and Features
Three blocks taken from either the 8th-grade NAEP mathematics

assessment or the 4th-grade reading assessment are administered contem-
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poraneously and intact, with separate timing, as a part of the state assess-
ment.1   All students take the embedded blocks along with the state
assessment; see Figure 3-2.

The NAEP blocks can be either physically or conceptually embedded
in the state assessment.  If they are physically embedded, they would
presumably be administered first in order to minimize context effects.  If

1NAEP normally administers its assessments of a subject matter in several short seg-
ments, called blocks, that are not designed to be parallel in content.  In 1996 the entire
NAEP 8th-grade mathematics assessment contained 13 blocks of items, each 15 or 20
minutes in length.  The complete 1998 NAEP 4th-grade reading assessment contained 8
blocks of items, each of which was 25 minutes in length.  The test booklets that are
administered to individual students have different combinations of these blocks, and
each test booklet includes only a fraction of the total assessment.

FIGURE 3-2  The NAEP-blocks scenario.  States insert the same three unaltered NAEP
blocks into their tests.  The state tests may vary in content, format, length, level of dif-
ficulty, usage, stakes, administration practices, and policies for the inclusion and accom-
modation of students with disabilities or limited English proficiency.

Entire NAEP 1998 4th-Grade Reading Assessment
(No single block is representative of the entire content)

1 3 4

5

2

6 87

2 83 2 832 83

State A Test Items State C Test ItemsState B Test Items

State A Test State B Test State C Test



Copyright © National Academy of Sciences. All rights reserved.

Embedding Questions: The Pursuit of a Common Measure in Uncommon Tests
http://www.nap.edu/catalog/9683.html

46 EMBEDDING QUESTIONS

the NAEP blocks are not physically embedded, they would be adminis-
tered within a short time of the state test.

The NAEP-blocks scenario illustrates one way of choosing between
local control and consistency of national testing.  In this scenario, local
control is limited, and standardization of national testing among states is
substantial.  States cannot pick items individually; all items within the
chosen blocks are used, and no items from other blocks are added.

Administration
In this scenario the state assessment is administered in its entirety.

The administration of the embedded blocks mimics the administration of
NAEP as much as possible in order to minimize distortions arising from
administrative differences.  For example, the date of administration would
fall near the midpoint of NAEP’s range of testing dates.  Similarly, elec-
tronic calculators would be provided for the items in the selected NAEP
mathematics blocks that require their use.  NAEP guidelines for inclusion
and use of accommodations would be followed.  Students who are unfa-
miliar with the format of NAEP questions would be provided with a
pretest orientation.

Administration of three embedded blocks requires approximately 45-
75 minutes of testing time.  Embedding more blocks would increase the
accuracy of student scores and would improve the representation of NAEP
content, but at the cost of creating an additional testing burden.

Scoring and Analysis
Students receive two scores:  scores that are normally provided from

the state assessment and a designation of their NAEP performance level
and possibly their NAEP proficiency score, along with an indication of
the associated margin of error.

The state score is based on either the state test alone or the state test
in conjunction with any NAEP items the state considers appropriate.
The national score is based on the NAEP items alone.  In theory, the
NAEP items could be linked to state items to provide a more reliable
estimate of student performance, but as noted in Uncommon Measures
(National Research Council, 1999c), this approach faces major obstacles
and is generally not practical.

The state assessment is analyzed and scored separately, using the
same procedures that are normally used for that state assessment.  The
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NAEP items are scored separately.2    The item responses are used, with
the NAEP item information, to estimate a NAEP proficiency score for
each student, as well as the performance level of the student.  The quality
of the link between student performance on the embedded items and the
NAEP scale will depend on the length of the embedded segment and on
how well it represents the full national assessment.  A more elaborate
version of this plan could be used to link the state assessment with the
NAEP scale.  It would involve a very substantial investment in a unique
statistical analysis, and it would be subject to the problems that exist for
any link, if the NAEP assessment does not match the state assessment.

Evaluation
As noted, this scenario was chosen to illustrate a relatively high level

of standardization across states and a relatively low level of local control.

Advantages
The requirement that states use the same fixed set of NAEP blocks

would provide a consistent basis for comparisons among states.  In addi-
tion, this scenario makes the embedded material more nearly representa-
tive of the NAEP assessment than it would be if items were chosen freely
by states.  In general, the increase in standardization—of content and
administration—would increase the comparability of scores across states.

Disadvantages
In practice, the NAEP-blocks scenario faces substantial obstacles.

Although states use a fixed set of NAEP blocks, the content of the em-
bedded material would not be fully representative of NAEP.  Individual
NAEP blocks are not constructed to represent the entirety of the assess-
ment, and even a set of three blocks is likely to provide an unbalanced or
less than complete representation of the NAEP assessment.  This lack of
representativeness would likely be exacerbated if states are restricted to
using publicly released NAEP blocks, which is likely, because allowing

2NAEP blocks include open-ended responses that must be scored by trained raters—
placing a burden on the state to train the raters using the NAEP procedures or to hire the
NAEP scoring subcontractor to score them.
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widespread use of unreleased NAEP blocks would jeopardize NAEP’s
security and threaten the integrity of NAEP results.

Even if the content of the embedded blocks were fully representative
of NAEP, it would be difficult to obtain scores comparable to the perfor-
mance estimates provided by NAEP.  NAEP uses an elaborate statistical
process called “conditioning” (see, e.g., Beaton and Gonzales, 1995) to
adjust for the fact that each student takes a different, small part of the full
assessment.  This process creates some intermediate computed quantities
called “plausible values” for each student, based on both cognitive infor-
mation (performance on test items) and noncognitive information (char-
acteristics of students).  When aggregated with similar values from other
test takers, these quantities provide good estimates of the distribution of
student performance on the NAEP scale.  However, the plausible values
are not scores.  A different method of scoring, based only on a student’s
performance on the test items, would be needed for generating individual
student scores.  One consequence of the changed method of scoring is
that the distribution of the resulting scores from embedding would differ
from the reported NAEP distributions.

In addition, administration conditions, time of testing, and criteria
for excluding students from participation because of disabilities or limited
proficiency in English may not be the same for the NAEP items adminis-
tered with the state test as for the same items administered as part of
NAEP.  Consequently, states might be required to administer their state
assessments at a time that is more appropriate for the embedded test than
for their own tests and to follow NAEP guidelines for inclusion and
accommodation of students with disabilities and limited proficiency in
English.

Motivational differences are another threat to the comparability of
scores.  Students face no consequences for their performance on NAEP as
it is currently administered.  In the current climate of accountability,
however, they (or their teachers, or both) often face serious consequences
for their scores on state tests.  This difference could result in scores on the
embedded material that are higher than those on NAEP itself for stu-
dents with identical levels of proficiency.

Context effects could also make scores noncomparable (see Chapter
2).  One could minimize these effects by administering the NAEP items
separately or at the beginning of the state test.  However, such tactics
might not suffice to eliminate context effects entirely.  For example, if
NAEP items were presented first, performance might be affected by the
overall directions given at the outset of the test or by the prospect of a
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lengthier testing period than that of NAEP.  Similarly, even with efforts
to standardize administration, some unintended differences in adminis-
tration might remain, and these could undermine the comparability of
scores (see Hartka and McLaughlin, 1994).

Because the precision of scores is in part a function of the length of a
test, embedding poses a tradeoff between accuracy and burden.  The
NAEP-blocks scenario would add 45-75 minutes of testing time per sub-
ject, yet it would provide very imprecise estimates of the performance of
individual students—too imprecise for many purposes.  If estimated scores
are used to provide a performance-level classification, the classification
would be prone to error.

A study using similar methodology was conducted by McLaughlin
(1998), who reported that a 95 percent confidence interval spanned a
range of 70 points for an estimated individual NAEP score on 8th-grade
mathematics.  Given this confidence interval width, approximately 14
percent of the students could be expected to be classified in a level below
their true achievement level, and about 16 percent in a higher level, with
about 70 percent assigned to the correct performance level.

Finally, embedding NAEP blocks could have undesirable consequences
for NAEP.  As noted, if secure blocks are used for embedding, the addi-
tional exposure of these blocks could undermine the comparability of
NAEP scores.  For example, if some teachers tailor instruction directly to
secure NAEP items because they expect them to appear on state tests, the
result could be distortions of comparisons that are based on NAEP scores.
NAEP trends might appear more favorable than they really are, and some
comparisons among states could be biased.  Depending on the degree of
similarity between released and secure blocks, embedding released blocks
could also threaten NAEP scores, although probably less so.

EMBEDDING UNREPRESENTATIVE MATERIAL:
THE ITEM-BANK SCENARIO

A counterpoint to the NAEP-blocks scenario is the item-bank sce-
nario, which entails a great degree of local discretion and accordingly less
standardization.

Design and Features
In the item-bank scenario, a set of test items is made available to a

state testing agency.  These items may come from a well-established
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national or international assessment program, such as NAEP or the Third
International Mathematics and Science Study (TIMSS), or any other
respected source, such as an interstate item development and testing
consortium or a commercial test publisher’s existing item banks, or they
can be created specifically for use in the item bank.  The items are
calibrated—that is, their difficulty is estimated—with information from a
national calibration study.  In some respects, the item bank is like a very
long national test.  State testing agencies choose items from the bank,
individually or in sets, and include the selected items in their state tests.

Although item banks can be used in various ways, in this scenario it
is assumed that states choose items on the basis of a match with their
curricula or other considerations, with no consideration given to main-
taining comparability across states in the items selected.  States can also
choose varying numbers of items to embed.

Selected items are physically embedded in the state assessment and
can be either freely interspersed or inserted as one or more discrete blocks.
Timing and administrative conditions are determined by the individual
state testing programs.

Administration
The selected national items are interspersed in the state test and the

state test, including the embedded items, is administered as a single unit;
see Figure 3-3.

Scoring and Analysis
Students receive two scores, a state score and a national score.  The

state score could be based either on the state items alone or on a combi-
nation of the state items and some or all of the items chosen from the
item bank.  Similarly, the national score could be based either on the
national items alone or by linking them with some of the state items.  In
these respects, the item-bank approach is similar to the NAEP-blocks
approach.

This design can theoretically produce individual national scores on
any national test, including assessments such as NAEP or TIMSS.  How-
ever, the content of NAEP and TIMSS is broader than that which would
normally be covered by an individually administered assessment, let alone
a small number of embedded items.  Therefore, NAEP and TIMSS are
unlikely candidates for the national score that this scenario could produce.



Copyright © National Academy of Sciences. All rights reserved.

Embedding Questions: The Pursuit of a Common Measure in Uncommon Tests
http://www.nap.edu/catalog/9683.html

THREE DESIGNS FOR EMBEDDING 51

FIGURE 3-3  The item-bank scenario.  States independently choose items from a hypo-
thetical mathematics item bank.  In practice, there would be far more items than are
represented here.  The shading of the symbols indicates that the items may vary along
important dimensions other than content, such as difficulty and format. There are varia-
tions among subsets of the item bank that might be embedded into different state tests.

Evaluation
As noted, the item-bank scenario represents the greatest amount of

local control and the least amount of standardization across jurisdictions.
It is also the only scenario that involves embedding items that are not
common to all states.

Advantages
For certain purposes, the item-bank scenario has advantages relative

to the NAEP-blocks scenario.  For example, embedding items from an
item pool responds to the desire to maintain state standards by placing all
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control for selecting items, administering a test, and constructing scores
with the state testing agency.

For some purposes it is a convenient method for providing localities
and states with well-constructed, field-tested items.  In some situations it
is also very efficient; it allows states to use items relevant to their purposes
without expending state resources or testing time on items of little inter-
est to them.

Disadvantages
The item-bank scenario is very poorly suited for the purpose of pro-

viding comparable national scores for individual students.  For this pur-
pose, it shares the problems noted for the NAEP-blocks design and faces
numerous others, as well.

The element of choice entailed by the item-bank scenario under-
mines the comparability of ostensibly national scores.  The subsets of
items chosen by states would not necessarily be representative of the item
pool itself and would not have to be similar across states.  States could
choose items on which their students are likely to do particularly well,
given their curricula, and avoid those on which their students are likely
to do poorly.  Indeed, simply attempting to align the selected items with
curricula would likely bias scores upward, relative to those that would be
obtained if the entire item bank, or a representative sample from it, were
used.

In other words, the process of choice would undermine the calibra-
tion of items provided by the national calibration sample.  By allowing
states to choose items freely, the system also allows them to reallocate
instructional effort away from excluded items and toward included ones.
Such an effect will make included items seem easier, and it would simi-
larly make excluded ones seem harder.

The item-bank scenario also raises problems of item security, some of
which are more serious than those raised by the NAEP-blocks scenario.
For example, suppose that state A uses certain items in March testing,
while state B uses some of the same items in late April.  Information on
the items used in state A might be obtained by teachers or students in
state B, allowing inappropriate coaching that would inflate scores.  If the
embedded items come from a secure source, such as nonreleased NAEP
blocks or commercial test publishers’ item banks, embedding them re-
peatedly in state assessments undermines their security.  If the national
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item pool is developed from publicly released items, such as released
NAEP blocks, issues related to familiarity with the items or inappropriate
teaching to the test may undermine the comparability of the scores.

Because the item-bank scenario does not impose uniformity of sched-
uling or administration, differences in these factors could also undermine
the comparability of scores across states.  States might differ, for example,
in terms of the dates chosen for testing, the placement of embedded
items, the degree of time pressure imposed in testing, the inclusion of
low-achieving groups, the use of accommodations, or many other aspects
of administration.  As noted in Chapter 2, each of these factors has the
potential to affect scores substantially, thus undermining comparability.

The item-bank scenario poses a considerable state burden for data
analysis, and the possibility of untimely reporting of scores.  Obtaining a
common measure will involve time-consuming, burdensome data analy-
sis of empirical results.  Data must either come from pretesting the entire
assessment in another jurisdiction or from data from the current assess-
ment.  Pretesting must be done a year in advance, to avoid the time-of-
year problem (see Chapter 2).  Using data from the current assessment
means that scores cannot be reported immediately, but must wait several
months for the analyses to be completed.

Finally, states would have to deal with the political difficulty of dif-
ferent test scores from the “same” test administration that rank students
differently, since two distinct scores are reported.

EVALUATION OF THE SCENARIOS
The three scenarios differ along several dimensions:  the representa-

tiveness of the embedded material versus added testing burden for stu-
dents; the amount of standardization in administration versus the degree
of local control; and the extent of the burden placed on states.

A major purpose of embedding is to provide two scores, a national
and a state score, without significantly adding to the amount of time a
student spends taking tests.  The standard of comparison, two free-
standing tests, creates the largest testing burden.  Since all of the embed-
ding scenarios involve abridging one or the other of the two tests, the
testing burden is reduced relative to administering two tests in their
entirety.  The relative gains in efficiency, however, depend largely on the
degree of abridgment.  There is a tradeoff:  the greater the degree of
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abridgment, the greater the likelihood that the abridgment could lead to
lower score accuracy (see Chapter 2).

All three scenarios require some change in the state test or testing
program.  Such changes may interrupt long-term trend information that
is of value to the states.  For example, some states have developed elabo-
rate test-based accountability systems that rely on longitudinal analysis of
test data, the results of which are used to support high-stakes rewards and
sanctions for schools and districts.

Some states construct their examination forms so that the difficulty
level of the overall test is similar from year to year.  If the items to be
embedded have differing overall difficulty levels, one form of the test
could become more difficult than another—particularly if the embedded
material changes from year to year.

The validity of the state tests may be compromised if embedded items
appear in the middle of an examination and represent material the stu-
dents have not had the opportunity to learn.  For many students, this
situation could cause additional anxiety, resulting in a lower score.  This
is a particular problem when the national test is physically embedded in
the state test, as is the case with the item-bank and the NAEP-blocks
scenarios.

Other issues also arise.  For example, if the national test that is
selected has norms at only one grade and testing date (e.g., the proposed
VNT or NAEP), the state agency must administer that test at the grade
and testing date dictated by the national test, even if it is not an optimum
time for the state’s own test to be administered.  If states want different
items to appear in the state test in different years, for security or other
purposes, the state education agency will have to construct tests that are
parallel in content and psychometric characteristics from year to year and
to perform appropriate equating analyses.  This is a difficult and costly
endeavor.

If national items are physically embedded in state tests, the various
accommodations that are made available for the state tests would have to
be available for the embedded items.  Suppose each state makes all of its
accommodations available for the national items (which at best may
involve considerable work and expense and at worst may not be possible):
then the national items will vary from state to state in how they are
administered, which violates an essential condition for obtaining a com-
mon measure.  This result effectively renders the results from the national
items noncomparable across states—unless all of the states can be con-
vinced to offer the same accommodations.  When the national test is
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administered separately, differences in accommodation practices among
states will not affect national scores, but they will affect the type of
information that is available for accommodated students.  These students
will earn only a partial state score.  Partial data decreases the amount and
type of achievement information that can be made available to them,
their parents, and their teachers.

All of the embedding scenarios make considerable demands on local
resources in terms of development, analysis of test items, or both.  For
example, in the NAEP-blocks scenario, although the National Assess-
ment Governing Board (NAGB) selects and makes available a set of
NAEP blocks, together with the procedures for scoring them, states will
have to train staff to score the constructed-response items or else contract
with the organization that scores NAEP items for NAGB.  The demand
on state resources is even greater for the item-bank scenario, since much
technical work is involved at the item level and a linking study would be
required.  All three scenarios can also place additional financial burdens
on states, especially true if states are asked to bear any of the cost for
development of new state tests, data analysis, additional scoring, or print-
ing and distributing new test booklets.

All three scenarios also raise the problem of timelines.  Timeliness in
reporting scores requires much advanced preparation, and extensive data
analysis, which may strain local resources.  In the NAEP-blocks and the
item-bank scenarios, if local items are to be combined with the national
items, the necessary analyses cannot readily be done before giving the
assessment.  But if the analyses must be done after the assessment has
been given, the scores will not be available to students, parents, or teach-
ers in a timely fashion.  A student beginning the 9th grade might not
benefit from learning that his or her 8th-grade mathematics performance
was at a basic level.  Students and their teachers want to know how they
are doing now, not how they did 6 months ago.  In the double-duty
scenario, the national score can be provided very quickly, but the local
data might be slow in coming, because student scores on the state items
cannot be provided before national test results are made available.

Although embedding appears at first to be a practical answer to policy
makers’ goal of obtaining data on student achievement relative to national
standards with little or no added test burden for students and minimum
disruption of state testing programs, myriad problems, as illustrated by
these three scenarios, make that goal elusive.
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Although education policy makers are interested in using embedding
to develop comparable measures of individual student performance, many
also want to know if embedding can be used to develop a common
measure that can be used for other purposes.  Those purposes include:
reporting aggregated statistics for schools or districts on the scale of NAEP
or another well-regarded national test; comparing state performance stan-
dards against national performance standards that are considered rigorous;
reporting state performance on the NAEP scale in years when state NAEP
is not administered or when particular subjects are not included in the
NAEP assessment for that year; and auditing yearly gains on state tests.
Accordingly, we comment briefly in this chapter on a number of such
potential uses of embedding parts of a national test in state tests.

In considering the feasibility of using embedding to develop a com-
mon measure of aggregate performance, we use the same definition of a
common measure that we use throughout the report:  a common measure
is a single scale of measurement; scores from tests that are calibrated to
such a scale support the same inferences about student performance from
one locality to another and from one year to the next.

The requirements for valid score interpretation are no less challeng-
ing in this context (aggregated results) than they are in the more familiar
individual-differences context.  Moreover, the evidence that might sup-
port the interpretations and uses of the test scores for individual students
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does not necessarily support the interpretations and policy uses of aggre-
gated results (Linn, 1993a:5).

Many of the threats to inferences from embedded material stem from
systematic differences among jurisdictions (see Chapter 2), which pose
obstacles to the use of embedding to provide aggregated national scores
for groups (e.g., schools or districts), just as they impede the provision of
individual student scores.  Below is a very brief discussion about the use of
embedding to develop a common measure for aggregates.

PROVIDING NATIONAL SCORES FOR AGGREGATES
States may be interested in obtaining national scores for aggregates,

such as schools or districts.  These aggregated national scores might be
tied to NAEP or to another national test.  Currently, the National Assess-
ment Governing Board (NAGB) is considering options for providing
district results for some districts that meet particular guidelines for par-
ticipation.  Their plans, which were discussed at the March 4-6, 1999,
May 13-15, 1999, and August 5-7, 1999, board meetings, do not rely on
either embedding or linking.

How is providing a common measure of district and school perfor-
mance from embedding NAEP items or blocks in state tests the same as or
different from providing a common measure of individual performance
that is derived from embedded items?  On the positive side, some of the
things that affect the scores earned by individual students will average
out in the aggregate.  For example, students have good days and bad days,
depending on their health, mood, amount of sleep, and so on.  These
factors can cause students’ individual scores to fluctuate from day to day.
In the aggregate, however, these fluctuations tend to average out and will
therefore have less effect on the average test score earned by an entire
school, and less yet on the average score obtained for an entire district.
When only errors of this sort are involved, the precision of the estimate
increases with the size of the group on which it is based.

Similarly, the decrease in the reliability of individual scores that is
caused by abridging the content of the national test to facilitate embed-
ding is somewhat mitigated when aggregated scores are calculated.  In
addition, assessments that do not produce individual student scores can
be designed to lessen the effect of abridgment by using a matrix-sampled
design.  With a design of this sort, individual students are administered
abridged and sometimes unrepresentative portions of the test, but aggre-
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gated scores will still reflect the entirety of the test.  This approach is used
in both TIMSS and NAEP and could be used in an embedding design as
well, as long as aggregated scores are the purpose of the embedding.

On the negative side, however, many of the potential threats to valid
inferences about individual students (discussed in Chapter 2) do not
average out and therefore also pose serious threats to aggregated scores.
These are factors that differ from one aggregate (e.g., classroom, school,
or district) to another, not from one student to the next.  For example, as
discussed in Chapter 2, a variety of differences in context and administra-
tion could bias estimates of national scores for individual students.  Stu-
dents with the same level of mastery of the material should receive similar
scores, but if a test is administered to them differently, they might obtain
dissimilar scores solely because of those differences in administration.
Among these differences in context and administration are decisions
about which students are tested or excluded, the types of accommoda-
tions offered to students with special needs, and the dates on which tests
are administered.  These factors do not vary among students within a
group, but between groups.  For example, two states may set different
dates for test administration, but all students within each state will take
the test at approximately the same time.  When a given factor does not
vary within the aggregate—whether it be a school, a district, or an entire
state—combining results from students within that group will not aver-
age out its effects.

This problem is illustrated by rules for the inclusion of students with
disabilities or with limited proficiency in English.  State rules for the
inclusion of these students in state testing programs vary markedly.  The
1998 Annual Survey of State Student Assessment Programs, conducted by
the Council of Chief State School Officers, indicated that most states
leave decisions about the exclusion of students with limited English pro-
ficiency from state assessments to local committees or to the schools
themselves (Olson et al., in press).  In some states, such as California and
New Mexico, such students account for more than 20 percent of the
total, and the lack of comparability of inclusion guidelines could have a
significant effect on state test results.  The passage of the 1997 amend-
ments to the Individuals with Disabilities Education Act (IDEA) is ex-
pected to lead to somewhat greater uniformity in inclusion practices for
students with disabilities, but the decision regarding inclusion rests with
school officials in most states, and there still may be significant state-to-
state differences regarding which students are tested.
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The most recent NAEP state-by-state reading results illustrate the
effect that different decisions on inclusion may have on exam results.  A
study conducted by the Educational Testing Service for the National
Center for Education Statistics found that an increase in the number of
low-achieving students excluded from the assessment could boost the
apparent increase in states’ reading scores (Mazzeo et al., 1999).  A worst-
case model found that gains posted by at least two states might have been
influenced appreciably by such increases in exclusion.  Similarly, differ-
ences in the accommodations offered to students with disabilities who are
included in the assessment can substantially alter aggregated scores (Halla,
1988; Huesman, 1999; Rudman and Raudenbush, 1996; Whitney and
Patience, 1981).  In comparing the scores from state testing programs, it
is important to note that states do not uniformly include scores earned by
disabled and limited-English-proficient students who were allowed accom-
modations during testing in their aggregated score summary reports (Olson
et al., in press).

STATE PERFORMANCE STANDARDS
Although it has never been formally published, Musick’s “Setting

Education Standards High Enough” is one of the most frequently
requested publications produced by the Southern Regional Education
Board.  In it, Musick (1996:1) succinctly presents the issue of varying
state standards:

If [states] don’t talk to each other, the odds are great that 1) many states will set
low performance standards for student achievement despite lofty sounding pro-
nouncements about high standards, and 2) the standards for student achieve-
ment will be so dramatically different from state to state that they simply won’t
make sense . . .  If what is taught in eighth grade mathematics in one state is
much the same as what is taught in eighth grade mathematics in another state,
how do we explain that one state has 84 percent of its students meeting its
performance standards for student achievement while another state has 13 per-
cent of its students meeting its standard? Do we really believe that this dramat-
ic difference is in what these eighth grade students know about mathematics?
Or is it possible that much of the difference is because one state has a low
performance standard for student achievement and the other has a higher
standard.

Its release in 1996 led policy makers across the country to ask, “Are our
state’s standards high enough?”  To answer policy makers’ question—and
the related concern that some state standards may be unrealistically
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high—it has been suggested that what is needed is corroborative data
from a national assessment on which standards are rigorous and widely
accepted.  The reporting metrics of NAEP, TIMSS, and the Organization
for Economic Co-operation and Development’s Programme for Inter-
national Student Assessment (PISA) are mentioned as possible rulers
against which state policy makers could gauge the relative difficulty of
their performance standards.

The desire for this type of information leads to the question of
whether strategies to embed items taken from one of these tests can be
implemented for this purpose.  Embedding has been used in this way in
Louisiana.  Hill and his associates (Childs and Hill, 1998) embedded
released NAEP blocks in a field test of items for the new Louisiana Edu-
cational Assessment Program (LEAP) in order to put the LEAP items
and the NAEP items on the same proficiency scale.  They used the scale
to compare the Louisiana performance standards with the NAEP perfor-
mance standards.  The main goal was simply to see if the Louisiana
standards were as difficult as the national standards.  The result of their
study was that the state standards were deemed to be at least as difficult as
the NAEP standards.

ESTIMATING STATE NAEP RESULTS IN YEARS THAT
STATE NAEP IS NOT ADMINISTERED

States may be interested in obtaining estimates of performance rela-
tive to NAEP achievement levels or the NAEP scale for years when the
NAEP state assessment is not administered in order to monitor progress
and support trends with additional data points.  Some policy makers and
researchers have expressed an interest in using linking or embedding to
obtain these estimates from state testing programs (McLaughlin, 1998;
Bock and Zimowski, 1999).

If embedding is to be used for this purpose, the issues that arise are
much the same as those that arise in any effort to link a state test to the
NAEP scales or interpret the results in terms of NAEP performance stan-
dards (see Chapter 2).  They are also the same as those issues that arise
when trying to provide lower-level aggregated national scores by embed-
ding NAEP items in state tests (see discussion above).
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AUDITING THE RESULTS OF DISTRICT AND
STATE ASSESSMENTS

Some states (or critics of state programs) are interested in using re-
sults from state NAEP or other tests, such as commercially available,
norm-referenced tests, to validate gains on state tests.  They argue that if
gains on a state test are meaningful, they should be at least partly reflected
in the states’ performance on a well-respected external measure of student
performance that tests the same subject area.

Auditing of this sort can be done on a limited scale with no linking or
embedding whatsoever.  For example, Hambleton et al. (1995) and Koretz
and Barron (1998) evaluated gains on Kentucky’s state test by comparing
trends to those on state NAEP.  However, the advantages and disadvan-
tages of embedding national items in state tests to validate gains on state
tests remain largely unexplored.  It is not clear whether embedding would
increase or decrease the accuracy of the inferences from auditing.  More-
over, embedding NAEP blocks or material from any commercially avail-
able norm-referenced test could have undesirable consequences for the
national test that serves as the source of the embedded items, especially if
secure NAEP blocks are used for embedding.  The additional exposure of
these blocks could undermine the comparability of NAEP results, both
across jurisdictions and over time.  Thus, this use of embedding could
necessitate increased development of test items and equating of those
new items with existing items
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The type of embedding that the committee considered to be most
central to its charge is including parts of a national assessment in state
assessment programs in order to provide individual students with national
scores that are (1) comparable with the scores that would have been
obtained had the national assessment been administered to them in its
entirety and (2) comparable from state to state.  The embedded material
could be generated from fixed portions of a national assessment or it
could comprise test questions chosen by state policy makers.  The national
scores could be obtained either with or without statistical linkage between
the embedded material and the questions in the state assessment.

CONCLUSION 1:  Embedding part of a national assessment in
state assessments will not provide valid, reliable, and comparable
national scores for individual students as long as there are (1) sub-
stantial differences in content, format, or administration between
the embedded material and the national test that it represents or
(2) substantial differences in context or administration between
the state and national testing programs that change the ways in
which students respond to the embedded items.
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National scores that are derived from an embedded national test or
test items are likely to be both imprecise and biased, and the direction
and extent of bias is likely to vary in important ways—e.g., across popula-
tion groups and across schools with different curricula.  The impediments
to deriving valid, reliable, and comparable national scores from embedded
items stem from three sources:  differences between the state and national
tests; differences between the state and national testing programs, such as
the procedures used for test administration; and differences between the
embedded material and the national test from which it is drawn.

When the state and national tests differ substantially in emphasis
(content, format, difficulty, etc.), performance on the embedded material
may be appreciably different when it is included with the state test than
it is in the national test.  That is, performance may be influenced by the
different context in which items are presented.  As a result, seemingly
similar levels of performance are likely to have different meanings.

Inferences about individual performance from embedded test mate-
rial similarly could be substantially distorted by many differences between
the national and state testing program in administration and context,
regardless of the characteristics of the two tests and the embedded items.
Under the rubric of “administration and context” we include:  differences
in the time of year at which the test is administered; differences in test
context (i.e., the surrounding test material); differences in the broader
context (such as differences in motivation stemming from high stakes);
differences in assessment accommodations for students with special needs;
and differences in actual test administration, such as the behavior of
proctors.  The effects of some of these differences can be large.  Aggre-
gated scores from embedded material could also be biased by differences
in the inclusion of students with disabilities or limited proficiency in
English, as well as other differences in the percentages of students actu-
ally tested.

Other impediments stem from the nature of the embedded material
itself.  When only modest amounts of material from a test are embedded,
the resulting scores are likely to be unreliable.  Moreover, modest selec-
tions of material from the national test may fail to represent the national
test adequately, which could bias interpretations of performance on the
embedded material.  This bias would likely affect some individuals and
states more than others.  We agree with the conclusions in Uncommon
Measures (National Research Council, 1999c) that statistical linkage will
not suffice to overcome the limited amount and likely unrepresentative-



Copyright © National Academy of Sciences. All rights reserved.

Embedding Questions: The Pursuit of a Common Measure in Uncommon Tests
http://www.nap.edu/catalog/9683.html

64 EMBEDDING QUESTIONS

ness of embedded test materials.  As differences in emphasis among tests
are reduced, this fundamental obstacle will shrink, but so will the need
for embedding.

It is important to note that while some of these impediments to
obtaining adequate scores are tractable, others are not.  For example,
states could time their own assessments to match the timing of the
national assessment that is the source of embedded material, to resolve
problems stemming from differences in timing.  But differences in use,
motivation, and test security could prove insurmountable obstacles to
providing comparable scores.

Another threat to inferences based on embedding is particularly
important in an era of test-based accountability:  the likely changes over
time in the relationship between the state and the national test.  In
Uncommon Measures (National Research Council, 1999c), this problem
was discussed in terms of the instability of linkages, but it extends beyond
linking and can affect inferences from embedded material even in the
absence of statistical linkage.  To some extent, this problem may arise
even in the absence of high stakes:  for example, changes in student
populations, unintended and intended changes in the design of assess-
ments, and other unmeasured factors may cause a shift in the scale of
measurement, so that it becomes either easier or harder to attain a given
score.  However, high stakes may greatly increase the instability of any
concordance between the state and national tests.  Under such circum-
stances, assuming that the performance on embedded material has a stable
relationship to performance on the parts of the national test that are not
administered would lead to biased estimates of performance gains.

Criterion-referenced inferences pose a particular difficulty for em-
bedding.  Criterion-referenced conclusions, including those expressed in
terms of performance standards such as the NAEP achievement levels,
entail inferences about the specific knowledge and skills that students
exhibit at each performance level.  To the extent that embedded material
is abridged or unrepresentative of the national test, these inferences may
be particularly difficult to support on the basis of performance on the
embedded material.

Because of the large number of obstacles to success and the intracta-
bility of some of them, the committee does not offer recommendations for
making these forms of embedding more successful.  Rather, the commit-
tee concludes that under most circumstances, embedding should not be
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used as a method of estimating scores for individual students on a national
test that is not fully administered.
Under certain circumstances, however, an alternate approach may pro-
vide adequate national scores.

CONCLUSION 2:  When a national test designed to produce
individual scores is administered in its entirety and under standard
conditions that are the same from state to state and consistent with
its standardization, it can provide a national common measure.
States may separately administer custom-developed, state items
close in time with the national test and use student responses to
both the state items and selected national test items to calculate a
state score.  This approach provides both national and state scores
for individual students and may reduce students’ testing burdens
relative to the administration of two overlapping tests.

This approach assumes that the state items are neither physically
embedded in the national test nor administered at precisely the same
time and therefore will not generate context effects that alter perfor-
mance on the national test.  It differs from the situation discussed above
in several key respects.  Because the national assessment is administered
completely and under standard conditions, many of the threats to compa-
rability of national scores—such as context effects, differences in timing,
and differences in administration—may be avoided.

It is important to note, however, that this approach does have limita-
tions.  It becomes less and less efficient as differences between the national
test and state standards and test specifications grow larger.  It provides a
national measure only for states that use the same national test; different
national tests can provide results that are not comparable.  Moreover,
depending on the design of the assessment and the uses to which it is put,
it is vulnerable to some other threats to comparability, such as inflation of
scores from coaching and bias from differences in the exclusion of low-
scoring groups.  If administrative conditions differ, performance on the
national items that contribute to state scores could be different than it
would be if they were administered with the state items.  The committee
did not deliberate about the effects of this approach on the quality of state
scores.
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CONCLUSION 3:  Although embedding appears to offer gains in
efficiency relative to administering two tests and does reduce stu-
dent testing time, in practice it is often complex and burdensome
and may compromise test security.

The relative efficiency of embedding must be evaluated on a case-by-
case basis and depends on many factors, including the length of the
embedded test, required changes in administration practices at the state
level, and differing regulations about which students are tested or ex-
cluded.  In addition, states must weigh the costs and benefits that are
associated with any embedding approach.

The committee was able in the time available to consider only briefly
the use of embedding to obtain aggregated information rather than to
obtain information about individual students.  Thus, we do not offer a
conclusion on such uses, but rather, a tentative finding.  It appears that
under some conditions and for some purposes, it may be possible to use
embedding to support conclusions other than those pertaining to the
performance of individual students.  For example, embedding may be a
feasible means of benchmarking state standards to national standards in
terms of difficulty.  That is, it may be practical to find out through
embedding whether a state’s standards are comparable in difficulty to a
set of national standards.  This is a relatively undemanding inference,
however, because it does not necessarily imply that the state and national
assessments are actually measuring similar things or that the particular
individuals or schools that score well on one would consistently score
well on the other.  In other words, it does not entail estimating perfor-
mance on the national test that is not fully administered.

The extent to which embedding would provide valid estimates of
aggregated national scores of groups of students—such as schools, dis-
tricts, or states—on a national test that is not fully administered remains
uncertain.  Aggregation does lessen the effects of certain types of measure-
ment error that contribute to the unreliability of scores for individual
students.  Many of the impediments to embedding discussed by the com-
mittee, however, vary systematically among groups, such as differences in
rules for the use of accommodations and differences in the contexts pro-
vided by state tests, and aggregation will not alleviate the distortions
caused by these factors.
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This glossary provides definitions of technical terms and concepts
used in this report.  Note that technical usage may differ from common
usage.  For many of the terms, multiple definitions can be found in the
literature.  Words set in italics are defined elsewhere in the glossary.

Accommodation A change in the standard procedure for administering
a test or in the mode of response required of examinees, used to lessen bias
in the scores of individuals with a special need or disability.  Examples of
accommodations include allotting extra time and providing the test in
large type.

Achievement levels Descriptions of student or adult competency in a
particular subject area, usually defined as ordered categories on a con-
tinuum, often labeled from “basic” to “advanced,” that constitute broad
ranges for classifying performance.  The National Assessment of Educa-
tional Progress (NAEP) defines three achievement levels for each subject
and grade being assessed:  basic, proficient, and advanced.  The National
Assessment Governing Board (NAGB), the governing body for NAEP,
describes the knowledge and skills demonstrated by students at or above
each of these three levels of achievement, and provides exemplars of
performance for each.  NAGB also reports the percentage of students
who are in the four categories of achievement defined by the three levels,
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basic, proficient, or advanced.  NAGB does not provide a description for
the below basic category.

Assessment Any systematic method of obtaining evidence from tests
and collateral sources used to draw inferences about characteristics of
people, objects, or programs for a specific purpose; often used interchange-
ably with test.

Bias In a test, a systematic error in a test score.  Bias usually favors one
group of test takers over another.

Calibration (1) With respect to scales, the process of setting a test score
scale, including the mean, standard deviation, and possibly the shape of the
score distribution, so that scores on the scale have the same relative mean-
ing as scores on a related score scale.  (2) With respect to items, the process
of determining the relation of item responses to the underlying scale that
the item is measuring, including indications of an item’s difficulty, correla-
tion to the scale, and susceptibility to guessing.

Common measure A scale of measurement that has a single meaning.
Scores from tests that are calibrated (see calibration) to this scale support
the same inferences about student performance from one locality to an-
other and from one year to the next.

Constructed-response item An exercise for which examinees must cre-
ate their own responses or products rather than choose a response from an
enumerated set.  See selected-response item.

Content domain The set of behaviors, knowledge, skills, abilities, atti-
tudes ,or other characteristics measured by a test, represented in a de-
tailed specification, and often organized into categories by which items
are classified.

Distribution The number, or the percentage, of cases having each pos-
sible data value on a scale of data values.  Distributions are often reported
in terms of grouped ranges of data values.  In testing, data values are
usually test scores.  A distribution can be characterized by its mean and
standard deviation.
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Domain   The full array of a particular subject matter being addressed by
an assessment.

Effect size A measure of the practical effect of a statistical difference,
usually a difference of the means of two distributions.  The mean difference
between two distributions, or an equivalent difference, is expressed in
units of the standard deviation of the dominant distribution or of some
average of the two standard deviations.  For example, if two distributions
had means of 50 and 54, and both had standard deviations of 10, the effect
size of their mean difference would be 4/10, or 0.4.  The effect size is
sometimes called the standardized mean difference.  In other contexts,
other ways are sometimes used to express the practical size of an observed
statistical difference.

Embedding In testing, including all or part of one test in another.  The
embedded part may be kept together as a unit or interspersed throughout
the test.

Equating The process of statistical adjustments by which the scores on
two or more alternate forms are placed on a common scale.  The process
assumes that the test forms have been constructed to the same explicit
content and statistical specifications and administered under identical
procedures.

Field test A test administration used to check the adequacy of testing
procedures, generally including test administration, test responding, test
scoring, and test reporting.

Form In testing, a particular test in a set of tests, all of which have the
same test specifications and are mutually equated.

Framework The detailed description of the test domain in the way that
it will be represented by a test.

High-stakes test A test whose results have important, direct conse-
quences for examinees, programs, or institutions tested.
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Item A generic term used to refer to a question or an exercise on a test
or assessment.  The test taker must respond to the item in some way.  Since
many test questions have the grammatical form of a statement, the neu-
tral term item is preferred.

Item format The form in which a question is posed on a test and the
form in which the response is to be made.  The formats include, among
others,  selected-response items (multiple-choice) and constructed-response
items, which may be either short-answer or extended-response items.

Item pool The aggregate of items from which a test’s items are selected
during test development or the total set of items from which a particular test
is selected for a test taker during adaptive testing.

Limited English proficiency (LEP) A term used to identify students
whose performance on tests of achievement may be inappropriately low
because of their poor proficiency in English.

Linking Placing two or more tests on the same scale so that scores can
be used interchangeably.

Matrix sampling A measurement format in which a large set of test
items is organized into a number of relatively short item sets, each of
which is randomly assigned to a subsample of test takers, thereby avoiding
the need to administer all items to all examinees.

Measurement error The amount of variation in a measured value, such
as a score, due to unknown, random factors.  In testing, measurement
error is viewed as the difference between an observed score and a corre-
sponding theoretical true score or proficiency.

Metric The units in which the values on a scale are expressed.

Norm-referenced Interpreted by comparison with the performance of
those in a specified population.  A norm-referenced test score is inter-
preted on the basis of a comparison of a test taker’s performance to the
performance of other people in a specified reference population, or by a
comparison of a group to other groups.  See criterion-referenced.
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Norms Statistics or tabular data that summarize the distribution of test
performance for one or more specified groups, such as test takers of various
ages or grades.  Norms are usually designed to represent some larger
population, such as all test takers in the country.

Performance standard An objective definition of a certain level of
performance in some domain in terms of a cut-score or a range of scores on
the score scale of a test measuring proficiency in that domain.  Also,
sometimes, a statement or description of a set of operational tasks exem-
plifying a level of performance associated with a more general content
standard;  the statement may be used to guide judgments about the loca-
tion of a cut-score on a score scale.

Proficiency levels See achievement levels.

Reliability The degree to which the scores are consistent over repeated
applications of a measurement procedure and hence are dependable, and
repeatable; the degree to which scores are free of errors of measurement.
Reliability is usually expressed by a unit-free index that either is, or
resembles, a product-moment correlation.  In classical test theory, the
term represents the ratio of true score variance to observed score variance
for a particular examinee population.  The conditions under which the
coefficient is estimated may involve variation in test forms, measurement
occasions, raters, or scorers, and may entail multiple examinee products
or performances.  These and other variations in conditions give rise to
qualifying adjectives, such as alternate-forms reliability, internal-consis-
tency reliability, test-retest reliability, etc.

Scale score A score on a test that is expressed on some defined scale of
measurement.

Score Any specific number resulting from the assessment of an indi-
vidual; a generic term applied for convenience to such diverse measures
as test scores, production counts, absence records, course grades, ratings,
and so forth.

Selected-response item Test item for which test taker selects response
from provided choices; also known as a multiple-choice item.  See con-
structed-response item.
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Standard deviation An index of the degree to which a set of data values
is concentrated about its mean.  Sometimes referred to as “spread.”  The
standard deviation measures the variability in a distribution of quantities.
Distributions with relatively small standard deviations are relatively con-
centrated; larger standard deviations signify greater variability.  In com-
mon distributions, like the mathematically defined “normal distribution,”
roughly 67 percent of the quantities are within (plus or minus) 1 standard
deviation from the mean; about 95 percent are within (plus or minus) 2
standard deviations; nearly all are within (plus or minus) 3 standard
deviations.  See distribution, effect size, variance.

Standardization In test administration, maintaining a constant testing
environment and conducting the test according to detailed rules and
specifications so that testing conditions are the same for all test takers.  In
statistical analysis, transforming a variable so that its standard deviation is
1.0 for some specified population or sample.

Systematic error A score component (often observed indirectly), not
related to the characteristic being measured, that appears to be related to
some salient variable or subgrouping of cases in an analysis.  See bias.

Test A set of items given under prescribed and standardized conditions
for the purpose of measuring the knowledge, skill, or ability of a person.
The person’s responses to the items yield a score, which is a numerical
evaluation of the person’s performance on the test.

Test development The process through which a test is planned, con-
structed, evaluated, and modified, including consideration of the con-
tent, format, administration, scoring, item properties, scaling, and techni-
cal quality for its intended purpose.

Test specifications A framework that specifies the proportion of items
that assess each content and process or skill area; the format of items,
responses, and scoring protocols and procedures; and the desired psycho-
metric properties of the items and test, such as the distribution of item
difficulty and discrimination indices.

Validity An overall evaluation of the degree to which accumulated
evidence and theory support specific interpretations of test scores.
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