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Preface

The long-term health of data centers depends on their ability to keep pace with
technological advances that improve user services and increase the long-term util-
ity of the data, and to respond to the evolving needs of their user communities.
Consequently, it is important for data centers to be reviewed externally on a peri-
odic basis. This report, which was requested by Robert Price, then associate direc-
tor of Goddard for Mission to Planet Earth (now the Earth Science Enterprise), is
the first such assessment of seven Distributed Active Archive Centers (DAACs).
The DAACs, which manage a wide variety of satellite and in situ measurements
associated with the National Aeronautics and Space Administration’s (NASA’s)
Earth Observing System Data and Information System (EOSDIS), are undergoing a
recertification process with the overall goal of improving their operations. NASA’s
recertification process will draw upon several inputs, including the results of exter-
nal peer review, which are reported here. At the end of the process, NASA manage-
ment will determine whether to recertify, place on probation, or close individual
DAACs.

The National Research Council’s (NRC’s) Committee on Geophysical and
Environmental Data (CGED) approached the review process as it has for other
data center reviews since it was assigned oversight of U.S. World Data Centers in
1967. The simultaneous review of seven DAACs is a daunting task, so the CGED
divided the review into two stages. In the first stage, two CGED members visited
each DAAC informally to identify key issues. Based on these visits, the commit-
tee defined review criteria, which focus on how well the DAACs serve their sci-
entific user communities. The formal site visits, which were conducted by seven
separately appointed panels, composed the second stage of the review. The for-
mal site visits were held on the following dates:



Copyright © National Academy of Sciences. All rights reserved.

Review of NASA's Distributed Active Archive Centers 
http://www.nap.edu/catalog/6396.html

xiv PREFACE

DAAC Host Institution Scientific Specialty Site Visit Date

Goddard Space Flight Center Atmospheric processes October 20-21, 1997
Langley Research Center Atmospheric chemistry November 18-19, 1997
EROS Data Center Land processes November 24-25, 1997
Alaska SAR Facility Sea ice, polar processes December 18-19, 1997
Jet Propulsion Laboratory Ocean circulation January 8-9, 1998
National Snow and Ice Data Snow and ice, cryosphere March 4-5, 1998

Center
Oak Ridge National Laboratory Biogeochemical processes March 19-20, 1998

At NASA’s request, the DAAC located at the Consortium for Integrated Earth
Science Information Network (CIESIN) was not reviewed.

Each site visit panel was composed of approximately six individuals. For
consistency, the chair and vice chair were the same for each visit. Those individu-
als were chosen for their links with the CGED and their familiarity with data
center reviews. The rest of the panel was composed of

• two scientists, who use or collect the types of data held by the DAAC;
• one representative of a non-NASA scientific data center, familiar with

data center operations; and
• one computer scientist or systems engineer, with experience in end-to-

end system management and a knowledge of networks, computer architecture,
and the types and capability of computer equipment available for managing
large data sets.

In addition, David Glover, who chaired NASA’s EOSDIS Panel at the time of the
review, attended all the site visits as an observer.

For each review, the panel followed the same agenda and received similar
briefing materials from the DAAC. The briefing materials included the DAAC’s
annual work plan, including staffing and budget projections; membership list and
meeting minutes of the DAAC’s User Working Group; and in most cases, written
responses to the criteria for review. In addition, two members of each panel ex-
amined the DAAC’s Web site, accessed data of interest to their own research, and
evaluated issues such as documentation, formats, ease of use, and the ability of
User Services to answer questions. As a result, the site visits were conducted at
approximately the same level of detail, yielding a fair and balanced picture of the
DAACs. The individual DAAC reports, however, vary significantly in emphasis,
which is unavoidable given the different backgrounds and personalities of the
authoring panels.

To place the panels’ reports within the broader EOSDIS context, the CGED
solicited input from a variety of sources, including the Earth Science Data and
Information System (ESDIS) Project, the EOSDIS Core System (ECS) develop-
ers, and users of EOSDIS data. A two-day interview with ESDIS Project man-
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agers focused on (1) ESDIS expectations of the DAACs; (2) DAAC expecta-
tions of ESDIS, based on issues identified during the informal CGED visits to
the DAACs; and (3) other issues raised by previous NRC reports, particularly
the Zraket panel report (NRC, 1994). Interviews with the ECS developers (and
Jet Propulsion Laboratory [JPL] developers for the Alaska Synthetic Aperture
Radar [SAR] Facility DAAC) were conducted by subpanels, which included
the chair and vice chair of the panels and a computer scientist. Finally, an e-
mail survey of users was sent to the EOS Investigators Working Group and
subsequently forwarded to a broader audience. Nearly 400 users responded.
Rigorous statistical analysis of this unscientific survey is not justified, but gen-
eral trends and comments from individuals helped illustrate the broad range of
experiences that users have had with the DAACs. The results of these inter-
views, the user survey, and the panel reports formed the basis for the overall
conclusions and recommendations of this report.

It is important to note that plans for EOSDIS evolved significantly during
the course of the CGED review. For example, the launch data of the EOS AM-
1 platform slipped by at least six months, giving the DAACs more time to
prepare for the data streams. On the other hand, additional delays in the ECS
are causing the DAACs and EOS science and instrument teams to resort to
emergency backup plans for processing the data. These plans are evolving on
almost a daily basis. This report attempts to provide a snapshot of the DAAC
system as it existed in September 1998. The panel reports were updated through
e-mail correspondence with the DAAC managers and by an additional site visit
to the first DAAC visited (Goddard Space Flight Center). Similarly, the over-
view chapters were written to account for recent developments in EOSDIS. The
committee believes that the resulting report can be used as a baseline for future
assessments of the health of the DAAC system or for more focused reviews of
individual DAACs.

The committee and its panels wish to acknowledge the many individuals
who provided input to this report. They include the current and past DAAC
managers (Paul Chan, Donald Collins, Roy Dunkum, Craig Lingle, Richard
McGinnis, Lydon Oleson, Larry Voorhees, Carl Wales, and Ron Weaver) and
staff, whose forthright participation in the review permitted the panels to exam-
ine weaknesses as well as strengths of DAAC operations. Representatives of
the DAACs’ host institutions helped the panels identify distinctions between
DAACs located within a university and those located within a NASA or non-
NASA government facility. Discussions with members of the User Working
Groups, science teams, system developers, and ESDIS management provided
the panels with a more complete view of the DAACs as part of an integrated
EOSDIS. The nearly 400 survey respondents from the United States and abroad
gave the committee a better sense of users’ overall satisfaction with the DAACs
and patterns of DAAC usage.
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The committee and its panels thank the staff of the Board on Earth Sci-
ences and Resources of the National Research Council, especially Jenny Estep,
for helping very effectively with the unusually complex logistics of innumerable
meetings and site visits. Finally, we wish to express particular appreciation to the
indefatigable study director, Anne Linn, for her invaluable guidance through the
review process, and for her very hard work during the production of this report.
The combination of her superb sense of organization, insight, determination, and
patience contributed the necessary ingredients for the successful completion of
this daunting task.
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1

Executive Summary

The National Aeronautics and Space Administration’s (NASA’s)
Distributed Active Archive Centers (DAACs) are a key part of the Earth
Observing System Data and Information System (EOSDIS). Each
DAAC has an essential and individual role in some part of the scientific
enterprise, with little overlap or redundancy. Given the uncertainties
associated with the EOSDIS Core System, those affected by the near-
term launch of the EOS AM-1 platform (a satellite with a 10:00 a.m.
sun-synchronous orbit and a large number of instruments) are reason-
ably placed to address the challenges entailed by this launch. However,
for the DAACs effectively to fulfill the expectations for them, EOSDIS
will need inspired leadership to create a practical network of informa-
tion centers that truly enables scientific discovery and assessment and
integrates the creative energies of the DAACs, their scientific communi-
ties, and the pilot Federation of Earth System Information Partners.

INTRODUCTION

The objective of NASA’s Earth Science Enterprise (ESE) is to obtain a
broad-based understanding of the functioning of the Earth as a system, with
particular reference to global environmental change. The data needed to study
these processes are necessarily diverse, comprising observations from a wide
variety of remote sensing and in situ instruments and experiments, collected by
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several government agencies and academic institutions, at different temporal and
spatial scales. NASA’s Earth Observing System Data and Information System
was built to provide a means for scientists to integrate disparate data types col-
lected by NASA and to study earth processes in a more comprehensive manner
than was possible before.

EOSDIS includes many players—the EOSDIS Core System (ECS) contrac-
tor, the science and instrument teams, the DAACs, and the Earth Science Data
and Information System (ESDIS) Project—each with well-defined roles. As origi-
nally conceived, these roles were as follows:

• the ECS contractor designs the EOSDIS Core System to capture, process,
and distribute data from the EOS instruments and provides the necessary hard-
ware and software to the DAACs;

• the science and instrument teams develop algorithms for creating data
products;

• the seven DAACs process and disseminate remote sensing and in situ data
and data products (land, atmosphere, ocean), and provide services to a wide
variety of users (primarily scientists and NASA’s partner agencies); and

• NASA’s ESDIS Project sets the program requirements and provides fund-
ing and system-wide coordination.

Technical problems leading to delays in the ECS, however, have led NASA
to rethink these roles. NASA’s current plans are to make EOSDIS a more distrib-
uted system by having the science and instrument teams, rather than the DAACs,
do much of the data processing. In addition, some of the DAACs will be permit-
ted to develop and use their own systems, rather than the ECS, for managing data.
Indeed, DAAC-unique information systems are already being used to process and
distribute data from the first EOS-related mission, the Tropical Rainfall Measur-
ing Mission (TRMM), which was launched in November 1997. By involving a
broader array of constituencies in EOSDIS, and employing diverse approaches to
providing data services, NASA is taking another step toward creating an EOSDIS
federation.

In the new EOSDIS model, the role of the DAACs may be strengthened or
diminished, depending on how much flexibility and authority NASA manage-
ment is prepared to give and how much initiative the DAACs are prepared to
take. However, serving the needs of their users will remain their most important
task. Based on the site visit reports of the seven DAAC review panels and a user
survey, the Committee on Geophysical and Environmental Data (CGED) con-
cludes that most of the DAACs are serving their scientific user community well.
(Indeed, the Physical Oceanography [PO.DAAC] and the National Snow and Ice
Data Center [NSIDC] DAACs are model in this regard, although neither has to
face the immediate challenge of handling the enormous data streams of the AM-
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1 platform.) Moreover, each DAAC occupies a unique, scientifically important
niche in the Earth Science Enterprise; closing any of them would reduce NASA’s
ability to meet its scientific objectives. Consequently, even DAACs with signifi-
cant problems in fulfilling their missions (i.e., the Alaska Synthetic Aperture
Radar [SAR] Facility [ASF] DAAC and, to a lesser extent, the Earth Resources
Observation Systems [EROS] Data Center [EDC] and the Oak Ridge National
Laboratory [ORNL] DAACs) should be nurtured by NASA and the ESDIS Project
so that they succeed.

The individual panel reports provide detailed recommendations on improv-
ing the operations of each DAAC. However, all of the reports have three themes in
common: (1) the scientific need for a coherent system of DAACs; (2) the impor-
tance of strategic planning in routine data center operations; and (3) the need for
flexibility, vision, and leadership as EOSDIS evolves. The following recommenda-
tions, which focus on these themes, were based on analysis of the panel reports, the
user survey, discussions with NASA managers, and the committee’s experience
with world and national data center reviews.

AN INFORMATION SYSTEM FOR SCIENCE

EOSDIS is more than the hardware and software needed to link the DAACs;
it is a tool for achieving the science goals of the Earth Science Enterprise. The
objectives of EOSDIS include the following:

• facilitating the creation of standard data products, thereby permitting the
immediate scientific goals of the science teams to be realized;

• catalyzing the preparation of a wide range of secondary data sets and
information products that combine information from different satellites and in
situ sources, thereby stimulating collaborative, multidisciplinary research;

• making such products readily accessible to the broader scientific commu-
nity; and

• preserving them in usable form for future generations of scientists.

The DAACs have a key role to play in meeting each of these objectives.
First, by working with the science and instrument teams (as the Langley Research
Center [LaRC] DAAC has on Earth Radiation Budget experiments), the DAACs
can help generate data products and record metadata that might be viewed as
irrelevant or common knowledge by science and instrument team members. The
latter is vital if the data and data products are to retain their scientific value over
several decades. Second, by working with the broader scientific user community,
the DAACs can build a mutually beneficial relationship that results in (1) the
development of useful tools and services, (2) the acquisition of scientifically
important data sets, and (3) better answers to complex user queries. In practice,
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however, only a few DAACs (namely the PO.DAAC and the NSIDC DAAC)
have a strong relationship with the scientific community, despite their generally
good interaction with User Working Groups and their collocation with scientists
with expertise in the DAAC holdings.

Recommendation. To function optimally, the DAACs need to be
intimately involved with the scientific community they serve. The
DAACs should deliberately pursue and improve routine, daily in-
teractions with active scientists who use their data holdings. Among
the many ways to meet this recommendation, the committee sug-
gests (1) implementing a visiting scientist program; (2) encouraging
DAAC personnel to pursue research endeavors, with the purpose of
publishing the results; and (3) actively working with researchers
within their host institution.

Multidisciplinary researchers interested in understanding earth system sci-
ence processes present a special challenge to the DAACs. These researchers need
to obtain useful data from more than one DAAC. Indeed, it was to serve their
needs that the concept of “one-stop shopping” (i.e., users can access the system
through any DAAC, search all the EOSDIS holdings, and obtain the relevant
data) was born. With the delays in the ECS and the move toward federation,
however, one-stop shopping may no longer be feasible. For EOSDIS to serve the
earth system science constituency, the DAACs will have to overcome their dif-
ferences and begin to act as components of a coherent system that (1) is able to
manage high-volume data streams from coordinated instruments and (2) offers
comparable access technologies, a consistent terminology, and unobtrusive au-
thorization procedures. If such a system is not possible, NASA will have to
provide sufficient resources (e.g., through requests for proposals to participate in
NASA’s federation) to enable users to find useful information from a disparate
collection of DAACs. The development of Version 0 of the EOSDIS information
system demonstrated the ability of the DAACs to work together. With the proper
incentives from ESDIS, the DAACs should also be able to create common tools
and standards that would enable users to locate, access, and combine various
types of data in the EOS era.

Recommendation. The DAACs do not yet act as components of a
coherent system. They share the responsibility for providing the
vision and leadership toward this goal with the science teams,
ESDIS, and NASA. If such a coherent system cannot be achieved,
NASA should place a greater emphasis on user-generated proposals
seeking to help the community deal with a disparate DAAC system.
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Recommendation. A DAAC alliance with a common goal will better
serve the broader community than the collection of individual cen-
ters that currently exists. The DAACs should support each other
and express a collective point of view on EOSDIS policies.

STRATEGIC PLANNING

DAACs differ from data centers by focusing on the early, most scientifically
active part of the mission or experiment, rather than on long-term data steward-
ship. To fulfill the science objectives of the Earth Science Enterprise, however,
the DAACs also have an obligation to ensure that the data in their charge remain
useful for future generations of scientists studying long-term global environmen-
tal change. Consequently, the DAACs must be involved in all stages of data
management—from data collection, to management of active data sets, to long-
term archive. Such involvement requires strategic planning.

To date, however, few DAACs have engaged in strategic planning, in part
because ESDIS and the ECS contractor have done so much of their planning for
them. (The PO.DAAC is an exception.) However, now that NASA is adopting
some of the DAAC fallback systems for processing and handling data in place of
the ECS, the DAACs will have a greater voice in their own evolution and in the
development of EOSDIS. To take advantage of this opportunity, each DAAC
should create a vision and an implementation strategy. The strategy should per-
meate everything the DAAC does. For example, it should describe how the
DAACs will become involved in collecting the metadata and in calibrating and
validating observations from the EOS instruments. The latter is particularly im-
portant for the ORNL DAAC, which has important in situ data sets, but no
concrete plans for participating in calibration or validation activities with the
relevant science teams. Without the integration of remote sensing and in situ
observations, it is unlikely that the EOS program will ever fulfill its potential.

The vision and implementation strategy should also describe how the DAACs
manage their active data sets. This is a primary focus of the DAACs and includes
knowing who their current users are, how they use the data, what tools are
available for serving them, and which ones must be developed in house. It also
includes looking ahead to identify and provide services to potential new user
communities and to keep up with rapid advances in technology, particularly those
involving storage and communications. Most of the DAACs manage their active
data sets well and provide a reasonably high level of service to users. The
PO.DAAC, the ORNL DAAC, and the NSIDC DAAC are particularly effective
in this regard, whereas the ASF and EDC DAACs have to substantially improve
user services. All the DAACs, however, would serve their users better by (1)
having a more detailed understanding of their user profile and (2) developing
quantitative measures for tracking performance. A detailed user profile, moni-



Copyright © National Academy of Sciences. All rights reserved.

Review of NASA's Distributed Active Archive Centers 
http://www.nap.edu/catalog/6396.html

6 REVIEW OF NASA’S DISTRIBUTED ACTIVE ARCHIVE CENTERS

tored over time, will enable the DAACs to provide specialized services to current
and potential user communities and to expand their user base. Promoting new
uses of the data, which will arise inevitably with the emergence of new user
groups, will increase the taxpayer’s return on investment in the EOS satellites. In
addition, by developing and tracking quantitative performance measures, the
DAACs will be able to assess the technical performance of individual system
components, as well as the overall success of each DAAC and the entire DAAC
system in meeting the needs of their users.

Recommendation. In order better to track the rapidly growing and
evolving population of EOSDIS users and serve the needs of existing
and potential users, each DAAC should devise and implement quan-
titative measures for characterizing its current user community.

Recommendation. Ongoing changes in data volumes, user expecta-
tions, and emerging technologies are powerful forces that put pres-
sure on each DAAC to evolve independently of the others. In order
to counteract such centrifugal forces, each DAAC should prepare
and periodically update a practical strategic plan for dealing with
change, while preserving the concept of a coherent system.

Recommendation. Excellence in a research enterprise is best gauged
through assessment of performance by one’s peers, according to a
commonly accepted set of performance criteria. The DAACs must
develop a set of quantitative performance metrics by which they can
measure their own progress and evaluate their success as individual
centers and as a coherent system. Periodic peer review aimed at
gauging accomplishments against these metrics should be incorpo-
rated as part of this ongoing process.

FLEXIBILITY IN EOSDIS

With the delays in the ECS, NASA has no choice now but to abandon many
components of the ECS and move toward a more flexible federated structure for
EOSDIS. Changing management models at this late stage poses a tremendous
challenge to NASA. For the new EOSDIS paradigm to succeed, NASA must (1)
empower the DAACs, science teams, and Earth Science Information Partners
(ESIPs) to provide the best services and most innovative data products possible;
(2) offer incentives for them to collaborate to provide users with a common look
and feel to the information system; and (3) emplace safeguards to ensure that the
fundamental goals of EOSDIS are met. To accomplish the first, ESDIS will have
to delegate some of its authority for serving users and designing their own infor-
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mation systems to the DAACs. It has done so to some extent with the Goddard
Space Flight Center and LaRC DAACs, which successfully developed TRMM-
specific information systems. Similar authority should be granted immediately to
the ASF DAAC, which is currently powerless to guide development of the infor-
mation system it is required to use (which was designed and controlled by the Jet
Propulsion Laboratory). In developing their information systems, some of the
DAACs may wish to use parts or all of the ECS, but this should not be a require-
ment for remaining within EOSDIS. In return for this newfound authority and
flexibility, the DAACs must agree to act as components of a coherent system for
the greater good of the Earth Science Enterprise (see “An Information System for
Science,” above). This is particularly important for the LaRC DAAC, which has
no intention of linking its custom-built systems with EOSDIS.

Recommendation. The DAAC-ECS-ESDIS model for managing
EOSDIS data and information has not succeeded. To take advan-
tage of new technological approaches and management models,
ESDIS should foster the creation of a federation of DAACs by del-
egating to the DAACs some of its authority for serving users and by
providing incentives to the DAACs to serve the broader community
as well as their narrow constituencies.

Recommendation. To take advantage of the unprecedented flexibil-
ity afforded by the new Web-based technologies, ESDIS should al-
low the DAACs to incorporate only those components of the ECS
that they require to satisfy their user community. This flexibility
should not come at the cost of reducing the DAACs’ ability to func-
tion as full-fledged members of the DAAC system. For the DAACs,
the price of this flexibility is an increased individual responsibility
to contribute to the overall goals of EOSDIS.

In summary, every DAAC has a unique and important role in some part of
EOSDIS and the Earth Science Enterprise, with little overlap or redundancy. The
DAACs that will receive data from the AM-1 platform and other near-term
launches are reasonably placed to address the challenges that launch will entail,
given the uncertainties associated with the EOSDIS Core System. However, for
the DAACs to fulfill their mission of providing seamless access to multidisci-
plinary data sets, and thereby promoting creative scientific analysis of the data,
EOSDIS will need inspired leadership that empowers its stakeholders to fulfill
their special roles within an integrated network of information centers.
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Introduction

BACKGROUND

There can be no question that the National Aeronautics and Space
Administration’s (NASA’s) Earth Observing System (EOS)—and its implemen-
tation into the Mission to Planet Earth (MTPE), now renamed the Earth Science
Enterprise (ESE)—is the most ambitious effort ever attempted to study our planet
and its set of complex interlocking systems. Although the original concept has
evolved substantially over the years, the overall scientific goal endures, and
“earth system science” (see NASA, 1988) has gained the respectability of a bona
fide discipline.

One of the major components of the enterprise has been, and remains to this
day, the EOS Data and Information System (EOSDIS). EOSDIS itself is an
ambitious endeavor, not only because it must deal with data volumes and acqui-
sition rates that are several orders of magnitude larger than ever before in the
earth sciences, but also because its stated goal is to permit seamless access to
multidisciplinary data in a timely manner. This has never been attempted before
on such a scale, and the hope is that EOSDIS will facilitate research that would
not be contemplated otherwise. Providing access to EOSDIS data is the job of the
Distributed Active Archive Centers (DAACs). Although the DAAC system per
se is not the largest component of EOSDIS in terms of cost, it holds a critical
position in the overall architecture of the system, first because the user interacts
with the DAACs and second because the burden of maintaining operational ac-
cess to large and complex multidisciplinary data sets befalls them most directly.

Ever since they were chosen by NASA, the DAACs have drawn both praise
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and criticism for their ability to serve their users. In some cases, the DAACs were
criticized by implication as a result of reviews of EOS or EOSDIS. However, the
DAACs have never been systematically assessed as components of a comprehen-
sive data and information system. NASA has initiated such an assessment through
a “recertification” process, which is being conducted in two stages. The first
stage, an external peer review of the DAACs, has been conducted under the
auspices of the National Research Council’s (NRC’s) Committee on Geophysical
and Environmental Data (CGED). This report gives the results of that peer re-
view, the first that the DAACs have ever undergone. The second stage of the
recertification process will be conducted by a NASA panel, which will evaluate
the results of the peer review in the context of NASA’s programmatic and bud-
getary priorities. NASA management will then decide whether to recertify, place
on probation, or close individual DAACs.

Each DAAC manages a different kind of scientific data—atmospheric, oce-
anic, solid-earth, polar, biospheric—and serves a unique blend of user communi-
ties. Because no single committee has the appropriate composition to review all
the centers, seven review panels were established to conduct the site visits. The
DAACs reviewed are located at the Goddard Space Flight Center (GSFC), Lan-
gley Research Center (LaRC), Earth Resources Observation Systems (EROS)
Data Center (EDC), Alaska Synthetic Aperture Radar (SAR) Facility (ASF), Jet
Propulsion Laboratory (JPL; Physical Oceanography DAAC [PO.DAAC]), Na-
tional Snow and Ice Data Center (NSIDC), and the Oak Ridge National Labora-
tory (ORNL). (At NASA’s request, the Socio-Economic DAAC [SEDAC] lo-
cated at the Consortium for International Earth Science Information Networks
[CIESIN] was not reviewed.) The CGED established the criteria for review and
provided the panels with similar agendas and briefing materials so that the site
visits would be conducted as uniformly as possible. A description of the study
process is given in the Preface to this report.

In this report the CGED does not recommend whether or not any DAACs
should be closed or placed on probation. Rather, based on the criteria for review
listed in Appendix B, the committee and its panels commend the DAACs’ suc-
cesses and identify issues that require greater attention, with the overall goal of
improving the DAACs’ ability to serve their users. EOS is a science program that
is designed to serve scientists. Thus, the CGED review focuses primarily on how
well the DAACs serve the scientific community and secondarily on other types of
users. Finally, because the DAACs exist as part of a system rather than as inde-
pendent entities, the committee also addresses overarching issues regarding the
DAACs as components of EOSDIS. (In keeping with its charge, the committee
evaluated the DAAC’s performance against their mission, but not against alterna-
tive ways of achieving the same goals. Similarly, the committee did not review
EOSDIS as a whole, or the role of EOSDIS in global change research. The latter
is addressed in NRC, 1998a.) This report was written at a time when technical
difficulties, budgetary pressures, technological advances, and new management
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approaches were fast changing the face of EOSDIS. Nonetheless, the committee
believes that the report provides a baseline from which the progress of individual
DAACs or the DAAC system as a whole can be measured.

ROLE OF THE DAACS IN EOSDIS

EOSDIS was designed to perform a variety of functions, from spacecraft
command and control, to data acquisition, processing, distribution, and archive.
Linking these disparate functions are the hardware and software that comprise the
EOSDIS Core System (ECS). The architecture of EOSDIS, as defined by NASA,
is illustrated schematically in Figure 1.1.

In general, data acquired from spacecraft will be captured and processed by
the ECS contractor to Level 0 (see Table 1.1), then transferred to the DAACs.
Some DAACs also receive in situ data, usually from principal investigators of
field experiments or process studies. Such data will be used to calibrate and
validate the satellite measurements and gain a more complete understanding of
the phenomena being studied. Using algorithms developed by the science and
instrument teams, the DAACs and/or science teams will process the Level 0 data
into Level 1 and higher standard data products. Some of the data will be pro-
cessed in near real time, although this is not an EOSDIS requirement, given the
complexity of many of the algorithms. Typically, the higher-level products will
be processed by the science teams. The data products will then be disseminated
by the DAACs, which will also provide support services to users and archive the
data and data products.

The DAAC System

The DAACs’ partners in EOSDIS include the ECS contractor, science and
instrument teams, and the Earth Science Data and Information System (ESDIS)
Project. Their primary roles, which are discussed in more detail below, are as
follows:

• the ECS contractor builds the information system to capture and process
data, and link the DAACs together;

• instrument and science teams develop algorithms for processing data and
generate data products;

• DAACs process and disseminate data and provide user services; and
• the ESDIS Project sets the requirements for the information system and

coordinates the DAAC system.

An organization chart, with the reporting lines within EOSDIS is shown in Figure
1.2.

The DAACs themselves form a loose consortium for solving problems in
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common. For example, the DAACs worked collectively to implement Version 0
of EOSDIS, which permits users to browse the holdings of all the DAACs,
although not in a seamless or transparent manner. Instrument interdependencies,
which require data products to be transferred between and distributed by several
DAACs (e.g., Moderate Resolution Imaging Spectroradiometer [MODIS] prod-
ucts will be transferred among three DAACs), also draw the DAACs together.

The current consortium of DAACs includes eight discipline centers, although
the SEDAC has never been fully integrated into the group. Each DAAC has a
User Working Group whose membership is tailored to the mission and objectives
of the DAAC. The DAACs, their host institutions, and their scientific specialties
are listed in Table. 1.2.

Most of the DAACs were created from preexisting data operations. As a
result of this heritage, each DAAC has its own information system for managing
data and serving users, and holdings, sometimes going back decades. The
DAACs’ responsibilities within EOSDIS also vary, which has led to large differ-
ences in size, budget, and numbers of personnel among them. For example, the
DAACs primarily responsible for managing data from the AM-1 platform and
other near-term missions (GSFC, LaRC, and EDC) tend to have the largest staff

TABLE 1.1. Data Set Processing Levels

Data Level Description

Level 0 Reconstructed unprocessed instrument or payload data at full resolution; any
and all communications artifacts (e.g., synchronization frames, communications
headers) removed

Level 1A Reconstructed unprocessed instrument data at full resolution, time referenced,
and annotated with ancillary information, including radiometric and geometric
calibration coefficients and georeferencing parameters (i.e., platform
ephemeris) computed and appended, but not applied, to the Level 0 data

Level 1B Level 1A data that have been processed to sensor units (not all instruments will
have a Level 1B equivalent)

Level 1C TRMM-specific for quality content of Level 1B precipitation radar and ground
validation data

Level 2 Derived geophysical variables at the same resolution and location as the Level
1 source data

Level 3 Variables mapped on uniform space-time grid scales, usually with some
completeness and consistency

Level 4 Model output or results from analyses of lower-level data (i.e., variables
derived from multiple measurements)

NOTE: TRMM = Tropical Rainfall Measuring Mission.
SOURCE: Asrar and Greenstone (1995).
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and the most ECS-supplied hardware, software, and personnel (Table 1.3).
DAACs that will receive data mainly from later missions (e.g., PO.DAAC and
NSIDC) tend to have smaller numbers of personnel and lower budgets. (The
NSIDC DAAC will not receive Level 0 data from the AM-1 platform, but will
receive Level 2 AM-1 data pertinent to the cryosphere from the GSFC DAAC.)
Table 1.4 lists the instruments, what they measure, and the anticipated launch
dates of the EOS missions. The ORNL DAAC, which manages field-based obser-
vations rather than satellite measurements, is the smallest of the DAACs.

The ECS contractor (currently Raytheon Systems Corporation, formerly
Hughes Information Technology Company) is responsible for designing an infor-
mation system for DAAC functions ranging from ingest to archive. It has sup-
plied the AM-1 DAACs (GSFC, LaRC, EDC, and NSIDC) with equipment, early
versions of toolkits, software, subsystems, and personnel for installing and main-
taining the ECS. The other DAACs are scheduled to receive more complete
versions of the ECS software several years from now.

The DAACs played an advisory role while the ECS was being designed, but
had no authority to change the functionality, implementation, or architecture of
the system. Similarly, the DAACs have little control over how many ECS con-
tractors are assigned to the DAAC to install the system or what tasks they will
perform. Now that early versions of the software have been released, the DAACs

TABLE 1.2. NASA’s Distributed Active Archive Centers

DAAC Host Institution Scientific Specialty

ASF DAAC Alaska SAR Facility Sea ice, polar processes
University of Alaska

EDC DAAC EROS Data Center Land processes
U.S. Geological Survey

GSFC DAAC Goddard Space Flight Center Upper atmosphere, atmospheric
NASA dynamics, global biosphere,

hydrologic processes

LaRC DAAC Langley Research Center Radiation budget, aerosols,
NASA tropospheric chemistry

NSIDC DAAC National Snow and Ice Data Center Snow and ice, cryosphere
University of Colorado

ORNL DAAC Oak Ridge National Laboratory Biogeochemical fluxes and
Department of Energy processes

PO.DAAC Jet Propulsion Laboratory Ocean circulation, air-sea
NASA-Caltech interaction

SEDAC CIESIN Socioeconomic data and
Columbia University applications

xxx
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are responsible for remaining informed about the contents of the releases, testing
the system in an operational setting, and identifying bugs and missing capabili-
ties. One or two ECS liaisons are assigned to each DAAC to facilitate the neces-
sary two-way communication.

Instrument and science teams are responsible for developing algorithms for
processing data from a particular instrument. The team either processes the data
itself or transfers the algorithms to the DAAC for product generation. The DAAC

TABLE 1.3. DAACs at a Glance

Number Average Number
of Unique Annual of Current
Users Budget ($M) Staff Holdings AM-1

DAAC 1997a FY 1994-2002b FY 1998c (TB) Instruments

ASF 400 DAAC: 6.0 DAAC: 65 110 None—foreign
JPLd: 6.6 ECS: 1 spacecraft: ERS-1,2;
ECS: 0.6 JERS-1; RADARSAT

EDC 1,156 DAAC: 5.6 DAAC: 72 9 Landsat 7, ASTER,
ECS: 5.0 ECS: 38 MODIS

GSFC 12,216 DAAC: 5.1 DAAC: 74 4 TRMM, MODIS
ECS: 10.2 ECS: 40

LaRC 804 DAAC: 7.2 DAAC: 84 3 CERES/TRMM,
ECS: 3.6 ECS: 6 CERES/AM-1, MISR,

MOPITT

NSIDC 506 DAAC: 3.1 DAAC: 27 1 MODIS
ECS: 1.1 ECS: 6

ORNL 1,143 DAAC: 2.2 DAAC: 14 6-7 GB None—data are
ECS: 0.1 ECS: 1 mostly field based

PO.DAAC 15,527 DAAC: 4.6 DAAC: 28 15 None—US-foreign
ECS: 0.8 ECS: 1 collaborative missions:

AMSR, SeaWinds,
Jason

NOTE: AMSR = Advanced Microwave Scanning Radiometer; ASTER = Advanced Spaceborne
Thermal Emission and Reflection Radiometer; CERES = Clouds and the Earth’s Radiant Energy
System; ERS = European Remote Sensing Satellite; JERS = Japanese Earth Remote-Sensing Satel-
lite; MISR = Multi-angle Imaging Spectroradiometer; MOPITT = Measurements of Pollution in the
Troposphere; TRMM = Tropical Rainfall Measuring Mission.
aIncludes only users who received data.
bDAAC, ECS, and JPL portions of the total budget are managed under separate contracts.
cDAAC includes DAAC staff and civil servants.
dIncludes some non-DAAC data acquisition expenses.
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then disseminates the data products and provides user services. This arrangement
requires good communication between the instrument teams, science teams, and
the DAACs, not only to ensure that high-quality products are produced, but also
to ensure that the DAACs are sufficiently knowledgeable about the products to
provide a high level of user services. Each EOS instrument—and, for that matter,
each remote sensing instrument flown by NASA—is developed by an instrument
team working in concert with at least one science team. Thus, each DAAC will
have to interact with several teams, depending on the complexity of the instru-
ment and the number of instruments collecting data at any given time.

The ESDIS Project, which is staffed by NASA engineers, computer pro-
grammers, and experts in budget and contract management, has several roles in
the DAAC system. First, it is responsible for establishing the performance re-
quirements to which the DAACs and the ECS contractor must adhere. The per-
formance requirements were developed in consultation with the DAACs, the
EOSDIS Panel, and the Mission to Planet Earth Program Office (now part of the
Earth Science Enterprise). For the DAACs, the performance requirements focus
on user service, data products, metadata, and processing. Second, ESDIS pro-
vides funding to the DAACs and evaluates requests for additional funds to create
DAAC-unique extensions to the ECS. Such extensions permit the DAACs to
support the specialized needs of their user communities. Similarly, requests for
additional reprocessing or processing of nonstandard data products are evaluated
by ESDIS. (The funding for the DAACs is managed separately from the ECS
contract.) Third, ESDIS coordinates interaction between the DAACs and the
ECS contractor. In the early stages of ECS development, questions or suggestions
from the DAACs to the ECS contractor were routed through ESDIS. Now that the
ECS is becoming operational, however, communications between the DAACs
and the ECS contractor are more direct. Finally, ESDIS is responsible for the
system-wide management and coordination of EOSDIS.

Alaska SAR Facility DAAC: A Unique Arrangement

The satellites contributing data to the ASF DAAC were launched several
years ago. To manage the data, an information system had to be developed
separately from the ECS, which was still in the design stages. The Jet Propulsion
Laboratory was awarded the contract to develop processing, distribution, and
archive capabilities for the ASF DAAC. (The JPL developers are separate from
the PO.DAAC, which is also located at JPL.) In this sense, JPL plays the same
role for the ASF DAAC as the ECS contractor plays for the other DAACs. JPL
also serves as the instrument team for the ASF DAAC because it provides the
processing algorithms.

Within ESDIS, a separate office has been established to oversee the ASF
DAAC and the JPL developers. A more complete description of this relationship
and its impact on DAAC operations is given in Chapter 6 (ASF DAAC).
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EVOLUTION OF EOSDIS

A number of excellent histories of the EOS program and EOSDIS have been
written (e.g., NRC, 1995b, 1998a). The following focuses on the history of
EOSDIS, as it relates to the DAACs.

Original EOSDIS Concept

NASA’s original plans called for the creation of a single DAAC to process,
disseminate, and archive data from the entire EOS program, with the goal of creat-
ing “one-stop shopping” for researchers interested in studying the Earth as a sys-
tem. However, NASA advisory groups, such as the EOSDIS Panel, objected that
this arrangement would place too much responsibility in the hands of a single
center, and recommended that data management functions be collocated with the
relevant scientific expertise. A model for establishing geographically distributed
discipline centers was first described in a 1986 report of the National Research
Council’s Committee on Data Management and Computation. The committee en-
visioned a set of active database sites, which would receive regular scientific use
and guidance by associated scientists in the corresponding discipline (NRC, 1986).
Such sites differ from data centers in that they exist for a fixed period of time—the
period when the data are being used intensively for research—and are thus not
responsible for long-term maintenance of the data (see Chapter 2, “DAAC Versus
Data Center”). NASA adopted the model, and by the early 1990s, eight DAACs
had been established by program leaders at NASA Headquarters, and the ninth,
SEDAC, was established by congressional fiat shortly afterward. (The DAAC at
Marshall Space Flight Center was closed due to budgetary pressures in 1997.)

In a multi-DAAC system, one-stop shopping meant that users would be able
to access the system through any DAAC, search all the EOSDIS holdings, and
obtain the relevant data, regardless of where it resided. The use of common
formats (e.g., Hierarchical Data Format [HDF]-EOS) and standards across the
DAAC system would permit users to integrate data of different types with a wide
range of temporal and spatial scales. To test these concepts, the DAACs partici-
pated in two key prototype exercises—the Pathfinder Program and EOSDIS Ver-
sion 0. Pathfinder data sets were developed by science teams to support global
change research and to gain experience in reprocessing and transferring massive
data sets in the pre-EOS era. Because Pathfinder products incorporate data from
many disciplines (land, ocean, and atmosphere), sources (NASA, the National
Oceanic and Atmospheric Administration [NOAA], U.S. Geological Survey
[USGS], and Environmental Protection Agency [EPA]), and spatial and temporal
scales, the program also illustrated some of the difficulties inherent in integrating
disparate data types.

Version 0 was developed largely from existing hardware and software at the
DAACs. It was designed to provide an early operational capability and to test



Copyright © National Academy of Sciences. All rights reserved.

Review of NASA's Distributed Active Archive Centers 
http://www.nap.edu/catalog/6396.html

INTRODUCTION 21

selected EOSDIS tools and services. However, Version 0 had limited ingest,
processing, and archive capabilities. These capabilities were to be provided in a
comprehensive new information system, the ECS, which would replace Version
0. A contract to develop the ECS was awarded to a single contractor (Hughes
Information Technology Company) in 1993.

Early peer reviews found that the system being developed by the ECS con-
tractor would likely be too rigid to permit users to manipulate the data in new
ways or to evolve to meet new user needs (e.g., NRC, 1994). A 1994 NRC report
concluded that the DAACs were in a good position to understand the needs of
their users and should therefore become intimately involved in the development
of the ECS. Their involvement would help ensure that the information system
supported the scientific community for which it was built (NRC, 1994). This
recommendation was never implemented.

Federation and Recertification

Although ESDIS and the ECS contractor took steps to make the information
system less centralized and more flexible, rapid technological changes called into
question the original EOSDIS paradigm. In particular, the growth of the World
Wide Web (WWW) and the widespread availability of powerful desktop comput-
ers made it possible for individuals to manipulate and store large data sets for the
first time. (The scale of the data management problem is discussed in Box 1.1.)
As a result, many traditional data management tasks no longer have to be per-
formed by DAACs or data centers, and a more truly distributed system for
EOSDIS could be created. With this goal in mind, an NRC committee recom-
mended that certain DAAC functions, such as product generation, publication,
and user services, be transferred to a federation of partners selected competitively
from academia, industry, and government (NRC, 1995a). Given the imminence
of the AM-1 launch, the committee also recommended that NASA federate
EOSDIS in stages, beginning with an initial limited set of pilot projects (NRC,
1996). In 1998, NASA initiated a prototype federation with participation by three
types of Earth Science Information Partners (ESIPs). The Type 2 and Type 3
ESIPs (see Box 1.2) were selected through a competitive process to create prod-
ucts and offer services not currently provided by EOSDIS (see NRC, 1998b); the
DAACs represent Type 1 ESIPs. The responsibilities of the ESIPs are described
in Box 1.2.

The issues likely to be faced by the ESIPs in creating the prototype federa-
tion were examined at a 1998 NRC workshop. The report from that workshop
examined the federation concept; compared governance models from a diversity
of federated structures—libraries, international organizations, industry, and
academia; and offered some lessons for managing scientific data in an ESE
federation (NRC, 1998b). A new NRC report about to be released (NRC, 1998a)
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BOX 1.1. Scale of the EOSDIS Data Management Problem

This report uses a number of terms relating to the size of EOSDIS data
sets. These terms are relative and reflect the committee’s view of the
manageability of data at the time of writing.

A major concern in early EOSDIS planning was the sheer size of the
data streams that must be processed routinely and the availability of ade-
quate computer power and communications bandwidth to handle them.
As the technology and installed infrastructure have improved, the empha-
sis has shifted to distributed operations and the interface to scientific
users, in particular for the science teams overseeing the development and
production of standard products. However, it remains true that the data
volumes from the AM platform will be unprecedented, and approaches
that are normal for a desktop workstation may not be applicable on the
scale of EOSDIS operations. What is “routine” is very much a shifting
target, but discussions of strategy must reflect realistically the orders of
magnitude involved.  Based on the survey of users (see Appendix D), a
typical user request for data from a DAAC is as follows:

• small: <10 Mbyte,
• typical: 10 Mbyte to 1 Gbyte, or
• large: 1-100 Gbyte.

These distribution limits are determined primarily by ease of transmis-
sion over the Internet and by standard capabilities on workstations and
personal computers. One gigabyte of data can be fitted onto two CD-
ROMs. Nevertheless, any assessment of such scaling issues should be
cognizant of the fact that current Internet bandwidth is doubling every
three months or so.

From the perspective of a scientific data center, data sets could be
characterized as:

• small: 1 Tbyte,
• large: 100 Tbyte, or
• very large: 1 Petabyte.

These limits are determined primarily by the availability of mass stor-
age systems and associated data management software. One Petabyte
would require a stack of CD-ROMs several kilometers high! Of course,
the effort required to handle a data set effectively depends on many
factors in addition to its size, such as the complexity of its structure,
patterns of use, and user understanding of its content.
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will provide additional recommendations on refining the ESE federation model
and the responsibilities of the partners.

If the prototype is successful, NASA plans to phase in development of an
Earth Science Enterprise federation through a series of competitions focusing on
production, publication, and user services, following launch of the AM-1 plat-
form and other near-term missions. Additional DAAC-type activities may also be
competed. Only recertified DAACs will be permitted to compete for these func-
tions and, if successful, become partners in the ESE federation. Consequently, a
DAAC recertification process may accompany each competition.

Recent Developments

As the previous discussion illustrates, plans for implementing EOSDIS have
undergone considerable change over the past five years. Further change, particu-
larly in the EOSDIS Core System, is likely to occur as the system approaches
operational readiness. Delays in the ECS led NASA’s 1997 Biennial Review
Committee to recommend stronger managerial oversight of the ECS, the creation
of backup plans, and a reduction in the data requirements for EOSDIS (Indepen-

BOX 1.2. Responsibilities of the Prototype Federation Partners

Type 1 ESIPs. These ESIPs are responsible for standard data and infor-
mation products whose production, publishing or distribution, and asso-
ciated user services require emphasis on reliability and adherence to
schedules. Type 1 ESIPs include DAACs and science teams for specific
instruments.

Type 2 ESIPs. These ESIPs are responsible for producing innovative
science information products and services, which primarily serve the glo-
bal change and earth science communities. Type 2 ESIPs include science
teams and global change scientists.

Type 3 ESIPs. These ESIPs are responsible for providing innovative,
practical applications of earth science data to a broad range of users
beyond the global change research community. Type 3 ESIPs include
science teachers, college earth science students, policy analysts,
interested public, research scientists working outside their discipline, and
for-profit businesses.

SOURCE: Modified from NRC (1998b).
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dent External Review Panel, 1997). A subsequent demonstration of the ECS
showed that full functionality of the system would likely not be achieved in time
for launch of the first EOS satellite, the Tropical Rainfall Measuring Mission
(TRMM). Consequently, NASA decided that the DAACs would still plan to
generate Level 1 products beginning 90 days after launch, but that production of
higher-level products would be delayed. Only 25% of the standard Level 2, 3, and
4 products would be produced the first year, reaching 100% in the fourth year
after launch. This strategy became known as the 25-50-75 scenario. NASA also
solicited backup plans from the DAACs and science teams for each instrument.
The backup systems of the GSFC and LaRC DAACs are already being used to
manage data from TRMM, which was launched in November 1997.

Meanwhile, NASA directed the ECS contractor to focus system develop-
ment on preparing for the AM-1 data streams. A failure in the flight operations
segment of the ECS (under subcontract to a different developer) in April 1998
delayed launch of the AM-1 platform and gave the ECS contractor at least six
more months to prepare. By July 1998, however, it became clear that these efforts
would not be sufficient, and NASA is now considering using backup plans more
extensively. The backup systems developed by the DAACs rely on Version 0 and
their own home-grown information systems to process the data. On the other
hand, backup plans developed by the science and instrument teams mostly call
for the data to be processed at the Science Computing Facilities, where the
algorithms were developed and where the interdisciplinary science teams will
eventually analyze the data. Which plans are implemented will be decided on an
instrument-by-instrument basis, but in either case, the ECS would be used only
for data distribution and archive.

ORGANIZATION OF REPORT

In this report the Committee on Geophysical and Environmental Data exam-
ines the DAAC system as it was configured from October 1997 to September
1998, and those elements of EOSDIS that pertain directly to the DAACs. Its
assessment, presented in Chapter 2, draws on the reports of the DAAC review
panels, interviews with system developers and NASA management, and a survey
of DAAC users.

The individual DAAC reports were written by specialized site visit panels
and are presented without modification by the CGED. They are given as Chapters
3 through 9, and they appear in the order in which the DAACs were visited. Each
report is based on a site visit, subsequent e-mail discussions with DAAC person-
nel, and the personal experiences of panel members with the center. The site visit
agenda followed by all the panels is given in Appendix A. For consistency the
DAAC reports follow a similar format. The chapter sections reflect the criteria
for review, which are divided into five categories: holdings, users, technology,
management, and the relationship between the DAAC and other components of
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the Earth Science Enterprise. The criteria for review and suggested measures of
performance appear in Appendix B. In each chapter, an abstract provides an
overall assessment of the DAAC and identifies the panel’s key recommenda-
tion(s). Throughout the report, suggestions are made for improving the effective-
ness of the DAACs, but only the most important are phrased as recommendations
to NASA, ESDIS, or the DAAC.

To prepare the panels for their discussion of the relationship between the
DAACs and the Earth Science Enterprise, the CGED interviewed ESDIS in
advance of the site visits. Questions prepared by the CGED and the formal
written responses of ESDIS are given in Appendix C. The questions were based
on the strategic management plan for the DAAC system, which is prepared yearly
by the DAACs and ESDIS, and focus on the following topics: (1) ESDIS expec-
tations of the DAACs and (2) DAAC expectations of ESDIS. In addition, Appen-
dix C includes the ESDIS response to issues raised by informal advance teams
who visited the DAACs and by previous NRC reports.

The committee solicited input from the broader community by conducting a
user survey. The survey was e-mailed to the Investigator Working Group list,
which includes nearly 1,000 individuals associated with EOSDIS and the Earth
Science Enterprise, including instrument and science teams, program managers,
and NASA advisory panels. It was subsequently forwarded to other users in the
United States and abroad. The results of the survey can be found in Appendix D.
Nearly 400 users responded, including scientists, educators, and the general pub-
lic. The survey was not rigorously controlled; therefore the committee did not
perform a statistical analysis of the results. Nevertheless, the patterns of re-
sponses shown in Appendix D illustrate the range of experiences that different
users groups have had with the DAACs.

Finally, an acronym list, which defines the many organizations, satellite
missions, and science projects discussed in this report, appears at the end of the
report.
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2

Overview of the DAAC System

This chapter synthesizes overarching issues that were noted, with varying
perspectives, in the individual DAAC reviews. The issues are related to (1) the
DAACs as a system, (2) the need for flexible approaches for implementing
EOSDIS, (3) the relationship between the DAACs and their users, (4) life-cycle
data management, and (5) the role of NASA.

WHAT IS A DAAC? WHY A SYSTEM?

DAAC Versus Data Center

As noted in Chapter 1, the DAACs were created to be different from data
centers. Data centers are permanent facilities—their primary focus is on long-
term distribution, maintenance, and archive of data and data products. On the
other hand, DAACs are meant to exist for only about 15 years and to be involved
in the initial, active stages of a satellite program, when the most intense scientific
activity is occurring. (The DAACs also have heritage data sets, sometimes going
back decades, from preexisting data operations.) Key DAAC tasks include (1)
supporting the operational ingest and management of a suite of spaceborne sen-
sors operated as part of the Earth Science Enterprise, (2) producing data products
from remotely sensed and complementary in situ data sets as required, and (3)
reprocessing data in response to improvements in the algorithms or to correct
errors detected in the processing. Providing user services and access to the data is
important to both DAACs and data centers. Consequently, the DAACs must
operate according to sound principles of data center management (see “Life-
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Cycle Data Management,” below). To fulfill their DAAC mission, however, they
must also be responsive to scientific needs in a dynamic environment.

The ORNL DAAC neither manages satellite data nor works with EOS sci-
ence and instrument teams, even though its in situ data sets are critical for calibra-
tion or validation purposes. Thus, by the definition given above, the ORNL
DAAC operates more like a data center than a DAAC. Similarly, if the backup
plans of the science teams are adopted, few DAACs will ingest or process EOS
data. Those that do not will no longer be DAACs in the sense originally envi-
sioned by NASA.

The DAAC System

The DAACs have a dual role within the Earth Science Enterprise. Not only
do they operate as discipline centers that serve the needs of a relatively small,
specialized constituency, they cooperate as elements of a larger system, which
serves the broader earth science community. The former must be a primary
role—otherwise the DAACs cannot operate as effective data centers. The latter is
an additional responsibility of the EOSDIS DAACs. Fulfilling the second of
these roles is difficult because the DAACs are profoundly different from one
another. Comparison of Chapters 3 through 9 indicates the following differences
among the DAACs:

• Their core constituencies are different. The discipline focus is different
for each DAAC (Table 1.2), but even DAACs with overlapping disciplinary
interests serve a distinctive set of users. For example, the ASF DAAC serves sea-
ice scientists interested in synthetic aperture radar data, whereas the NSIDC
DAAC serves the broader polar science community. Similarly, the EDC and
ORNL DAACs serve terrestrial ecologists, but the EDC DAAC focuses on users
of remote sensing imagery, and the ORNL DAAC focuses on users of in situ data
from field campaigns and process studies.

• Different disciplines place different demands on the information sys-
tem. For example, the cryospheric studies facilitated by the NSIDC DAAC re-
quire polar projections, and the field-based data of the ORNL DAAC require a
broader metadata model than would be developed for remote sensing data alone.
In addition, the standard EOSDIS data format, HDF-EOS, is poorly suited for
ASF and ORNL DAAC holdings, and the three HDF data structures supported by
the ECS—point, swath, and grid—do not apply to all LaRC DAAC data.

• They are hosted by a diverse array of institutions. The GSFC, LaRC,
and EDC DAACs are housed in government-operated facilities, the ORNL DAAC
and the PO.DAAC are located in facilities managed by private institutions, and
the ASF and NSIDC DAACs are housed in universities (Table 1.2).

• They vary in size. In terms of the size of the budget and the number of
staff, GSFC is among the largest and ORNL is the smallest of the DAACs (Table
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1.3). The ASF DAAC has the largest volume of holdings, and the ORNL DAAC
has the largest number of data sets. The GSFC DAAC and the PO.DAAC have
the largest user base.

• They have different readiness requirements. The GSFC, LaRC, and
EDC DAACs must focus on preparing for the massive data flows from near-term
missions such as the AM-1 platform. On the other hand, the NSIDC DAAC and
the PO.DAAC will primarily manage data from later missions and can continue
to focus on refining their service to existing users. Preparation time for the ASF
DAAC, which has been receiving large volumes of data for several years, has
already passed.

• Each has developed unique systems for managing data. For example,
the GSFC DAAC developed the Archer file management system. In addition, the
GSFC and LaRC DAACs developed information systems to handle TRMM data
(TRMM support system and the Langley TRMM Information System, respec-
tively). Comparable variability exists in the computing, storage, and communica-
tions hardware.

• Manipulating the data requires varying levels of technological so-
phistication from users. GSFC, ASF, and EDC DAAC users typically deal with
very large data sets and require substantial computer resources to work with and
analyze the data. They also require high-capacity media distribution. In contrast,
ORNL DAAC users deal with many small ASCII tables, which are easily trans-
mitted over ordinary Web channels and manipulated using standard personal
computer software.

In addition, the ASF DAAC differs from the other DAACs in three important
ways. First, it is managed by ESDIS separately from the other DAACs. Second,
its processing, distribution, and archive systems are being developed under a
contract to the Jet Propulsion Laboratory rather than by the ECS contractor. This
is a consequence of the ASF DAAC becoming operational far in advance of the
other DAACs. Third, it manages data collected exclusively from foreign space-
craft. The space agencies that operate the satellites have placed severe restrictions
on the amount and geographic coverage of data that U.S. researchers can obtain at
affordable prices. All other EOSDIS data are available at no more than the cost of
filling a user request.

EOSDIS, however, is meant to be more than a collection of discipline cen-
ters. To fulfill their mission to serve the broader earth system science community,
the DAACs must adopt a mind-set that they are also components of a coherent
(but not necessarily uniform) system that (1) enables users to locate, access, and
use various types of data with valuable scientific content, using a common set of
tools, whatever the data type; and (2) stimulates collaborative, multidisciplinary
research as a means for understanding earth system science processes. Although
issues in interpreting and blending multisensor time-varying data sets at different
resolutions and sampling strategies are unavoidable, comparable access tech-
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nologies, a consistent terminology, and unobtrusive authorization procedures are
key aspects of an information environment that fosters rather than hinders such
integrative inquiry. At present, this outcome could be achieved by a coherent
system of DAACs, although this management model may be superseded in the
future by a federation of partners (see “The Need for Adaptability,” below).

By working together, the DAACs can take advantage of tools and technolo-
gies developed at other centers, rather than creating everything in-house. They
also enjoy the benefits of collective bargaining with NASA management. Finally,
as recent history has shown in the case of highly visible events (e.g., the Mars
Pathfinder mission), the Web environment is particularly prone to extraordinary
surges in user demand for certain types of data. This is another reason why the
DAACs might profitably form an alliance to foster growth of their collective user
base and to ensure a reliable level of service through the crises that are sure to
arise.

None of the panels detected significant coordination among the DAACs. A
noteworthy exception is the User Services Working Group, which identifies and
analyzes problems collectively and devises innovative solutions on a system-
wide basis. The experience gained in this process, as well as past experience in
developing Version 0 of EOSDIS, should provide a practical basis for creating a
working system. However, the profound differences between the DAACs have
made their integration into a seamless distributed system a daunting task, whose
completion has largely eluded them so far. Moreover, the need to develop DAAC-
specific systems for handling the AM-1 data streams is driving the DAACs
further apart (see “The Need for Adaptability,” below). Finally, a less tangible,
but perhaps more difficult, barrier to overcome is the apparent reluctance of many
of the DAACs to become a part of EOSDIS. It is clear from the panel reports that
the ECS contractor failed to take the DAACs’ views into account when designing
the system. Thus, the DAACs do not have a sense of ownership in the ECS.
Moreover, efforts to coordinate DAAC activities in the past seem to have been
motivated more by strong leadership at ESDIS and NASA Headquarters than by
self-interest or a belief in the goals of the system. Many of the DAACs feel that
the long-range vision of Dixon Butler, former operations director of the Data and
Information Systems Division of Mission to Planet Earth, and Gregory Hunolt,
former DAAC system manager, is not shared by current managers. For the sys-
tem to work, there needs to be a reaffirmation of EOSDIS goals at all levels—
NASA management, the DAACs, and the scientific community.

If a coherent system cannot be achieved, users will have to learn to deal with
a disparate system of DAACs. In doing so, users may benefit from the results of
NASA’s prototype federation of Earth Science Information Partners (ESIPs).
Indeed, some of the ESIPs were funded to find ways to link disparate data reposi-
tories and management centers together, and they are reportedly making progress.
Through requests for proposals, the federation mechanism may promote innova-
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tive and effective ways to help users access data from a wide range of sources
(including the DAACs) easily and efficiently.

Redundancy in the DAAC System

It is probably intrinsic to the nature of distributed systems that they should
suffer from some degree of redundancy. However, reckless tracking and elimina-
tion of redundancies may lead to a monolithic architecture that rapidly loses the
ability to evolve. It is clear from the following chapters that each DAAC occupies
an important, unique niche in the Earth Science Enterprise. None of the panels
raise concerns about functional overlaps between DAACs or about other possible
redundancies. In fact, one is hard pressed to find a clear-cut case in which a
DAAC’s function could easily be eliminated without incurring a worrisome loss
to the science. Even the ASF and ORNL DAAC panels, which suggest funda-
mental changes to DAAC operations, argue strenuously for the scientific worthi-
ness of these DAACs. The fact that the DAACs are housed within science facili-
ties, where the appropriate scientific and data management expertise is readily
available, is a strength of EOSDIS. Mergers between DAACs can be devised that
might lead to economies of scale, but they would also lead to a loss in expertise
and talent. The cost of this loss in expertise, although difficult to quantify, should
not be underestimated.

This argument holds true particularly in the case of DAACs that have achieved
a high level of symbiosis with their user communities. The PO.DAAC is a case in
point. JPL’s efforts to outsource the operation, as a money-saving measure, would
destroy the highly productive team spirit that has been carefully nurtured between
the DAAC and its collocated science users. The PO.DAAC panel’s central recom-
mendation, to leave the DAAC embedded within the physical oceanography group
at JPL, is not addressed to the DAAC, but to JPL and ESDIS.

Conclusions and Recommendations

The committee concludes that there is no obvious redundancy in the roles
and responsibilities of the DAACs and that each DAAC has a critical role to play
in the overall endeavor. However, the DAACs do not as yet function as a system,
although they coordinate operations on a limited scale. The creation of a coher-
ent, seamless system in the sense that was envisaged originally will require (1) a
reaffirmation of the scientific advantages of functioning as a system, (2) a collec-
tive effort to counter the pressures driving the DAACs apart, and (3) more serious
efforts to collaborate. Otherwise, there is real danger of losing coherence, no
matter how many teleconferences and meetings are held by the managers. If a
coherent system of DAACs cannot be achieved, it is incumbent on NASA to
provide the necessary resources (e.g., through requests for proposals to partici-
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pate in NASA’s federation) so that a set of disparate data centers can serve the
multidisciplinary users as effectively as an ideal DAAC system.

Recommendation 1. The DAACs do not yet act as components of a
coherent system. They share the responsibility for providing the
vision and leadership toward this goal with the science teams,
ESDIS, and NASA. If such a coherent system cannot be achieved,
NASA should place a greater emphasis on user-generated proposals
seeking to help the community deal with a disparate DAAC system.

Recommendation 2. A DAAC alliance with a common goal will bet-
ter serve the broader community than the collection of individual
centers that currently exists. The DAACs should support each other
and express a collective point of view on EOSDIS policies.

THE NEED FOR ADAPTABILITY

A Changing Paradigm

EOSDIS is evolving rapidly. The changes are being driven by (1) delays in
the ECS, (2) a rapidly changing network environment, and (3) new management
approaches to EOSDIS. In the current paradigm that governs the DAAC system,
the ECS is supposed to provide the glue for the system—the layer of uniformity
that presents a seamless appearance to the users. Uncertainties concerning the
ECS—in terms of both performance and delivery schedule—have led to irresist-
ible pressure to turn to local, DAAC-specific solutions, which are not always
transparent to the users. Such solutions are not necessarily bad—the development
of DAAC-specific information systems was necessary for managing data from
the TRMM mission—but they do pose a challenge to creating a coherent system.

A question therefore arises: Is EOSDIS a concept that has been overcome by
events, so that its time has passed?

The committee believes that technological advances and new management
approaches offer hope for achieving the ultimate goal of an integrated DAAC
system, albeit by taking a completely different route than originally envisaged by
its architects. For example, the Web provides a new way to link the holdings of
the centers and to make data easy to find and access. All of the DAACs are well
on their way to developing Web-based interfaces for their users, although these
efforts still fall short of the full complement of capabilities that the panels deem
desirable. Improvements are needed in the realms of tracking users, data requests,
and center performance.

Under the federated EOSDIS paradigm, the diversity of the DAACs is a
good thing because it allows them to satisfy the needs of equally diverse groups
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of users. For the federation to work, however, the newly found flexibility must be
embraced by the system architects. The panels advocated different approaches to
the system architecture of the DAACs:

• the GSFC DAAC should continue working with the ECS;
• the LaRC DAAC should work to make its systems compatible with the

ECS; and
• the PO.DAAC should adopt only the ECS components needed to make

the system work.

The committee concurs with the concept of multiple architecture strategies,
noting however that their implementation would make a seamless system more
difficult to achieve. Nevertheless, by taking advantage of Web technologies and
making a concerted effort to act as components of a system, it should be possible
for the DAACs to realize this goal.

Conclusions and Recommendations

The CGED agrees with previous NRC committees (e.g., NRC, 1998a) that
the new federated paradigm should meet the stated EOSDIS goals, provided the
architecture is implemented in a flexible way. Indeed, with the adoption of
DAAC-specific approaches to managing the AM-1 data streams, the increased
participation of EOS science and instrument teams in processing data, and the
initiation of the prototype federation, the move to an EOSDIS federation is timely
and probably inevitable. Instead of requiring the DAACs to accept and imple-
ment the ECS as a complete system, the committee believes they should be
permitted to select those subsets of the ECS that allow them to function most
effectively as components of an adaptable system and to flow with the rapidly
changing electronic data environment. With this flexibility, however, comes a
clear responsibility: the DAACs will have to earn their title and their place in the
system by discharging their duties as system components. Otherwise, they risk
turning into relatively trivial custodians of the data sets in their charge or being
replaced.

Recommendation 3. To take advantage of the unprecedented flex-
ibility afforded by the new Web-based technologies, ESDIS should
allow the DAACs to incorporate only those components of the ECS
that they require to satisfy their user community. This flexibility
should not come at the cost of reducing the DAACs’ ability to func-
tion as full-fledged members of the DAAC system. For the DAACs,
the price of this flexibility is an increased individual responsibility
to contribute to the overall goals of EOSDIS.
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DAACS AND THEIR USERS

The DAAC system is the principal element of EOSDIS through which the
ESE interacts with its various constituencies.  If the users are unable to obtain the
data they need in useful form and in a timely manner, the ESE will fail. There-
fore, the various panels and the committee devoted considerable attention to
DAAC users.

User Community

As described in the recent NRC study on an Earth Science Enterprise federa-
tion (NRC, 1998b) the principal ESE constituencies include:

• data producers, including instrument teams and scientists conducting in
situ studies (e.g., scientists contributing data to the ORNL DAAC);

• global change scientists, who use and synthesize a broad range of data
from different sources, and who may also produce higher-level data products;

• knowledge brokers, including policy makers, teachers, students, and the
interested public, who use reliable, interpreted data products or assessments; and

• for-profit businesses, which generate value-added data products for com-
mercial purposes.

According to the guidelines adopted by NASA Headquarters, EOSDIS will
support the following constituencies, which overlap with the ESE constituencies
listed above:

• national and international agencies and entities with whom NASA has
written agreements or legal obligations concerning ESE data;

• NASA-funded ESE investigators (e.g., data producers, global change sci-
entists);

• the broader U.S. and international earth science community (primarily
global change scientists); and

• U.S. policy makers (i.e., knowledge brokers).

If sufficient resources are available, EOSDIS will also support other knowl-
edge brokers, including the U.S. education community, the U.S. general public,
and other interested users (see Appendix C). Given that the Earth Science Enter-
prise is a science program, the committee agrees with these broad priorities,
noting that most DAACs have a substantial outreach activity (see below).

Most panels report that the DAACs assign their highest priority to data
producers, global change scientists, and NASA’s partner agencies. The data
producers are important to the DAACs because they generate a significant
fraction of the DAAC holdings. The science community, often labeled the
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“customers,” is considered the primary user group. Failure to satisfy this user
group would constitute a failure of the DAACs (although one must be careful
not to attribute all shortcomings of EOSDIS to the DAACs). However, the
committee feels that the best data centers (and DAACs) go beyond the mini-
mum requirements and that failure to serve a broader community should be
considered less than stellar performance. Some DAACs anticipate that for-
profit businesses, although not a high-priority NASA constituency, will be a
fast-growing segment of the user community. For example, the NSIDC DAAC
sees a growing constituency among geotechnical engineers in permafrost areas,
notably in other countries. Sea-ice products produced by the ASF DAAC are
important to the shipping industry. Finally, potential users of the EDC DAAC
are far more likely to be interested in commercial applications of Landsat than
in scientific research. To reach the knowledge brokers, the DAACs sponsor
outreach activities. Outreach is typically targeted at K-12 educators but also
includes dissemination of information to the general public via the Web and a
variety of media (e.g., brochures, flyers), as well as displays at conferences. In
addition, it includes the dissemination of near-real-time data of general interest
(whenever appropriate) via the Web and the production of data sets in a variety
of popular formats.

Although most DAACs are aware of the broad characteristics of their user
communities (e.g., U.S. versus foreign user, scientists versus K-12 educators),
few have a detailed understanding of their user profiles. Without a detailed under-
standing of who their users are and how they use the data, the DAAC will not be
able to provide the specialized services necessary to get the most out of the data.
Moreover, it will be more difficult for the DAACs to expand their user base.
Consequently, most of the panels advise their respective DAACs to characterize
their user community more quantitatively, to track its evolution, and to incorpo-
rate this information in performance metrics and in a strategic plan. It is impor-
tant that such tools be implemented as early as possible, before the massive influx
of EOS data.

The problem of characterizing the user community is compounded by the
fast-growing use of the Web. Tracking users who access the DAAC as casual
browsers through the Internet is notoriously difficult, but this problem is faced by
all providers of products and services on the Web, including commercial provid-
ers, so innovative solutions are bound to emerge. Some of these solutions will
likely be applicable to the DAACs. Instituting log-in procedures is certainly
possible, but such procedures place a high administrative burden on the DAAC
and discourage casual browsers. Consequently, several DAACs have generally
decided against log-in procedures, except for restricted data sets generated by
foreign sources. In addition, national data centers have developed strategies for
keeping track of the user communities they serve, updating user profiles, and
soliciting user input on the usefulness of their products. Their experience would
likely provide a useful guide to the DAACs.
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User Survey

Although not the only metric by which to measure the performance of a data
center, user satisfaction is central to its long-term health, and dissatisfaction
among a measurable fraction of the user base is a sure sign of a dysfunctional
center.

Several DAACs have conducted user surveys in recent years. Some are
superbly comprehensive and informative, such as the most recent ASF DAAC
survey mentioned in Chapter 6. Nevertheless, these surveys do not address the
systemic aspects of the DAACs. To reduce this gap, the committee conducted its
own informal survey, focused on the most important category of users, namely
the scientific community. No effort was made to achieve a statistically reliable
sampling. Rather, an electronic questionnaire was mailed to the entire member-
ship (~1,000) of the EOS Investigators Working Group (IWG), and survey recipi-
ents were free to forward the questionnaire to other users. For instance, the
PO.DAAC secured additional responses from a large contingent of users outside
the IWG, including many educators and users from abroad. Consequently, the
answers should be taken only as a qualitative assessment of opinion trends among
users.

The survey and responses (393 responses, including 184 from foreign users)
are provided in Appendix D. The responses were divided into three categories:
(1) sophisticated users, including members of the IWG and data providers; (2)
casual users, including U.S. educators and individuals who used a DAAC a few
times a year or less; and (3) foreign users, including scientists and graduate
students. Basic patterns of interest are the following:

• Only about one-third of sophisticated users obtain data from a single
DAAC. Most use several DAACs, sometimes as many as five. Casual and foreign
users, on the other hand, tend to use a single DAAC.

• As illustrated in Figure 2.1, the majority of survey respondents declare
themselves to be satisfied with the DAACs, and judge their performance to be
above average. The only significant dissatisfaction was expressed—quite em-
phatically—by scientific users of the ASF DAAC and, to a lesser extent, the EDC
DAAC. The major sources of strong dissatisfaction, described in sometimes long
essays, had to do with (1) slow response; (2) difficulties in finding data; and (3)
poor user services, particularly in tracking data requests. Significant problems
with user services at these DAACs were also noted by the corresponding review
panels. It is noteworthy that none of the casual or foreign users expressed any-
thing but satisfaction with the system, sometimes in rather eloquent and glowing
terms. For these users, the fact that the data are free and unrestricted far out-
weighs any difficulties they may have in obtaining them.

• A majority of survey respondents claim to access the DAACs several times
a year. A sizable minority access the DAACs on a weekly or even daily basis.
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• The volume of data requested is typically 10 MB to 1 GB. Casual and
foreign users tend to user smaller data sets than sophisticated users. Almost all
users claim to acquire data both through electronic transfer and via distribution
media.

• Ease of access is judged to be above average, with a majority of survey
respondents considering access to be “somewhat easy” to “very easy” (Figure
2.2). Foreign users had more difficulty accessing the DAAC’s holdings than
sophisticated and casual users. Again, however, a vocal minority of scientific
users reported that access to the ASF and EDC DAACs is “very difficult.”

As noted in the second bullet, a minority of survey respondents have diffi-
culty finding data in usable forms. Surprisingly, many of these users are scientists
who are familiar with the EOS missions and instruments and with the data sets
managed by the DAACs. The time spent by potential users in figuring out how to
use the DAAC system is potentially large from the users’ point of view, and this
cost is not accounted for. For these users, the system has a high cost of entry. The
committee feels that each DAAC should analyze the cost of entry to users with
the goal of bringing it down significantly. The GSFC DAAC has done this in its
business model, which strives to decrease the effort of “customers” by offering
data sets in manageable and digestible chunks.

The Role of Scientists

Previous data center reviews suggest that the most effective data centers
incorporate active scientists into their day-to-day operations, either (1) as con-
sultants for dealing with user queries; (2) as friendly users who will “tire-kick”
new data sets or tools on behalf of the center; or (3) as advisers on center priori-
ties and opportunities for initiatives. In addition, some data centers have active
full- or part-time scientists on staff; having first-hand experience and being able
to contribute to the overall quality control process of data sets can be scientifi-
cally rewarding. Such on-site feedback is an essential part of building and sus-
taining an information system for science. It is at least as important for achieving
the goals of the center as the technical aspects of computer software and hard-
ware.

The day-to-day involvement of scientists is even more important to the
DAACs because they are involved in active scientific investigations and there-
fore must be more responsive to scientific needs than typical data centers. To help
them do so, the DAACs are all located within facilities where relevant scientific
experience is close at hand, and each has a User Working Group comprising
external scientists to advise it on priorities and scientific needs. The DAACs take
advantage of this expertise in varying degrees. For example, DAACs with a good
track record of implementing the suggestions and recommendations of their User
Working Groups include the PO.DAAC and the EDC, NSIDC, and ORNL
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DAACs. The User Working Groups of the other DAACs have been less success-
ful in defining or carrying out a useful role in DAAC operations.

The DAACs’ main interaction with scientists, however, is with the EOS
investigators (science and instrument teams) involved with the mission, as well
as the broader scientific user community. The DAACs have had mixed success in
their interaction with these two constituencies. Although the relationship be-
tween the DAACs and the EOS investigators was not explored in detail, the
LaRC DAAC received strong praise from both its review panel and its data
providers for becoming an integral part of radiation and cloud experiments. The
other DAACs have been less successful in this regard, in part because EOS
investigators are not always willing to involve the DAACs in their planning. In
general, the DAACs judged by their review panels as being effective and success-
ful centers are those that have achieved a level of symbiosis with the scientific
user community they support. Particularly noteworthy from this point of view are
the excellent reviews that the PO.DAAC and the NSIDC DAAC received. A
better day-to-day interaction with the scientific user community, however, was
recommended for the EDC, GSFC, and LaRC DAACs, especially since a strong
scientific community with highly relevant interests resides within walking dis-
tance in all three instances!

The committee concurs with the panels’ recommendations and indeed wishes
to emphasize this point. The benefit of daily interaction with active researchers is
immense, not only because it promotes data quality assurance, improves user
services, and encourages innovations in response to research progress, but also
because it makes the whole endeavor more responsive to the scientific demands
for which it was undertaken. Although this conclusion is difficult to quantify, the
committee feels strongly that it is an essential one and that to take action on this
recommendation would lead to substantial long-term improvement of the DAACs.

A common theme echoed by all the DAACs is that it is extremely difficult to
document the usage of their holdings in scientific publications. Even though most
DAACs suggest a standard acknowledgment to be placed in scientific papers and
ask scientists to send reprints of their papers, producing a comprehensive list of
peer-reviewed science papers that make use of DAAC holdings is a daunting
task. This is a problem faced by most data centers as well. The committee sug-
gests that the DAACs post a list of publications (admittedly incomplete) that use
DAAC data, directly on their respective Web sites, in a format that would permit
an easy search for references with standard Web tools. The NSIDC DAAC’s
impressive list of 300 publications that use DAAC data from 1993 to 1997 would
serve as a good model for other DAACs and data centers. Such a resource would
be convenient to researchers seeking access to other publications based on DAAC
data and would also encourage researchers to send relevant reprints to the DAAC
as a way of “advertising” their own work. It also has the potential to become an
excellent tool to help the DAACs document fully their role in the scientific
enterprise.
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Conclusions and Recommendations

With a few notable exceptions, users are satisfied with the performance of
the DAACs. This assessment is based on the committee’s user survey and the
reports of the review panels, most of which conclude that the DAAC is doing a
good job overall. In cases where the DAAC is having difficulty satisfying its
users, the panels identify areas that could be improved. For example, all the
panels recommended that the DAACs better characterize their user communities.
This will help them to provide effective tools and services to established users,
and also to increase the size and diversity of their user base. Promoting new uses
for the data, which will arise inevitably with new user groups, will increase the
return on the taxpayers’ investment in EOSDIS. In addition, most panels noted
that the DAACs need to improve their relationship with the scientific user com-
munity. Like the world and national data centers that the committee reviews
regularly, those DAACs that have achieved a high degree of symbiosis with a
collocated group of active researchers enjoy a substantially higher level of user
satisfaction than others. As illustrated at the PO.DAAC and the NSIDC DAAC,
such symbiosis provides advantages to both the DAACs and their scientific users,
and can be accomplished through a variety of mechanisms (e.g., interaction with
scientists on-site). Such collaboration increases the likelihood that the scientific
objectives of the Earth Science Enterprise will be achieved.

Recommendation 4. In order better to track the rapidly growing and
evolving population of EOSDIS users and serve the needs of existing
and potential users, each DAAC should devise and implement quan-
titative measures for characterizing its current user community.

Recommendation 5. To function optimally, the DAACs need to be
intimately involved with the scientific community they serve. The
DAACs should deliberately pursue and improve routine, daily in-
teractions with active scientists who use their data holdings. Among
the many ways to meet this recommendation, the committee sug-
gests (1) implementing a visiting scientist program; (2) encouraging
DAAC personnel to pursue research endeavors, with the purpose of
publishing the results; and (3) actively working with researchers
within their host institution.

DATA MANAGEMENT: SOUP TO NUTS

Life-Cycle Data Management

The value of data collected through the EOS program lies not only in the
short-term scientific gains that will arise from use of the newly collected data, but
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also in the long-term studies of changes in the global environment. Consequently,
the notion of managing scientific data should not be reduced to a set of bureau-
cratically defined tasks. Life-cycle data management involves looking beyond
immediate goals and deliverables and taking steps now in the interest of future
generations of scientists and citizens to enhance their ability to make effective
use of the unique and irreplaceable records that the EOS program is collecting at
considerable expense. It begins with good instrument design and careful calibra-
tion, and extends through careful documentation of every step of the data pro-
cessing and product generation, to reliable long-term archive.

The collections must be designed to convey the scientific and operational
context of the measurements and all other ancillary information, that may assist
in their proper interpretation at a time when none of the individuals originally
responsible are available for questions. Past experience shows that such design is
difficult and is frequently neglected, particularly because the science questions
being asked change unpredictably with time. However, a consequence of such
neglect is that the value of the archive for future generations of scientists is
greatly diminished.

A life-cycle data management strategy is paramount when it comes to docu-
menting long-term phenomena such as global environmental change. In the
committee’s view, data centers (and DAACs) should participate actively in all
major stages in the life cycle of a data set:

• Data collection. The credibility and reliability of the data and data prod-
ucts depend on careful attention to calibration, internal consistency, and version
control. Consequently, instrument teams and supporting processing staff place a
high priority on collecting and recording this information. Much more difficult is
capturing information deemed immaterial or common knowledge at the time of
the experiment, or recording the strengths and weaknesses revealed by later use
of the data set. Yet, this information may be critical to later interpretation of the
data. The DAACs can help by participating in the planning of the data collection,
seeking to clarify both the information that is being captured and the inputs or
parameters that are imported from other sources, and to facilitate the process of
recording them. Similar involvement with the metadata during the product gen-
eration stage is equally important. The LaRC DAAC has been successful in this
regard, particularly in its participation in field experiments. For most ESE mis-
sions and experiments, however, the data collection environment is specified
with little or no DAAC input.

• Management of active data sets. Active data sets require a curator who
cares about the quality and completeness of the collection and has at least a
general sense of its potential scientific value. Such a curator will (1) understand
the strategic data needs of the scientific constituency; (2) prepare guide informa-
tion to assist users in evaluating the relevance of the data to their purposes; (3)
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develop tools and services, such as subsetting capabilities and Web interfaces, to
help users find and work with the data; (4) contact experts on behalf of users with
complex scientific queries; and (5) reprocess data in response to scientific de-
mands. The latter is exemplified by the PO.DAAC, which reprocesses data regu-
larly to keep up with scientific advances. Also noteworthy are the pre-subsetted
data sets prepared by the GSFC DAAC, which enable users to work with man-
ageable amounts of data, and the tools for documenting data sets provided by the
ORNL DAAC. Most of the other DAACs, however, have to place greater atten-
tion on subsetting (LaRC and EDC DAACs), reprocessing (GSFC DAAC), or
user services (EDC and ASF DAACs).

• Long-term archive. Archive of a valuable data set involves more than
long-term storage. The assembly and presentation of useful information about a
data set is equally important to its preservation for future generations. By plan-
ning for long-term archive, the DAACs ensure a greater likelihood that the data
will remain useful beyond the period where a high volume of exchange, traffic,
access, and manipulations takes place. Although the DAACs will not be respon-
sible for EOS data collected more than 15 years past the end of the mission, their
understanding of the data sets in their charge should be incorporated into the data
sets before these are moved to a permanent archive. This will increase the prob-
ability that the holdings will retain scientific value.

The ECS metadata model lacks flexibility and is not extensible to permit
adequate content-based access. In particular, better levels of spatial queries must
be supported if the system is to fulfill the simultaneous goals of providing better
access to information in general and supporting content-based access and sub-
setting of information in particular. For this purpose, convenient and efficient
geospatial access for scientific images and data sets is essential. This requires
effective, generalized gazetteer services, together with the ability to visualize
spatial footprints for items in the collections. It is the combination of these two
sets of services, together with the adoption of standards for representing geospatial
metadata, that will significantly increase most users’ ability to access the data
they need without extracting large volumes of unneeded data from the archive.
Several DAACs reported that they have raised these issues with ESDIS (and the
ECS contractor) but have not prevailed, even though the matter of a better, more
flexible, and extensible metadata model is fundamental to support scientific re-
search (see “The Role of NASA,” below).

Long-term custody of data is a difficult issue for NASA. NASA does not
have a long-term archive mission, and it is not willing to shift funds from the EOS
program to an archive agency such as NOAA. Nevertheless, NASA has con-
cluded a Memorandum of Understanding (MOU) with the USGS, which now has
a line item in its budget for the eventual acquisition of EDC DAAC holdings.
MOUs are still being negotiated with the Department of Energy (DOE) for ORNL
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data and with NOAA for the remainder of the DAAC holdings. In practice,
however, there is no coherent plan derived from a vision of scientific needs
(insofar as these needs have been identified) for long-term archive of the data.

Any plan for long-term archive should consider both the scientific cost and
the dollar cost of moving data sets to a different geographic location. The cost to
the science comes from dissociating the data set from the scientists and data
managers who have the relevant expertise to manage it. It is unlikely that staff at
a scientifically unrelated data center, no matter how well intentioned, could man-
age the data as well. Additional scientific costs arise from the loss of data, which
is inevitable in large-scale data transfers. The dollar cost of moving data sets from
active archive to long-term storage is poorly quantified, but examples exist that
could be used to calibrate the cost of such tasks. For example, the holdings of the
now defunct Marshall Space Flight Center DAAC were transferred to several
DAACs; the Spaceborne Imaging Radar-C (SIR-C) data set was exported—to-
gether with the processing hardware and software—from JPL to the EDC DAAC;
and the Ocean Topography Experiment (TOPEX) data set was moved from the
principal investigators to the PO.DAAC.

A related issue is the cost of adapting to constantly evolving technology,
especially storage media and associated hardware. Given the pace of technologi-
cal change and the DAACs’ strategy of remaining within the technological main-
stream, the DAACs will have to address this issue in their mid- and long-term
plans. Yet, only the PO.DAAC reports such plans, perhaps because its restoration
of SeaSat data illustrated the difficulties that arise from gaps in the metadata,
outdated storage media, and machine-specific data formats. Its excellent docu-
ment, “SeaSat Data Restoration - Lessons Learned” that it produced for this
review should serve as a valuable resource to other DAACs and data centers.

Finally, it is well known among data center managers that 10% of the users
access 90% of the holdings, whereas 90% of the users access 10% of the holdings
(generally at a higher level of data processing). This causes a dilemma for the
DAACs, particularly with the enormous volumes of data they will face. Ten
percent of the users will require advanced data storage and distribution capabili-
ties for dealing with enormous data sets, and ninety percent of the users will need
much smaller, higher-level, interpreted data sets on more accessible media (i.e.,
CD-ROMs). The DAACs therefore must resolve one or both of the following
issues: (1) subsetting large data sets into manageable size in a sufficiently short
time to satisfy on-line data requests of a large fraction of users and (2) identifying
and implementing means of distributing very large data sets to a small fraction of
users. The DAACs should plan to satisfy both requirements.

Strategic Planning

To be successful, each DAAC must create a vision of what it wants to
accomplish and a strategy for achieving that vision. The vision should go beyond
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a simple statement of ESDIS requirements such as handling the EOS data flow
and producing the planned products. It should influence every aspect of DAAC
operations, including participation in the flight missions and experiments, acqui-
sition of data sets, service to an expanding and evolving user community, and
accommodation of the rapid evolution in computing, storage, and communica-
tions technologies. Similarly, the system-wide Strategic Management Plan pro-
duced each year by ESDIS and the DAACs (see Appendix C) should take into
consideration the need for the DAACs to act as a coherent system. Once in place,
the DAACs will also have to develop quantitative metrics to monitor the perfor-
mance of the process or the system as a whole. Few of the DAACs, however,
have engaged in this thought process, and most of the panels recommend some
level of strategic planning. (Notable exceptions are the PO.DAAC and the NSIDC
DAAC.) For example, a vision and an implementation plan would help the EDC
DAAC to serve the needs of its scientific and, potentially much more numerous
applications users, and would help the ORNL DAAC to become involved in EOS
flight programs. The latter is particularly important because the unique bio-
geochemical holdings of the ORNL DAAC are essential to the proper validation
and calibration of remotely sensed data. Unless the ORNL DAAC asserts itself,
the various flight projects will be forced to develop independent solutions, and
large components of the EOS program will fail.

The panels’ most common recommendation in this regard, however, has to
do with technology. Strategies for acquiring and upgrading hardware and soft-
ware are difficult to develop because such tasks are partly the responsibility of
the ECS contractor. This issue is particularly important for the AM-1 DAACs,
which have received significant amounts of ECS hardware and software (often at
their own request) but know little about what will be delivered in the future.
Much of this equipment is literally sitting on the computer room floor awaiting
the anticipated huge data flows and is slowly becoming rather less than state of
the art even before really being used. The system will thus employ multiterabyte
technology when the most sophisticated users will expect petabyte capabilities.

Although the DAACs cannot control completely the type of ECS equipment
they will receive or its schedule for delivery, they can choose their own hardware
and software for managing existing data sets. (The GSFC and LaRC DAACs also
chose their own systems for managing data from the TRMM mission.) When
acquiring hardware, most DAACs aim to stay within the technological main-
stream, a standard goal for data centers because limitations on financial resources
prevent much experimentation with technology. Moreover, current wisdom about
the evolution of technology (i.e., “Moore’s law”) is that capacity—processor
speed, bandwidth, mass storage—now doubles every 18 months. This time con-
stant is comparable to that of the procurement cycle, which makes it difficult for
the DAACs to adopt an agile response to the acquisition of new technologies. The
committee notes that this problem is particularly acute with the ECS, which
chooses equipment far (sometimes years) before deployment. The panels report
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that the equipment purchased by the DAACs generally falls within the techno-
logical mainstream, although some development efforts are based on technolo-
gies that are more advanced than those included in the ECS. For example, the
transition to the next generation of processors will likely place the LaTIS soft-
ware at the LaRC DAAC ahead of the ECS and make it incompatible with
planned ECS distributions, or so-called drops. Thus, any strategy for the acquisi-
tion and upgrade of hardware and software will also have to take into account
compatibility, not only with the ECS, but also with the other DAACs in the
system.

A related aspect is that the DAAC system—perhaps overwhelmed by the
prospect of facing the huge EOS data flow—has spent little time selecting mea-
surable goals and self-assessment criteria against which to gauge collective per-
formance. Without quantitative measures of performance, it will be difficult for
NASA or the DAACs to determine whether the needs of all the EOSDIS constitu-
encies are met and, thus, whether the DAAC system as a whole is a success. At
the moment, launch delays and ECS failures have tarnished the image of all
components of EOSDIS, including the DAACs. Yet, as pointed out by the panels,
most of the DAACs function well individually, even though the same cannot be
said of their behavior as a system. A regular peer review that focuses on estab-
lished performance measures for the DAACs and for the DAAC system would
help provide a sound basis for determining the health of the DAACs.

Conclusions and Recommendations

The ultimate success of the Earth Science Enterprise will be judged not only
by the immediate scientific gains that arise from use of newly collected data, but
also by the ability of scientists to use the data in the long term to study global
environmental change. The data are most likely to retain their usefulness in the
long term if the DAACs adopt a life-cycle data management approach and be-
come involved in everything from the collection of data to its eventual archive.
The PO.DAAC has such a comprehensive management philosophy, but most
DAACs focus on the middle step—management of active data sets—and they do
so successfully overall. Only a few DAACs participate in the design of the data
collection environment. The remainder either do not see such involvement as one
of their roles or are discouraged from participating by the science and instrument
teams. Both sides will have to come to the table if a mutually beneficial relation-
ship is to develop. Finally, the committee notes that there is still no concrete plan
for the long-term archive of the vast majority of DAAC data. Because NASA has
no archive mission, the DAACs will have only a limited role in the transition of
DAAC data sets to archives of other agencies. Nevertheless, their knowledge of
the data and experience with data transfers should prove valuable in this process.

Implementing a life-cycle approach to data management requires a greater
degree of planning than currently exists at most of the DAACs. Only a few
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DAACs have a clear vision of what they are trying to achieve or strategies for
achieving their goals. In addition, all the DAACs could benefit from devising and
monitoring quantitative performance measures. Such measures are useful for
evaluating the performance of a function or process, as well as for determining
the success of a DAAC or the entire DAAC system.

Recommendation 6. Ongoing changes in data volumes, user expec-
tations, and emerging technologies are powerful forces that put pres-
sure on each DAAC to evolve independently of the others. In order
to counteract such centrifugal forces, each DAAC should prepare
and periodically update a practical strategic plan for dealing with
change, while preserving the concept of a coherent system.

Recommendation 7. Excellence in a research enterprise is best gauged
through assessment of performance by one’s peers, according to a
commonly accepted set of performance criteria. The DAACs must
develop a set of quantitative performance metrics by which they can
measure their own progress and evaluate their success as individual
centers and as a coherent system. Periodic peer review aimed at gaug-
ing accomplishments against these metrics should be incorporated as
part of this ongoing process.

The committee emphasizes that Recommendation 7 is aimed at the DAACs,
rather than the ESDIS Project. This is because such peer reviews should not be a
bureaucratic imposition, but a means by which the DAACs and their user com-
munities achieve a greater understanding of one another and thus a more effective
level of service.

THE ROLE OF NASA

As originally envisioned by its creators, EOSDIS serves three important
roles. First, it provides a mechanism for distributing data from EOS-related mis-
sions and experiments. Second, it promotes creative scientific analysis of these
data and, as such, must enhance opportunities for scientists to build on the un-
precedented information it already contains and on the new data anticipated over
the coming decades. Third, it is the largest single component in global efforts to
understand, predict, document, and mitigate the impacts of global environmental
change (although key data currently reside in other agencies such as NOAA.)
Consequently, EOSDIS will greatly influence complementary efforts in other
agencies and throughout the world. Strong leadership within NASA is critical for
implementing this vision and for balancing the potentially conflicting demands of
the constituent elements of EOSDIS—the ECS, DAACs, EOS investigators, and
users.
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Since EOSDIS was designed, the Internet and the World Wide Web, along
with greatly reduced costs of computation, have changed the paradigm for scien-
tific collaboration. Scientists no longer need to rely on a centralized warehouse of
data equipped to respond to a sharply limited range of predefined queries. In-
stead, distributed databases and information systems offer the possibility of find-
ing useful information in much more flexible ways. Probably the greatest chal-
lenge facing EOSDIS at this time is to adjust its social and management structures
to take full advantage of these new opportunities without jeopardizing its ability
to manage high-volume data streams from coordinated instrument systems.

Changing established ways of doing things is generally painful and involves
some risk. It also requires dedicated leaders with initiative and vision. For EOSDIS
to succeed in this new environment, its constituent elements must be empowered to
fulfill their special roles. For example, the DAACs (or relevant Earth Science
Information Partners) should be vested with the appropriate authority to take all
actions necessary to satisfy the needs of the science community. This is particu-
larly true for the ASF DAAC, which lacks authority to compel JPL to develop an
information system that is responsive to the needs of the DAAC or its users. Each
center should be encouraged to develop its own personality in accordance with its
special needs, as long as it is contributing to the evolution of a responsive and
dynamic distributed system for the EOSDIS community at large. Neither the
ORNL nor the ASF DAAC, for example, fits the “standard” DAAC mold be-
cause they don’t deal with data from EOS spacecraft. Yet each has a vital role to
play in the Earth Science Enterprise and should be integrated conceptually into
EOSDIS. (It is significant that NASA’s model of the EOSDIS architecture di-
vides the ORNL DAAC from the others [see Figure 1.1].) In the case of the ASF
DAAC, NASA will have to first develop a long-term policy on the acquisition,
processing, and use of SAR data for civilian purposes.

ESDIS will have to create incentives for making the constituents respond to
the needs of the broader community and safeguards for ensuring that they do not
destroy the overall integrity of the data system. This delicate balance requires
vision and leadership from both the DAACs and ESDIS. In fact, the ability to
exercise leadership in this regard should be a substantial consideration in person-
nel selection.

Finally, metrics of success must be devised and agreed to, that recognize that
the value of EOSDIS lies in the scientific understanding and reliable information
emerging from the entire program, rather than in the cost per byte of data pro-
cessed. These are not trivial requirements for NASA management, and effective
strategic planning requires leadership from the highest levels.

Conclusions and Recommendations

Under the new EOSDIS model, ESDIS will have to forgo the current mode
of operations in which all strategic decisions are made centrally and adopt the
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mode of providing incentives to individual DAACs (1) to serve their individual
specialized scientific constituencies most effectively and (2) to collaborate to
provide users with a common look and feel to the information system. The former
will require close collaboration with science and instrument teams and active
scientists. The latter will involve some compromises with respect to the ideal of
one-stop shopping. In the right governance structure, the DAACs would task
ESDIS and ECS to address common needs, which must be identified from the
bottom up rather than from the top down. Such common needs range from tech-
nical issues, such as format translations and regridding data in different projec-
tions, to high-level issues, such as the completeness and extensibility of the
metadata model and what kind of services to provide to users. In effect, ESDIS
will have to foster the creation of a federation of DAACs by delegating some of
its authority for serving users to the DAACs. Such a federation differs from
NASA’s prototype federation (see Chapter 1, “Federation and Recertification”)
in that the partners require greater stability and continuity. In addition, because of
product interdependence, the DAACs have a requirement for reliability and ad-
herence to schedules. In this sense a DAAC federation would constitute a core
around which the broader federation of (sometimes ephemeral) ESIPs could grow
and function effectively.

Recommendation 8. The DAAC-ECS-ESDIS model for managing
EOSDIS data and information has not succeeded. To take advantage
of new technological approaches and management models, ESDIS
should foster the creation of a federation of DAACs by delegating to
the DAACs some of its authority for serving users and by providing
incentives to the DAACs to serve the broader community as well as
their individual specific constituencies.

OTHER ISSUES

The Cost of the DAAC System

The EOSDIS budget is currently about $2 billion over a 10-year period. The
DAACs, including ECS-provided hardware, software, and personnel, account for
about 30% of the EOSDIS budget, or $60 million per year. The remainder of the
EOSDIS budget provides for data capture and communications, ECS develop-
ment, science computing facilities, and program management.

It is important to note that the DAAC budget figures provided by ESDIS and
presented in this report are only approximations. The true cost of the DAACs is
difficult to determine for the following reasons:

• the DAACs receive funds, services, and personnel from several sources,
including NASA Headquarters, the ESDIS Project, and their host institutions;
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• resources are shared (i.e., the ECS development effort benefits several of
the DAACs);

• neither NASA nor the DAACs (except ORNL) practice full-cost account-
ing; and

• congressional appropriations for the EOS program are commonly less
than NASA’s request.

It is also important to note that the budget histories presented in the DAAC
chapters were provided by ESDIS in May 1998. The values for FY 1994 to FY
1997 are actual values, but values for FY 1998 to FY 2002 are projections, which
are likely to change significantly as funding for EOSDIS declines and backup
plans are implemented. Because the numbers were determined by the DAAC’s
primary funding source (ESDIS), they provide the most complete and consistent
picture available of the cost of the DAAC system. The cost estimate provided by
ESDIS is significantly higher than the cost estimates provided by most of the
DAACs because it includes the ECS-provided hardware, software, and personnel
deployed at the DAACs. The DAACs have little say about these resources and
tend to consider them ECS, rather than DAAC, expenses. The committee and its
panels, however, believe that all resources at the DAACs should be included in
cost estimates of the DAAC system, so both DAAC and ECS-related expenses at
the DAACs are itemized in the DAAC budgets (see Chapters 3 through 9).

However, even with the ECS costs factored in, it is clear that the DAAC
system is less expensive than is commonly believed. For example, the DAAC
budget was presented misleadingly as $100 million per year at a 1995 NRC
workshop in La Jolla, California. The apparent high cost of the DAACs was one
of the drivers for proposing a federation management model for EOSDIS. Sev-
eral survey respondents also commented that the DAACs are too expensive.

All of the panels attempted to assess the cost-effectiveness of the DAACs,
but several DAACs could not even suggest suitable metrics. (The PO.DAAC and
the ASF and GSFC DAACs measure cost-effectiveness as the unit cost of deliv-
ering a data set; the ORNL DAAC measures it as the cost per unit of data stored.)
Consequently, the issue of cost-effectiveness could not be addressed in a signifi-
cant way. It is noteworthy, however, that even though most of the DAAC budgets
far exceed the budgets of national data centers, none of the national data center
directors who served on the panels thought that the DAAC budgets were too high
for the amount or complexity of data being handled, the size of the user base, or
the services provided.

Impact of Contingency Plans

Because of delays in the ECS, both the DAACs and the science and instru-
ment teams have developed fall-back strategies for processing and disseminating
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EOS data and data products. Implementing these contingency plans will result in
some data and data products becoming available, but not as many as had been
hoped under the original EOSDIS design. For even a reduced number of products
to be distributed, ESDIS, the DAACs, and the various teams will have to resolve
the following issues:

• Documentation. The DAACs are likely to play a much smaller role in
generating products and will therefore be less knowledgeable about the data sets
and data products in their charge. Consequently, documenting what is being done
to the data in the product generation stage becomes even more important under
the contingency plans than it was before. If the DAACs are to provide an ad-
equate level of user services, they will need to have a much closer relationship
with the science and instrument teams than currently exists. In particular, they
will have to become more involved in producing the metadata for the data prod-
ucts.

• Coordination. Under the 25-50-75 scenario, only 25% of the data will be
made available initially. It is up to the individual science team to decide which
25% of the data will be processed. This decision will affect not only users of that
data product but also other science and instrument teams and DAACs that need to
use the data to produce other data products. To accommodate product interdepen-
dencies, the DAACs and teams both will have to place a high priority on coordi-
nating schedules. Otherwise, the production of many important data products is
likely to be further delayed.

• Dissemination. In the earlier stages of data processing and distribution,
the DAACs are likely to be bypassed in favor of scientists calling their instrument
team colleagues. In fact, the Science Computing Facilities where the data prod-
ucts are being generated are likely to become the primary distribution mechanism
until the instrument teams members become so fed up that they relinquish the
distribution task to the DAACs. (The DAACs serve tens of thousands of users
each year [see Table 1.3]). As the ORNL DAAC can attest, awaiting data sets that
could arrive from principal investigators at any time is frustrating and makes it
difficult to allocate personnel and computer resources for distributing the data to
the broader community.

It is unclear whether one-stop shopping is still a realistic goal for EOSDIS as
a whole. Evolving Web access tools will increasingly permit reliable distributed
searches, but only if there is a common terminology of keywords that is also
shared by users. The DAACs and their science constituencies together have to
develop this terminology. If this is done, it should also be possible to make
available complete granules from standard products in a manner that is reason-
ably consistent overall. Because the granules typical of large, low-level data sets
are generally too large to download over the Internet, and because subsetting
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tools designed by the ECS will not be ready in time for the AM-1 launch, the
DAACs most affected will have to incorporate subsetting into their contingency
plans.

CONCLUSIONS

With technical problems in the EOSDIS Core System and, more recently,
flight operations commanding the attention of NASA and Congress, it is easy to
lose sight of what the EOS program is all about—understanding the Earth and the
processes that govern it. Because such a wide variety of data will be collected—
atmospheric, oceanic, polar, biospheric, and solid earth—scientists will be able to
use EOSDIS to support both disciplinary and multidisciplinary research. Al-
though multidisciplinary scientists are only one component of the EOSDIS user
community, meeting their needs will be the greatest challenge of the system. For
these users, EOSDIS must be more than a collection of discipline data centers; it
must be a real system that enables users to access and combine data from more
than one DAAC or data center.

The current collection of DAACs does not as yet function as a system. To
become a system in reality, the DAACs and ESDIS will need a common vision of
the goals of the system and a commitment to developing practical approaches
toward achieving these goals. Developing such a system becomes an even greater
challenge as EOSDIS evolves to a more distributed federation. NASA leadership
is crucial for this transformation to succeed. In the near term, NASA’s attention is
necessarily focused on fulfilling existing software commitments and on support-
ing science and instrument teams for existing or near-term flight missions. How-
ever, in the longer term, EOSDIS must establish by force of example its role as
the creative nerve center for the scientific understanding of the Earth in the next
decade. Though in many respects still a dream, this goal is too important to let
slip away.
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ABSTRACT

The Goddard Space Flight Center (GSFC) DAAC is the largest of the
EOSDIS DAACs. It manages a variety of data sets related to climate, the bio-
sphere, and the upper atmosphere, and it will also process, disseminate, and
archive data from the flagship EOS instrument, the Moderate Resolution Imaging
Spectroradiometer (MODIS). The DAAC understands its role and is doing a
good job with its current data sets. However, the large data volumes and complex
algorithms of the MODIS data stream present a significant challenge to the
DAAC, and the panel’s main recommendation is that the DAAC continue to
focus its efforts on preparing for the AM-1 platform, and particularly the MODIS
instrument.
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INTRODUCTION

The GSFC DAAC was created in 1993 to archive and distribute data related
to climate change, atmospheric dynamics, global biosphere, hydrology, and up-
per atmospheric chemistry (Box 3.1). Its roots are in the NASA Climate Data
System and the Pilot Land Data System. The first data sets archived by the
DAAC included data collected by the Total Ozone Mapping Spectrometer
(TOMS) and the Nimbus-7 Coastal Zone Color Scanner (CZCS). Today the
DAAC manages data sets from a variety of missions and experiments, supports
the Goddard Data Assimilation Office, and also manages some of the hydrology
holdings of the Marshall Space Flight Center DAAC, which was closed in 1997.
With a staff of 114 and current holdings of 4 TB, the GSFC DAAC is one of the
largest DAACs in the EOSDIS system.

In the EOS AM-1 era, DAAC holdings will increase in size by a factor of 500
(Box 3.1). The Sea-Viewing Wide-Field-of-View Sensor (SeaWiFS) and Tropi-
cal Rainfall Measuring Mission (TRMM) instruments, which have already been
launched, will produce 65 TB of data, and MODIS, which will be launched in
early 1999, will produce nearly 2,000 TB. To prepare for these large data streams,
the DAAC is staffing up. Approximately 40 EOSDIS Core System (ECS) con-
tractors have been added to process MODIS data, and about 12 permanent staff
have been added to manage DAAC operations. The average budget for the DAAC,
which includes DAAC personnel and functions, civil servants, ECS contractors,
and ECS-supplied hardware, is about $15 million per year.

Managing the enormous MODIS data stream poses daunting managerial and
technological challenges for the GSFC DAAC. Of most concern is whether the
information system, particularly the ingest system, can be scaled up to accommo-
date increasing loads (see “Technology,” below). To prepare for the new data
streams, the DAAC will start “day-in-the-life” exercises and operations rehears-
als several months before launch. As of June 1998, the ECS was still not ready for
day-in-the-life exercises, but so far, it has been sufficient to test the science
algorithms. Delays in the launch of the EOS satellites will provide additional
preparation time.

The Panel to Review the GSFC DAAC held its formal site visit on October
20-21, 1997. To ensure that its report and recommendations reflect recent devel-
opments, several panel members visited the DAAC again in June 1998. The
following report is based on findings from both visits and e-mail discussions with
DAAC managers in July and September 1998.

HOLDINGS

Even before the launch of TRMM and AM-1, the GSFC DAAC has been
managing and distributing numerous data sets of substantial size. These include
in particular the Advanced Very High-Resolution Radiometer (AVHRR) and the
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Television and Infrared Observation Satellite Operational Vertical Sounder
(TOVS) Pathfinder data sets, which have been used extensively by EOS investi-
gators to prepare for the processing of AM-1 data (Box 3.2). These holdings
consist primarily of imagery and remotely sensed data, and constitute one of the
best resources available to date to support research on the atmosphere and global
climate change. Figure 3.1, for example, illustrates changes in the size of the
ozone hole, as detected by several remote sensing instruments, whose data are
managed by the GSFC DAAC.

BOX 3.1. Vital Statistics of the GSFC DAAC

History. The GSFC DAAC was created in 1993 out of the NASA
Climate Data System and the Pilot Land Data System. Its holdings go
back to 1978.

Host Institution. NASA Goddard Space Flight Center in Greenbelt,
Maryland.

Disciplines Served. Atmospheric science and hydrology; data are available
on the chemistry of the upper atmosphere, global biosphere, atmospher-
ic dynamics, and climatology.

Mission. To maximize NASA’s investment benefits by providing data
and services that enable its customers to fully realize the scientific and
educational potential of data and information from the Earth Science
Enterprise.

Holdings. The DAAC holds 4 TB of heritage data sets and anticipates
receiving more than 2000 TB of data from the AM-1 platform.

Users. There were 12,216 unique users in FY 1997, based on log-in
addresses.

Staff. In FY 1998 the DAAC had 74 staff (9 of them civil servants) and
40 ECS contractors.

Budget. Approximately $9.2 million in FY 1998 (including DAAC costs
and ECS-provided hardware, software, and personnel), increasing to
$17 million in FY 2000.
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BOX 3.2. Data Holdings as of January 1998

• Total Ozone Mapping Spectrometer (TOMS)—Data from the Nimbus-7
and Meteor-3 satellites for November 1978 to December 1994.

• Upper Atmosphere Research Satellite (UARS)—Products from nine
instruments for September 1991 to present.

• Television and Infrared Observation Satellite (TIROS) Operational
Vertical Sounder (TOVS)—1-degree resolution data for 1978 to 1994.

• Sea-Viewing Wide-Field-of-View Sensor (SeaWiFS)—Data now
available provide local, regional, and global coverage.

• Greenhouse Effect Detection Experiment (GEDEX)—Global, region-
al, or local data sets for the 1980s.

• International Satellite Land Surface Climatology Project (ISLSCP)
Initiative I: Global Data Sets for Land-Atmosphere Models—Month-
ly, monthly-six-hourly, and six-hourly data are available globally on
a 1-degree grid for 1987 to 1988.

• Nimbus-7 Coastal Zone Color Scanner (CZCS)—Data at 1-km, 4-km,
or 20-km resolution for November 1978 to June 1986.

• Pathfinder Advanced Very High-Resolution Radiometer (AVHRR)—
8-km-resolution data for 1981 to 1994.

• Goddard Data Assimilation Office (DAO)—2- × 2.5-degree-resolu-
tion data for 1985 to 1993.

• Moderate Resolution Imaging Spectroradiometer (MODIS) Airborne
Simulator (MAS)—Data from nine campaigns and other data sets are
available on tape.

• Tropical Ocean Global Atmosphere-Coupled Ocean Atmosphere Re-
sponse Experiment (TOGA-COARE)—Data from surface, aircraft,
and satellite measurements for November 1992 to February 1993.

• Marshall DAAC hydrology data sets.
• Interdisciplinary Climatology Data Collection—Monthly data for

land, oceans, and atmosphere are available globally on a 1- × 1-de-
gree grid.

SOURCE:  NASA (1998).
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Metadata

The current metadata “model” is meager, and a much richer metadata model
must be developed if the system is to migrate toward a greater degree of content-
based access. In particular, the system must be able to support better levels of
spatial query if it is to fulfill the goal of providing better access to information in
general and content-based access and subsetting of information in particular. It is
important that geospatial access be supported for scientific images and data sets.
This requires good, generalized gazetteer services and the ability to represent
spatial footprints for items in the collections. The combination of these two sets
of services, together with the use of standards for representing such geospatial
metadata, greatly increases a user’s ability to access appropriate information. The
current support for these services in the GSFC DAAC is still relatively primitive.
The center, however, could make significant progress in this area by using re-
sources developed elsewhere.

Processing Plans

At the time of the site visit in October 1997, the DAAC was to have been
responsible for Level 0 ingest and archive, and Level 1 through 3 production and
archive of MODIS products (see Table 1.1 for a description of processing levels).
ESDIS is now considering funding the MODIS science teams to process the prod-
ucts (Level 2 and higher) because of concerns that the ECS will not be available in
time for launch. Similarly, the MODIS instrument team may process MODIS Level
2 and higher land products and snow and ice products, which are currently sched-
uled to be processed at the EDC and NSIDC DAACs, respectively.

Until a final decision is made, the GSFC DAAC will continue testing the
MODIS Product Generation Executables (PGEs) and integrating them into the
processing system. As of June 1998, the DAAC had successfully integrated seven
of the 40 PGEs into the ECS data processing system and had run an additional
eight PGEs outside the ECS. In addition, a chain of three PGEs has been success-
fully tested and longer chain tests are being planned. On the other hand, if the
Level 2 and higher products are to be processed by the MODIS science team, the
GSFC DAAC will have to integrate only three PGEs into the system. If all the
processing is to be done by the science team, the DAAC’s role will be reduced to
archive, dissemination, and user services.

Reprocessing Strategies

As research using DAAC data progresses, better algorithms will be devised
by the scientists, and errors will likely be discovered in the data products. Ulti-
mately a need will arise to reprocess the entire data set ab initio. Consequently,
the DAAC must plan to allocate resources for reprocessing tasks. The science
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teams decide when reprocessing should be done, and the ESDIS Resource Allo-
cation Board and the Science Review Committee arbitrate when several science
projects request reprocessing. If the choice is between reprocessing an existing
data set and processing data from a new instrument, the DAAC’s priority is
generally on the new mission. It appeared to the panel that the DAAC considers
reprocessing an additional thing to do, rather than an integral part of its data
management role. The panel is concerned about the consequences on the user
community of the DAAC’s decisions on what or when to reprocess.

Recommendation 1. The DAAC should incorporate reprocessing as
an integral part of its data management strategy and plan for ad-
equate resources over time for reprocessing needs arising from er-
rors in product generation or algorithm improvements.

Subsetting Strategies

MODIS files will be so large that many users will not have the hardware,
software, or personnel capability to produce subsets they can work with. Even
though TRMM data sets may not be unmanageably large, the DAAC plans to
make its data sets easier to obtain and use by preparing canned subsets in simple
formats. The products are customized for particular disciplines or types of cus-
tomers. The DAAC then advertises the packages and tries to get other customer
groups to use them. Custom subsets for individuals are too expensive to produce,
and the DAAC hopes to develop on-the-fly subsetting capability to meet their
needs. The panel agreed that the production of canned subsets is a good strategy,
and it encourages the development of on-the-fly subsetting.

Treatment of Model-Derived Data

When dealing with EOS data, it is crucial to distinguish between data products,
which consist simply of the results of measurements, and derived data, which
depend on specific model calculations. The latter include not only the meteorologi-
cal variables derived by the Goddard Data Assimilation Office (DAO), but also all
variables that depend on first guesses from the data assimilation model. Such
derived data are dependent for their utility on the accuracy and reliability of the
model. At present, the pressure of the AM-1 launch date has all but frozen efforts
to correct errors in the DAO’s GEOS model so that derived data products can be
immediately available on launch. The panel believes that such time pressure
might be appropriate to data stemming directly from AM-1 measurements, and is
appropriate for activities such as archiving, but is not appropriate for derived
products whose utility for climate studies depends on the adequacy of the under-
lying model.

Moreover, the panel’s view is that the notion that climate data are needed in
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real time is a contradiction in terms. Climate data extend over sufficiently long
periods to define climate. Under the circumstance, there is no meaningful time
pressure to have a model regardless of its problems. For derived data, model
performance is a critical component of data quality control, to which the GSFC
DAAC has paid inadequate attention. The common practice of model validation
in which one searches for similarities between model output and directly ob-
served data is insufficient for this purpose. Rather a program of testing and
evaluation is needed. This should be of as much concern to the GSFC DAAC as
to the DAO. The panel felt that neither the DAAC nor the DAO liaison with the
DAAC seemed to be sensitive to this issue. Under these circumstances, the DAAC
seems to be part of a diffusion of responsibility that leaves no one accountable.
There should be some mechanism whereby data products can be accepted by the
DAAC for dissemination only if these products meet strict scientific criteria. So
far, there is no evidence of such a mechanism. The panel encourages the DAAC
to set up these procedures as soon as possible.

Long-Term Archive

NASA and NOAA are negotiating a Memorandum of Understanding for the
long-term archive of EOS data sets. To help ensure the long-term vitality of the
data, NASA has provided some funding to NOAA to prototype an archive. The
prototype system is based on the GSFC DAAC’s Version 0 system, but the
DAAC has no role either in developing the prototype or in ensuring the long-term
(the so-called 20-year test) usability of the data. Because the DAAC understands
its data sets, the panel believes that it should become involved in the crucial
process of transferring responsibility for the long-term archive at the earliest
possible stage.

USERS

Characterization of the User Community

The DAAC does not have a well-defined user model. Instead, it divides
“customers” into three levels of sophistication: (1) research scientists; (2) appli-
cation users and college students; and (3) high school teachers and students. The
first group—EOS instrument team members, EOS interdisciplinary science team
members, and non-EOS investigators—includes both users and providers of data.

The DAAC does not seem to have a clear idea of which customers are its
highest priority to serve, and no user community feels as if it “owns” the DAAC.
Moreover, although the DAAC solicits input from its user communities via sur-
veys and annual User Working Group and “voice-of-the-customer” meetings,
there seems to be no systematic process by which the DAAC gains an improved
understanding of what its priorities should be. To serve the needs of its user



Copyright © National Academy of Sciences. All rights reserved.

Review of NASA's Distributed Active Archive Centers 
http://www.nap.edu/catalog/6396.html

GODDARD SPACE FLIGHT CENTER DAAC 61

community effectively, the DAAC will have to constantly refine its understand-
ing of the user community’s characteristics and needs.

User Working Group

The User Working Group (UWG) membership is weighted heavily toward
data providers. In the past, the UWG focused on issues such as guiding the
development of the ECS and setting priorities on data sets. Now that most of
these issues have become settled, the UWG is trying to define a new role for
itself. Some members want the UWG to function like an external review panel
that has clout with NASA, and others want it to continue functioning like an
advisory panel composed predominantly of data providers.

The DAAC director implements most of the recommendations of the UWG
and also uses the UWG to provide protection and endorsement of the market
approach to data management (see “Management,” below). The panel felt that
less emphasis on the latter and more emphasis on critically reviewing DAAC
activities would improve the effectiveness of the UWG.

Interaction with the Scientific Community

Although the DAAC is customer oriented, its relationship with its primary
user community, the scientific community, is substantially weaker than it should
be. The DAAC is situated within a large research facility, but there is little
interaction with ESE scientists at Goddard Space Flight Center or elsewhere. In
fact, the absence of on-site scientists is seen as an advantage by the DAAC
because it gives the DAAC independence. Consequently, there appears to be no
mechanism for scientists to provide feedback. DAAC staff, including those hired
from the Earth Science Division at Goddard, are generally not carrying out re-
search using the data sets, and it is not clear that they maintain a working relation-
ship with those who are. Hence when users approach the DAAC about the data
sets the DAAC distributes, it is not clear that they will get appropriate high-level
responses about the quality of the data. There seems to be no well-structured
process that would allow “complex” inquiries to be passed quickly to those who
had generated and/or were using the data sets.

Recommendation 2. Interactions between the DAAC and the sci-
ence community should be improved. Examples of actions the DAAC
might consider include (1) establishing a visiting scientist program,
(2) hiring a full-time DAAC scientist, and (3) collocating DAAC
staff with Goddard Space Flight Center researchers.
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User Services

Beginning in 1994, the User Services Group was abolished and the DAAC
was reorganized into a Customer Support Group and an Engineering Group. The
Customer Support Group—made up of several data support teams—provides
end-to-end support for specific scientific disciplines, and each team is respon-
sible for data preparation, information management, building the customer base,
and interacting with customers for an individual science discipline. The teams
have the flexibility to determine how to carry out their responsibilities. The panel
was impressed that the data teams are so empowered and that the organizational
changes have apparently led to speedier resolution of customer problems.

Foreign Access

The GSFC DAAC is located within a secure facility. Although the Internet
provides a means of visiting the DAAC virtually, foreign visitors face difficulties
in obtaining clearance for a physical visit of more than a few days.

Usability of Data Within a Scientific Context

Earth scientists will inevitably need access to NOAA as well as NASA data.
Some of the necessary NOAA data are difficult to access, and this will ultimately
inhibit the utilization of NASA data. The two cannot really be decoupled in a
scientific context. Fortunately, the relative volume of NOAA data in the EOS
context is small; it is also likely that at least the NOAA data in digital form could
be incorporated at modest cost. Even the digitization of existing paper data should
be affordable. NASA should consider assisting NOAA in this regard since the
inclusion of these data in the DAAC will add greatly to its value as a climate
research resource.

TECHNOLOGY

Strategy

The DAAC’s hardware strategy is to stay on the leading edge of mainstream.
It allows others to test and find the bugs in new technologies, then it adopts the
technologies that work. The DAAC manager is always thinking ahead, but no
real plans are made more than six months in advance; this allows the DAAC to
retain its flexibility. However, the panel feels that this tactic limits the DAAC’s
ability to deal with certain medium- to long-term issues: the rule of thumb for
doubling performance in computer technology (so-called Moore’s law) is only
about 18 months, so that the DAAC will likely have to face retooling several
times over its lifetime. At the same time, the useful life of ECS-provided hard-
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ware and software is pegged nominally at five years, making it difficult for a
production facility to evolve in response to continuing technological advances.
Consequently, the panel feels that it would be prudent for the DAAC technology
team to have a more specific strategy for tracking developments in relevant areas
of software, hardware, and communications.

Recommendation 3. In order to stay on the leading edge of main-
stream, the DAAC should formulate a long-term strategy for keep-
ing up with and taking advantage of new technologies.

Hardware Availability

The DAAC has developed its own file management system for short-term
archiving, Archer, which was developed to replace the ECS file management
system, Unitree. Archer seems to work well under current loads and has the
advantage of being tunable to known access patterns at the DAAC.

Locally developed systems, however, can be treated only as temporary solu-
tions because of the continued responsibility to maintain the systems, upgrade
them as needed, and migrate them to new platforms. This will drain resources
from what should be the primary mission of the DAAC. Whenever possible, the
DAAC should use commercial off-the-shelf (COTS) technology. For example,
the ECS-provided archiving devices seem reasonable, and the current archiving
plans are moving in the right direction with the STK Timberwolf.

Recommendation 4. In order to avoid being distracted from its pri-
mary mission, the DAAC should strive to operate in a standardized
environment and rely on industry-supported COTS technology when-
ever possible.

TRMM Support System

The TRMM satellite has two segments—the TRMM mission and two unre-
lated instruments (the Clouds and the Earth’s Radiant Energy System and the
Lightning Imaging Sensor). The GSFC DAAC is responsible for archiving and
distributing data for the TRMM mission. Originally, the TRMM mission was the
responsibility of the Marshall Space Flight Center, and the data were to be pro-
cessed using the EOSDIS Core System. However, the Marshall Space Flight Center
DAAC was closed in 1997, and ECS support of TRMM was first delayed, and then
finally canceled. Consequently, the GSFC DAAC had to build the TRMM Support
System. The TRMM Support System contains only those functions that its users
need; it does not have all the functionality of the ECS. The system was built in eight
months with only six full-time equivalents (FTEs), and users appear to be happy
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with the result. The panel suggests that the GSFC DAAC carefully document its
experience with TRMM so that other groups can benefit.

Media Versus Web Distribution Strategy

Last year the DAAC completed WWW-accessible precomputed subsets and
accompanying README documentation for all major DAAC data sets. The
DAAC plans to (1) continue adding new data products to its anonymous file
transfer protocol (ftp) data collections, (2) upgrade the Web-based documenta-
tion of existing data sets, and (3) enhance the functionality of the search-and-
order Web interface to allow users to do on-the-fly parameter and regional
subsetting, to order and track off-line data and documentation, and to use date-
specific functions. The panel feels that it would be prudent to focus user interface
implementation almost entirely on Web technology.

Connection to the World

The LAN connections between processing and archive computers were de-
signed to handle very heavy traffic (rated at 800 Mb/sec/channel and there are
multiple 800-Mb/sec channels). The balance of the system communicates on
shared 100-Mb/sec segments. Data distribution to the outside world relies on the
NASA Science Internet, which is an OC3 150-Mb/sec line. Although the current
networking, both internal and external, appears to be adequate, there are ques-
tions as to whether internal networking, at least, is adequate for the loads that will
arise with MODIS. The internal rates of communication should be more in bal-
ance and higher than currently supported. For the DAAC’s internal purposes, 150
Mb/sec is slow. The external rate is probably too low, with many university
players in this area moving to OC12 lines.

MANAGEMENT

General Philosophy

The DAAC manager believes that data centers that are driven by require-
ments are not taking full advantage of the data or serving their customers well.
Consequently, the DAAC manager, Paul Chan, has instituted a customer-oriented
“business model” for running the center. The business model approach focuses
on increasing the demand for use of DAAC data, while decreasing the effort of
the customer (shown qualitatively in Figure 3.2). By creating an end-to-end user
services group, providing access to data products and services on the Web, sim-
plifying data formats, and creating data products of known or potential interest to
a broad community, the DAAC has greatly increased its transaction volume and
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user base. The panel was impressed with the business model approach and its
focus on users.

Implementing the business model required a change in culture at the DAAC.
The DAAC manager has overcome the resistance of DAAC staff and the UWG to
this approach, and at the time of the site visit, staff morale had improved. Chan
delegates responsibility to his staff and they have responded in a positive manner.

Although the DAAC does not have a formal strategic plan document, it has
a strong short-term focus on dealing with the AM-1 platform, particularly the
large MODIS data sets. Insofar as MODIS is justifiably viewed as the flagship
instrument within the AM-1 mission, the panel feels that this focus not only is the
correct one, but is in fact critical to the success of the EOS program. The recent
delays in launch date have provided a window of opportunity for the DAAC to
complete its readiness exercises and to install and test a more flight-ready version
of the ECS, thereby mitigating the negative consequences of previous difficulties
with the ECS.

Recommendation 5. The DAAC should retain its strong focus on
achieving full readiness in time for the AM-1 launch and on being
able to secure, archive, and distribute the full MODIS data stream.

Personnel

The GSFC DAAC director has put together an excellent staff. They are
professional, motivated, and obviously enthusiastic about their work. They have
demonstrated their abilities by successfully assuming responsibility for manage-
ment of the TRMM data flow. They are open and responsive to criticism and
suggestions, which is critically important to their ongoing mission. This respon-

FIGURE 3.2. The GSFC DAAC’s business model. SOURCE: Paul Chan, GSFC
DAAC.

Customer benefits:

•  Potential uses of data

•  Ease-of-use of data

Min(Capacity to serve customers;
       Size of customer base)

Total customer value
         = X . Y

X

Y

Goddard DAAC Business Model
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siveness was apparent at the site visit and is also indicated by the implementation
of UWG suggestions.

Tension between operations and development is a classic data center prob-
lem, particularly for the DAACs because most of the development is being done
out-of-house by the ECS contractor. As a result, it is more difficult for the DAAC
to shift the emphasis from development to operations as launch approaches. In
the past, the DAAC had a poor relationship with the ECS developers, but the
arrival of a new ECS liaison, Tom Dopplick, at the DAAC has smoothed tensions
between the two organizations. In this capacity, Dopplick works closely and
effectively with Chan, and problems are resolved before they reach unmanage-
able proportions.

Budget

The DAAC’s budget grew from approximately $4 million in FY 1994 to $28
million in FY 1997, its peak year (Table 3.1). Although highly variable, the
DAAC’s average budget is about $15 million per year. ECS hardware, software,
and personnel account for nearly 70% of the budget, partly because the DAAC
serves as a center for cross-DAAC coordination of the ECS configuration. As a
result, the DAAC’s hardware and software help support all four AM-1 DAACs.

The DAAC manager takes prides in doing everything as cheaply as possible.
For example, the GSFC DAAC acquired the hydrology data from the Marshall
DAAC without requiring additional resources, and the DAAC spent only one-
fifth of the projected developments costs on TRMM. In fact, until this year the
DAAC has always spent less than its approved budget. The DAAC’s best mea-
sure of cost-effectiveness, however, is that the unit cost has declined from several
hundred dollars per order to $60 per order of data.

TABLE 3.1. Total GSFC DAAC Costs (million dollars)a

Fiscal Year

1994 1995 1996 1997 1998 1999 2000 2001 2002

GSFC DAAC 3.6 3.8 3.4 6.2 6.2 6.0 6.0 6.3 4.7

ECS hardware 0 1.3 6.8 19.2 1.0 7.8 4.4 1.2 1.0
ECS software 0.7 9.5 2.8 1.8 0.4 0.5 0.4 0.3 0.3
ECS personnel 0 0 0.4 0.9 1.5 5.4 6.2 8.4 9.0

Total cost 4.3 14.6 13.4 28.1 9.1 19.7 17.0 16.2 15.0

aBudget numbers for FY 1994-1997 are actual values; numbers for FY 1998-2002 are projections,
as of May 1998.
SOURCE: ESDIS.
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Contingency Plans

In the event that the ECS is not ready by the AM-1 launch, the instrument
teams have been given a choice of which system they will use—Version 0, ECS, a
hybrid of the two, or their own home-grown system. In particular, the MODIS
instrument team has decided that the MODIS computing facility will be the backup
for getting data to the scientists. On the other hand, the DAAC expects that the ECS
will be available on time, but without all the promised functionality. If this happens,
the DAAC believes it can develop work-arounds to process MODIS data through
the ECS. If the contingency plans of the MODIS instrument team are in fact
implemented, the DAAC will face a much lighter processing load, may find itself to
be oversized, and would have to revise its plans accordingly.

GSFC DAAC AND THE EARTH SCIENCE ENTERPRISE

Relation to Goddard Space Flight Center

The DAAC is hosted by the Goddard Space Flight Center, which provides
office and computer space and pays the salaries of the DAAC’s civil servants. The
DAAC is one of many facilities at the Goddard Space Flight Center and does not
receive special recognition from Goddard management. Indeed, since data manage-
ment is not a central mission of NASA, the DAAC believes its position within
Goddard Space Flight Center is vulnerable. The DAAC’s primary contact with
Goddard management is with Stephen Wharton, chief of the Global Change Data
Center, who reports to Vincent Salomonson, director of the Earth Science Division.

Relation to ESDIS

The GSFC DAAC follows the basic roles and responsibilities laid out by
ESDIS, but then puts in extra effort serving the customers (the business model).
ESDIS neither encourages nor discourages the DAAC from assuming these new
responsibilities as long as the basic requirements are met.

At the time of the October 1997 site visit, the DAAC perceived ESDIS as
having a development focus and thus a philosophical alignment with the ECS
contractor. As a result, tensions with the ECS contractor (see below) led to
tensions between the DAAC and ESDIS. Subsequent changes in management at
ESDIS and delays in the ECS have created a different kind of problem, which
was brought to the attention of the panel in June 1998. There is a growing belief
among some in the DAAC that ESDIS as no longer able to enforce standards or
interoperability among the DAACs. Instead, EOSDIS is becoming balkanized
and it is no longer clear that anyone is in charge of the overall system.
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Relation to Other DAACs

In October 1997, the DAAC manager saw the DAACs as being in a friendly
competition, although they all followed certain standards and cooperated in some
areas, such as driving the direction of the ECS. In addition, the GSFC DAAC
worked with the LaRC DAAC on instrument interdependencies and with the
EDC DAAC on archive. Even then, however, Chan described the GSFC DAAC
as an independent entity within EOSDIS, rather than as a part of the system.

Chan argued that data interoperability (i.e., standard formats that allow use
of the same tools on different data sets) is important but that system inter-
operability, which is burdensome and impedes evolution, should not be an abso-
lute requirement. In the panel’s view, this distinction, together with the emer-
gence of a federated system operating over the Web, entails a serious challenge to
the requirement for a uniform ECS architecture. This may ultimately call for a
profound rethinking and restructuring of EOSDIS in the future.

Relation to the ECS Contractor

The close proximity between the GSFC DAAC and the ECS contractor
should, in theory, facilitate a close working relationship between the two organi-
zations. In practice, the DAAC has a poor, but improving, relationship with the
ECS contractor. The DAAC has a good relationship with the operations side of
the ECS contractor, and the ECS liaison, Dopplick, has greatly eased communi-
cation problems between the DAAC and the development side of the ECS con-
tractor by acting as an emissary.

SUMMARY

The GSFC DAAC is a well-equipped, well-run operation, which has a num-
ber of impressive accomplishments, such as successfully assuming the manage-
ment of TRMM data. The DAAC’s successful handling of TRMM, SeaWiFS,
and other existing data sets bodes well for its ability to handle the large data sets
that will result from EOS missions. However, scaling up two orders of magnitude
to handle the MODIS data stream is a much greater challenge. MODIS is the
flagship instrument of AM-1, and the DAAC’s ability to process and disseminate
MODIS data and products to users will be a gauge of success for the entire EOS-
EOSDIS program.

The success of EOSDIS also depends on the ability of the DAACs and/or
other data or service providers to work together to enable users to integrate
disparate data sets from a variety of sources. Although the GSFC DAAC has
shared processing responsibilities with the EDC, NSIDC, and LaRC DAACs, it
views itself as isolated from, rather than an integral partner in, EOSDIS. Stronger
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links with the other DAACs would help ensure that EOSDIS functions as a
system.

Finally, the panel was pleased to find that the DAAC’s focus is on users. The
DAAC has a number of creative strategies, such as preparing predefined subsets,
for meeting the needs of existing users, and it tries to position itself to meet the
needs of new user groups as they emerge. The DAAC has also empowered its
data teams, which has led to greater user satisfaction with the center. These
measures are designed to increase the demand for DAAC data, while decreasing
the effort of the users. This is the essence of the DAAC’s business model. How-
ever, the DAAC’s relationship with its primary user community (i.e., scientists)
is weak, and the DAAC needs to focus on building relationships with its science
teams and the scientific user community, both at Goddard Space Flight Center
and elsewhere. Meaningful, ongoing interactions with scientists will help the
DAAC understand the impact of its decisions about issues such as reprocessing
on the scientific user community.
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ABSTRACT

The Langley Research Center (LaRC) DAAC manages data related to atmo-
spheric chemistry and the Earth radiation budget, from remote sensing observa-
tions and field experiments. At the time of the review, the DAAC had extended
the capabilities of its own information system to manage data from the first
Clouds and the Earth’s Radiant Energy System (CERES) instrument, which was
launched on the Tropical Rainfall Measuring Mission (TRMM) satellite on No-
vember 28, 1997. The success of this development and data management effort,
which was undertaken because of delays in the development of the EOSDIS Core
System (ECS), illustrates the resourcefulness and capability of LaRC DAAC
staff. Its success, however, has also led the DAAC to forgo use of the ECS for
managing its upcoming data streams. It may be possible for the DAAC to gener-
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alize its CERES-specific information system to accommodate other types of data,
but to do so would duplicate overall EOSDIS development efforts. It would also
incur the risk of isolating the LaRC DAAC from the EOSDIS system, thereby
making it more difficult for users to integrate data from the LaRC DAAC with
data from other DAACs. Consequently, the panel’s main recommendation is that
the DAAC develop a transition plan to link its information systems with the ECS
and keep a strong focus on the overall EOSDIS goals and ideals.

INTRODUCTION

Langley Research Center began processing Earth Radiation Budget Experi-
ment (ERBE) data in 1985. The LaRC DAAC was formed in 1989 and serves the
atmospheric science community, particularly those segments interested in Earth
radiation budget, clouds, aerosols, and tropospheric chemistry (Box 4.1). Its cur-
rent holdings include data from aircraft and satellite instruments and field cam-
paigns.

In addition, the DAAC is currently processing data from the first CERES
instrument, which was launched on the Tropical Rainfall Measuring Mission
(TRMM) in November 1997. The CERES/TRMM data will increase the volume
of the DAAC’s holdings from 900 GB to 155 TB by the completion of the
mission. Because the ECS was not ready in time for the TRMM launch, the
DAAC developed the Langley TRMM Information System (LaTIS) from its
existing information management system.

The DAAC is scheduled to receive data from several EOS-era instruments
over the next few years. These include two more CERES instruments, the Multi-
angle Imaging Spectroradiometer (MISR) and Measurements of Pollution in the
Troposphere (MOPITT), all on the AM-1 platform, and the Stratospheric Aerosol
and Gas Experiment III (SAGE III) on the Russian Meteor 3M satellite. Incorpo-
ration of these data streams will increase the volume of the DAAC’s holdings
from 3 TB to about 1,300 TB by the completion of the mission, but the DAAC
feels that scaling-up is less a data volume problem than a problem with the
number and diversity of data sets and the ability to train staff to know enough
about the data to help users. If allowed, the DAAC will expand the capacity and
functionality of the LaTIS to accommodate these data streams, although this
would tend to further isolate the LaRC DAAC from the EOSDIS system.

The Panel to Review the LaRC DAAC held its site visit on November 18-19,
1997. The panel subsequently updated its report through e-mail discussions with
the DAAC manager in June through September 1998.

HOLDINGS

The LaRC DAAC has holdings in the areas of the Earth’s radiation budget,
clouds, aerosols, and tropospheric chemistry (Box 4.2). For example, the long-
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term radiation budget data from ERBE and the follow-on CERES project will
prove valuable to researchers assessing long-term climate variability. An ex-
ample of an Earth radiation budget data product is given in Figure 4.1. Similarly,
the LaRC DAAC enables researchers to view the temporal and spatial variability
in the composition of the atmosphere. This provides insight into trends in the
oxidizing properties and radiative forcing of the atmosphere. The overview of
data points out, for example, areas of photochemical ozone production versus

BOX 4.1. Vital Statistics of the LaRC DAAC

History. The LaRC DAAC was created in 1989, and since there were no
heritage archives, the DAAC could begin with modern technology.
The DAAC built its own information management system, which it
modified to manage the CERES data.

Host Institution. NASA Langley Research Center in Hampton, Virginia.

Disciplines Served. Atmospheric science; data are available on Earth ra-
diation budget, clouds, aerosols, and tropospheric chemistry.

Mission. To support the Earth Science Enterprise by disseminating infor-
mation about the Earth System. The scientific priorities of ESE and the
U.S. Global Chance Research Program (USGCRP) that the DAAC
supports are (1) seasonal-to-interannual climate variability and predic-
tion; (2) decades-to-century climate variability; (3) atmospheric ozone
research; and (4) changes in ozone, ultraviolet radiation, and atmo-
spheric chemistry.

Holdings. The DAAC currently holds 3.3 TB of data, and anticipates
receiving 155 TB of data from CERES/TRMM and an additional 1160
TB from CERES, MISR, and MOPITT on the AM-1 platform and
SAGE III on Meteor 3M.

Users. There were 804 unique users in 1997, of which 30% were outside
the United States.

Staff. In FY 1998 the DAAC had 84 staff (including 4 civil servants) and
6 ECS contractors.

Budget. Approximately $7.9 million in FY 1998 (including DAAC costs
and ECS-provided hardware, software, and personnel), increasing to
$15.3 million in FY 2000.
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BOX 4.2. Data Holdings as of January 1998

• Active Cavity Radiometer Irradiance Monitor II (ACRIM II)—Total
solar irradiance data from October 1991 (ongoing).

• Earth Radiation Budget Experiment (ERBE)—Global monthly and
daily data from a multisatellite system for November 1984 to an un-
determined date.

• Clouds and the Earth’s Radiant Energy System (CERES) Pathfind-
er—Data from October 1986.

• Nimbus-7 ERB—Global daily data for June 1975 to December 1978.
• Sulfates/Smoke, Clouds, and Radiation (SCAR)—Daily data from the

eastern United States for July 1993 and Brazil for August to Septem-
ber 1995.

• Surface Radiation Budget (SRB)—Global daily and monthly averag-
es for March 1985 to December 1988.

• Surface Solar Energy (SSE)—Data for March 1985 to December
1988.

• International Satellite Cloud Climatology Project (ISCCP)—Global
daily, biweekly, and monthly data for 1983 to 1995.

• First ISCCP Regional Experiment (FIRE)—Regional daily data for
October and November 1986, June and July 1987, October and No-
vember 1991, and June and July 1992.

• Subsonic aircraft; Contrail & Clouds Effects Special Study (SUC-
CESS)—Aircraft- and ground-based measurements for April to May
1996.

• Aerosol Research Branch (ARB) 48" Light Detection and Ranging
(LIDAR)—Ground station data for January 1982 to an undetermined
date.

• Stratospheric Aerosol and Gas Experiment I, II (SAGE I, II)—Global
monthly data for February 1979 to November 1981 (SAGE I), and
global monthly and seasonal data for October 1984 to an undeter-
mined date (SAGE II).

• Stratospheric Aerosol Measurement II (SAM II)—Data from the polar
regions are available for October 1978 to January 1993.

• Biomass Burning—Ground station data for December 1979 to Janu-
ary 1981.

• Global Tropospheric Experiment (GTE)—Regional daily data for
July and August 1988, July and August 1990, September and October
1992, and September and October 1996.

• Measurement of Air Pollution from Satellites (MAPS)—Global daily
data for 1984 and 1994 Space Shuttle flights.
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• NASA Water Vapor Project (NVAP)—Global daily and monthly data
for January 1988 to December 1992.

• Scanning Multichannel Microwave Radiometer (SMMR)—Global
monthly data for 1979 to 1984.

• Special Sensor Microwave/Imager (SSM/I)—Global monthly data for
July 1987 to December 1991.

• Atmospheric Radiation Measurement Enhanced Shortwave Experi-
ment  (ARESE)—Regional daily data for September to October 1995.

SOURCE: NASA (1998).

destruction and shows the impact of anthropogenic emissions on the chemistry of
the remote troposphere.

Formats

To facilitate integration of different types of data from different sources,
EOS data will be distributed in a common format, Hierarchical Data Format
(HDF). The LaRC DAAC and its users have little experience with HDF-EOS and
are concerned about its being a deterrent to data use and access, particularly due
to a limited set of tools for its use. In addition, the three HDF data structures
supported by the ECS—point, swath, and grid—do not apply to all LaRC data
sets. ESDIS recognizes the problem, but until a solution is devised, the panel
counsels the DAAC to consider supporting multiple formats. Several data centers
and DAACs have experience writing translators for HDF, and the DAAC should
take advantage of this existing expertise before MISR and MOPITT are launched.

Metadata

The scientists involved with the mission or experiment are largely respon-
sible for the metadata associated with their data products. For non-EOS data sets,
the LaRC DAAC provides the data producers with a data ingest form, and the
scientists specify the key parameters and perform the quality assurance and qual-
ity control. The DAAC then checks the data against the acceptable values pro-
vided by the scientists as another quality assurance and quality control step for
the data. For EOS missions, the DAAC is obligated to use the ECS metadata
model, although data providers can also define product-specific metadata. Only a
subset of the ECS metadata was used for the CERES/TRMM mission, however,

BOX 4.2.  Continued
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which may pose difficulties for its incorporation into the ECS. The problem is
that the ECS has a minimum set of metadata “valids” without which the ECS will
not work.

Processing Plans

At the time of the site visit, the DAAC was preparing for the imminent start
of processing for the CERES/TRMM experiment. (The processing began in De-
cember 1997, and the DAAC has already reprocessed some of the data.) Simi-
larly, the DAAC’s processing plans were to generate Level 1-3 CERES/AM-1,
MISR, and MOPITT data, and to distribute and archive the AM-1 data and SAGE
III products using the ECS (see Table 1.1 for a description of processing levels).
Delays in the ECS, however, have led NASA to consider transferring processing
responsibilities for some instruments from the DAACs to the science teams. As a
result, the DAAC’s backup system, the LaTIS, will be used to process and handle
CERES/AM-1 data. MISR processing is still planned for the ECS, and MOPITT
processing is planned to transition to the ECS after an initial validation period.

To prepare for the data streams, the DAAC is testing and integrating Project
Generation Executables (PGEs) into its information system. As of June 1998, the
DAAC had run 31 simultaneous instances of the CERES/TRMM PGE for pro-
ducing Level-1B data. With regard to MISR, eight PGEs have been delivered to
the DAAC for testing, and the Level 3 PGEs are still being developed. The
DAAC has successfully run two of the MISR PGEs through the data processing
system and is testing and integrating the others into the ECS. Tests to integrate
MISR PGEs into the LaTIS are scheduled for summer 1998. Finally, the three
MOPITT PGEs will be run by the MOPITT instrument team rather than the
DAAC, until six months after launch. Although the DAAC has tested MOPITT
PGEs on earlier versions of the ECS, comprehensive tests for integrating the
PGEs into the system will not begin until closer to launch.

At the time of the review, the panel was concerned that interdependencies
with other instruments could affect the DAAC’s readiness for the CERES instru-
ments. CERES/TRMM depends on the Level 1B product of the Visible Infrared
Scanner (VIRS), and CERES/AM-1 depends on Level 1B products of the Moder-
ate Resolution Imaging Spectroradiometer (MODIS). Simulated VIRS and MO-
DIS data for testing PGEs are being provided to the LaRC DAAC by the CERES
instrument team, and the DAAC anticipates no problems receiving the data it
needs for PGE testing.

Reprocessing Strategy

The DAAC does not have a formal strategy for reprocessing. Rather, it
attempts to ensure adequate resources to allow both processing and reprocessing,
and works with its instrument teams to implement reprocessing as necessary. For
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example, with the CERES/TRMM experiment, the DAAC has been processing
Level-1B data daily since December 1997. Several revisions of the Level-1B
PGE have been incorporated, and parts or all of the data have been reprocessed
twice as part of algorithm verification. In the longer term, the CERES team and
the DAAC are planning a more extensive reprocessing of CERES/TRMM data in
the third year of the mission.

Subsetting Strategy

Subsetting is a concern of the DAAC. Subsetting tools are scheduled to be
provided in later versions of the ECS, but they will likely not be available before
the next EOS mission is launched. Consequently, the DAAC has begun develop-
ing capabilities for subsetting large-volume, high-demand products on the fly.

Data Acquisition

The satellite holdings of the DAAC are most useful when combined with
other types of data. For example, the LaRC DAAC mandate includes aerosols
and tropospheric chemistry. Aerosols and reactive trace gases show a good deal
of variability on regional scales; their concentrations are often significantly higher
near sources, but certain meteorological conditions can cause pollution on a large
scale. These regional-scale perturbations can be relevant to global change issues,
for example, the sulfate aerosol and ozone from industrial processes in North
America, Europe, and Asia and biomass burning in the tropics. Numerous region-
ally focused field experiments to gather data on aerosols and tropospheric gas-
phase species have been conducted or are planned, and the LaRC DAAC will
have to be aggressive about acquiring these data sets in order to best serve the
scientific user community.

Long-Term Archive

NASA and NOAA are negotiating a Memorandum of Understanding to trans-
fer data from the DAACs to NOAA archives sometime after the end of the EOS
missions. Until this agreement is concluded, the LaRC DAAC plans to continue
managing its data as long as funds are available. Although the DAAC sees the
data transfer as inevitable, it believes that this will be expensive and that a NOAA
archive will move the data too far away from those who have expertise with the
data to be really useful.
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USERS

Characterization of the User Community

The user community for the LaRC DAAC can be divided into two general
types; data providers and data users. The DAAC philosophy is to serve both user
types equally, while recognizing that scientific researchers of either type have the
highest priority. Data providers are primarily scientists involved with current or
recent space experiments, field experiments, data analysis and synthesis teams,
and EOS instrument teams. Data users include scientists, educators, the general
public, and the commercial sector. DAAC surveys indicate that scientists are the
primary user group, accounting for more than 50% of Web-based inquiries, and
overseas users are the fastest-growing user group. The DAAC tries to serve its
entire user community by providing a variety of ways to access and use its data
holdings.

User Working Group

The role of the DAAC’s User Working Group (UWG) is to identify new data
sets that would be useful to the DAAC and its users, and to determine whether
additional functionality is needed. The UWG feels that the DAAC is responsive
to its recommendations, but with the completion of Version 0 of the information
system, the members feel that their job is done and there is little interest in joining
or participating in the meetings. Neither the DAAC nor the UWG feels that the
UWG has a role in guiding the development of the LaTIS or ECS systems. After
an 18-month hiatus, the UWG held its requisite two meetings in the past year,
although only about 25% of members attended.

The panel feels that the UWG is not as effective as it could be. The DAAC
seems to want the UWG to become an outreach group that operates under the
DAAC. Instead, in the panel’s view, the UWG should be an external group that
provides scientific oversight, and it should have a co-chair from outside Langley
Research Center as mandated in its charter. The panel followed up with the UWG
in June 1998 and learned that a co-chair from the University of Colorado had
recently been appointed. To ensure that the needs of the users are met the panel
urges the UWG co-chairs to become familiar with a broad range of DAAC
activities, and to become more aggressive in providing needed advice.

Recommendation 1. To fulfill its responsibilities to the users, the
UWG should be assertive and act as an independent body. The
DAAC in turn should respond to recommendations of the UWG.
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Relationship with the Scientific Community

A significant strength of the LaRC DAAC is its strong interaction with the
radiation and clouds scientific community who both produce and use DAAC
data. This evolved as a result of Langley’s processing of the ERBE data begin-
ning in 1985. Thus, when the DAAC was formed in 1989, the initial staff
already had experience in interacting with ERBE scientists, whose close geo-
graphical proximity to the DAAC greatly facilitated this interaction. The evolu-
tion continued as preparations were made for processing CERES data; the
DAAC personnel actively interact with CERES algorithm developers as well as
attend CERES Science Team meetings. The proximity and interaction with
both ERBE and CERES have clearly proven beneficial to the DAAC staff,
providing them with a unique appreciation of the science issues relating to the
data they are processing.

Field campaign data are generally more complex than satellite data. They
involve one-of-a-kind instruments and require extensive metadata. One such field
experiment was the First ISCCP Regional Experiment (FIRE) for which the
LaRC DAAC archives and disseminates the data to investigators. LaRC DAAC
personnel participated in the planning meetings and field experiments, and scien-
tists from the FIRE experiment felt well served by the DAAC. A representative
from FIRE who attended the site visit stated, “The LaRC DAAC is an integral
part of our experiment.” On the other hand, this strong involvement with specific
projects limits the DAAC’s ability to take a broad view, and attention should be
paid to other instruments and disciplines.

The DAAC’s cooperation with the radiation and clouds scientific communi-
ties has been excellent. Interaction with the broader scientific community using
DAAC data is not as strong. For example, Langley Research Center hosts an
outstanding atmospheric chemistry facility employing world-class scientists. They
hold seminars and offer scientific expertise to anyone in the DAAC who is
interested. Some of the DAAC personnel were drafted from this facility, and to
take full advantage of the in-house expertise in chemistry, more such appoint-
ments should be made in the future. The panel feels that unless ties with a broader
range of scientists at Langley Research Center and elsewhere are strengthened,
the DAAC will miss the benefit of a richer source of advice and feedback from its
users. For example, scientists actively involved with the DAAC could help iden-
tify which complementary data sets to acquire (see “Data Acquisition,” above).

Recommendation 2. The DAAC should seek daily interaction with a
broader range of active researchers through a visiting scientist pro-
gram and/or through closer ties with atmospheric scientists at the
Langley Research Center.
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User Services

Users can access the DAAC’s information system in a variety of ways,
including a graphical interface, a character interface, Web search, and ftp. If a
user has a problem with any of the access methods, the DAAC attempts to solve
it. If time is required to solve the problem, however, the DAAC will provide
access to the data via another mechanism. Problems with media or DAAC-pro-
vided software are addressed by DAAC staff. If the problem is with the content of
the data file, the problem is forwarded to the data provider. The UWG felt that the
DAAC handles unsophisticated customer requests and problems well and that it
is also effective in identifying the right data providers for users to talk with.

Subscription services are available at the DAAC, but the system is not auto-
mated and bogs down quickly. Future releases of the ECS will have subscription
services, and the DAAC plans to wait for this capability to be offered by the ECS,
rather than develop its own automated service.

Documenting Scientific Productivity

The DAAC will ultimately be evaluated on the number and impact of re-
viewed scientific publications that acknowledge DAAC services. Although the
DAAC has played an integral role in major experiments such as ERBE and FIRE,
little effort has been made to track publications or citations to document the
productivity of the DAAC. The DAAC presented a list of 12 peer-reviewed
journal articles that used DAAC data. Based on the panel’s knowledge of the
literature, the publications of panel members, and the number of researchers
using the DAAC (several hundred per year), the panel suspects that the number of
articles that actually used data from the DAAC is probably an order of magnitude
greater. DAAC personnel expressed reluctance to make the effort to document
their impact on the science, but doing so could help the DAAC avoid unfair
criticism in the future. Active, atmospheric researchers on-site (see recommenda-
tion above) would have a vested interest in enhancing and documenting the
scientific productivity of the DAAC.

Foreign Access

The LaRC DAAC is located within a secure facility, but because few people
need to physically visit the DAAC, high security was not viewed by the DAAC as
a barrier to access. Visits can be arranged easily for U.S. citizens and residents
with green cards. For other individuals, a visit of less than two weeks can be
approved by the deputy center director with about ten days notice, and longer
visits require approval by NASA Headquarters and about one month notice.



Copyright © National Academy of Sciences. All rights reserved.

Review of NASA's Distributed Active Archive Centers 
http://www.nap.edu/catalog/6396.html

82 REVIEW OF NASA’S DISTRIBUTED ACTIVE ARCHIVE CENTERS

TECHNOLOGY

The Version 0 System

The Version 0 system runs on a collection of networked computers under the
UNIX operating system. This system, which is being phased out, offers a stan-
dard X-Windows interface, a character-based interface, and an evolving Web-
centric interface, all developed at the DAAC. In addition, Version 0 includes a
cross-DAAC interoperable Web gateway interface. Some users have written
single-purpose software programs that rely on Version 0. The DAAC will have to
provide these users with an easy path to upgrade to the ECS baseline in order to
be able to quickly retire the Version 0 hardware, software, and processes once an
operational version of ECS has been delivered. Only by explicitly planning this
transition in a timely fashion will the DAAC be able to eliminate the need to
allocate resources to the Version 0 system.

The EOSDIS Core System

The future hardware, software, and process suite specified in the ECS con-
tract comprise the ECS baseline. At the time of the site visit, some hardware with
initial checkout and installation software had been delivered, and the DAAC was
awaiting the remainder of the baseline system without knowing exactly what the
system would include or how it would operate.

Hardware. The hardware associated with the ECS baseline is a modern system
architecture composed of SGI Challenge and Sun Ultra Enterprise machines,
along with fairly large tape archive systems (EMASS AML and STK
PowderHorn) built by Storage Technology. This hardware appears to be fully
installed and available for use once the software is delivered. During the site visit
the panel was given no evidence that the system hardware had been sized to fit
the load expected at this DAAC. Since the aggregate input/output and processing
bandwidth available within the installed equipment seems to support the T3
communications link, one must assume that this analysis has been done as part of
determining the hardware baseline by the ECS contractor.

The panel notes that the DAAC is accumulating maintenance costs on ECS
hardware that sits idle until the ECS software is delivered. If and when the
software is delivered, the DAAC will have to make a concerted effort to migrate
its data sets to the new system.

Software. Although details of the ECS software design and selection were not
available to the panel, the software is described as an object-oriented architecture,
composed of approximately 70 COTS packages surrounded by more than a mil-
lion lines of contractor-developed custom code. This COTS software appears to
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have grown into a fairly stable set of supported elements as the vendors’ products
have matured and the ECS contractor has firmed up its design.

Processes. The descriptions given to the panel were unclear concerning time
lines and processes necessary to install a locally desired change into the delivered
software. LaRC DAAC personnel had only a minimal amount of system knowl-
edge in this area, and it seems likely that staff will need process training when the
system baseline is brought on-line later this year. DAAC staff were unsure of
what metrics will be available to allow them to understand how well the system is
running when it is on-line. Again, basic ECS system training, with an emphasis
on production metrics relevant to the LaRC DAAC, would significantly improve
the DAAC staff’s understanding of the system.

The Langley TRMM Information System

Because the ECS baseline software was not available in time to support the
launch and initial operation of CERES/TRMM, ESDIS asked the LaRC DAAC to
develop a parallel system that would serve as an interim baseline until the ECS
was installed. The resulting system, the LaTIS, was designed to use the COTS
chosen by the ECS contractor where possible, based on the rationale that the
training requirements for the DAAC staff would be minimized.

Hardware. The hardware baseline for the LaTIS is based on the next-generation
SGI machines (the Origin series), which are largely compatible with the ECS
Challenge series machines. Both are multiprocessor architectures and use the
same processors. However, the processors are connected in different ways and
thus require different version of the SGI operating system. The DAAC’s experi-
ence is that applications generally run on either series, but drivers do not. It
expects that the LaTIS would run on Challenge machines, but has not tried this.

LaRC DAAC management obtained a factory-refurbished tape archive (the
STK PowderHorn library with six Redwood SD-3 drives) to save money. The
archive is completely compatible with the ECS baseline and can therefore be-
come part of the eventual ECS system.

Software. Because the LaTIS contractor is not the same as the ECS contractor and
because details of the ECS software design were not available, the LaTIS software
was implemented using software that is at least partially incompatible with the current
ECS baseline. Specifically, the LaRC DAAC team has chosen to use the BigSur
database technology on top of the Informix Universal Server to implement the LaTIS.
BigSur is the result of work at the University of California, Berkeley, and has been
modified to handle the load and requirements for automating the CERES production
process. Although this is a technologically sound choice for the LaTIS design, such
incompatibilities will force the LaRC DAAC to operate a separate maintenance
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process until such time as this software can be merged into the ECS. In other software
selections, the LaTIS appears to have achieved compatibility with ECS by using
libraries obtained directly from the ECS contractor. When asked about the configura-
tion management of these libraries, however, DAAC personnel indicated that the
libraries used for the LaTIS may not have kept up with the latest changes to the ECS
libraries. Thus, it appears that this is a second area in which the LaTIS may prove
challenging to merge with the ECS.

Langley Research Center scientists have identified a number of additional
capabilities, such as subsetting, that could be included in the LaTIS (and the ECS,
if they are not already part of that baseline). It is obvious that, if allowed, the
LaRC DAAC will expand the functionality of the LaTIS to meet the needs of its
users. Thus, it becomes even more important to ensure that the system is covered
by a technically sound set of change and upgrade processes if and when the ECS
can be used.

Processes. The processes used for the LaTIS appear to be reasonably well
thought out and consistent with modern engineering procedures. The DAAC
uses a configuration management mechanism for identifying, implementing,
testing, and installing changes to the baseline, as well as a defined end-to-end
test procedure using both live instruments and simulated data. In addition, the
LaTIS hardware configuration includes a smaller, similar system in parallel to
the main processing system where additional development and/or changes can
be tested prior to cutting in a new production baseline. Thus, the LaTIS appears
to be a technologically sound production system. However, the DAAC does not
keep metrics for measuring its performance, making progress difficult to docu-
ment.

Recommendation 3. To monitor the performance of the LaTIS, the
DAAC should document its production metrics.

The LaTIS presents an enigma to the DAAC. Although the system looks as
though it works, it requires an infrastructure and budget for its lifetime support.
Such an infrastructure will quickly be recognized as redundant with the ECS
baseline once that system is installed and operational (see Recommendation 4
below).

Media Versus Web Distribution Strategy

The DAAC is experienced in the use of conventional methods of providing
data to its customers. Such methods include responding to user requests by pro-
viding data on magnetic tape, floppy disk, or CD-ROM. A majority of users are
now requesting that data be provided via the Internet. Statistics on users’ access
methods show that in nine months (December 1996 to September 1997), 70% of



Copyright © National Academy of Sciences. All rights reserved.

Review of NASA's Distributed Active Archive Centers 
http://www.nap.edu/catalog/6396.html

LANGLEY RESEARCH CENTER DAAC 85

users have switched from ordering data off-line to ordering data over the Internet.
To serve these users, the DAAC has made good progress on developing its Web
site; the panel found the Web site to be simple, straightforward, and well docu-
mented, although it can be difficult at times to find specific data sets.

MANAGEMENT

General Philosophy

Since the time of the review, the DAAC manager, Roy Dunkum, had retired
and Richard McGinnis, the deputy, has become DAAC manager. Although the
DAAC had only nine months to prepare for CERES/TRMM, and delays in the
ECS had compressed the time in which to prepare for the AM-1 platform,
Dunkum seemed confident about the DAAC’s ability to handle the upcoming
data streams. This assessment seems to be based on the DAAC’s successes in
managing existing data sets and in developing the Version 0 and LaTIS systems,
but whether the DAAC can manage the “fire hose” of data remains to be seen.

Dunkum’s philosophy was that for system design, hardware is cheap and it is
reasonable to buy sufficient hardware to accommodate average peak loads. For
staffing purposes, a philosophy of “just-in-time” hiring has been followed be-
cause hiring staff before there is work to do wastes money and results in low
morale. Just-in-time staffing, however, may make it difficult for the DAAC to
maintain the high level of training that it has provided to staff in the past.

Personnel

The panel perceived serious tensions between DAAC staff and the ECS
contractors on-site. The ECS contractors were not invited to help prepare for the
NRC site visit and they were not introduced to the panel. Uncertainty about the
ECS contract is high, and the ECS contractors are worried about job security.
Emergency backup plans such as the LaTIS, which work around the ECS, and
proposals to replace the ECS with the LaTIS have made matters worse. Even with
these morale problems, however, staff turnover (five or six individuals per year)
is probably normal.

Budget

The LaRC DAAC’s total budget is $7.9 million in FY 1998, with an average
budget over a nine-year period of $10.8 million (Table 4.1). The main variability
in the budget is related to major hardware acquisitions (e.g., FY 1996 and FY
1997 for CERES/TRMM).

To show its cost-effectiveness, the DAAC cited several factors, including
just-in-time staffing; the purchase of a used and upgraded StorageTek; the rela-
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tively low cost of living; the large pool of expertise in the area, which keeps
relocation expenses low; and low growth in the budget, compared with the growth
in data sets, data volume, projects, and granules. Quantitative measures of cost-
effectiveness are not kept by the DAAC.

Contingency Plans

The DAAC has two types of contingency plans. The first, development of
the LaTIS to manage CERES/TRMM data, is described above. The second is
related to the “25-50-75 scenario” for processing data from the AM-1 instru-
ments. In the event of further delays in the delivery of the ECS, NASA has
decided that only 25% of the data will be processed initially. Unfortunately,
interpretations of what 25% means differ between the DAAC, the ECS contrac-
tor, and the instrument teams. The ECS contractors plans to install only 25% of
the hardware, but the CERES instrument team plans to process a full month of
data at once every four months, which will require full processing power in order
to keep up with the data streams. The panel suggests that the interested groups
work together to devise a compatible implementation of the 25-50-75 scenario.

Strategic Plans

As noted above, at the time of the site visit, the DAAC had made no real
preparations for the ECS. When the ECS is delivered, the DAAC will have to
devote a great deal of time, resources, and development to make the systems
compatible or to transition its data sets to the new system. Although the rapid
development effort that led to the LaTIS is commendable, the panel is concerned

TABLE 4.1. Total LaRC DAAC Costs (million dollars)a

Fiscal Year

1994 1995 1996 1997 1998 1999 2000 2001 2002

LaRC DAAC 1.6 1.7 2.6 8.6 7.2 8.6 11.0 13.3 10.3

ECS hardware 0 0.6 6.5 6.7 0.3 7.6 3.5 1.2 0.4
ECS software 0 0.1 0.8 0.4 0.2 0.4 0.2 0.2 0.2
ECS personnel 0 0 0.1 0.1 0.2 0.7 0.6 0.6 0.6

Total cost 1.6 2.4 10.0 15.8 7.9 17.3 15.3 15.3 11.5

aBudget numbers for FY 1994-1997 are actual values; numbers for FY 1998-2002 are projections,
as of May 1998.
SOURCE: ESDIS.
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about the ability of the current instrument-specific version of the LaTIS to fit
within a multi-DAAC system. On the other hand, parallel operation of the LaTIS
and ECS systems is not likely to be cost-effective.

Recommendation 4. The DAAC should prepare a strategic plan
either to achieve full functional compatibility between the LaTIS
and the ECS or to effect a transition from the LaTIS to the ECS,
whichever is the most cost-effective way to maintain compatibility
with the remainder of the DAAC system.

LARC DAAC AND THE EARTH SCIENCE ENTERPRISE

Relation to Langley Research Center

The DAAC is separated physically and programmatically from the atmo-
spheric scientists at Langley Research Center. The DAAC is located in the Infor-
mation Systems and Services Division of the Internal Operations Group of
NASA’s Langley Research Center. The Atmospheric Sciences Division, on the
other hand, is located within the Space and Atmospheric Science Program Group.
The heads of both groups report to the Langley Research Center director.

As indicated by their presence at the site visit, Langley managers are inter-
ested in the operations of the LaRC DAAC. Langley Research Center provides
facilities, secretarial support, and travel support to the civil servants. In the future,
the DAAC will begin “full-cost accounting” and will have to pay for all the
facilities and services it uses.

Relation to ESDIS

The LaRC DAAC identified two problems in its relationship with ESDIS—
communications and philosophical differences. With regard to the former, UWG
members complained that action items on software sent to the ESDIS Project are
mostly ignored. However, the primary communication problem—that ESDIS
acts as a gatekeeper for interchanges between the DAAC and the ECS contrac-
tor—has been resolved. The DAAC now discusses bugs, software fixes, and so
forth, directly with the ECS contractor.

Philosophically, the DAAC does not believe that a uniform EOSDIS, which
is promulgated by ESDIS, is in the best interests of its users. It therefore works
to customize EOSDIS functions and to take on some of the responsibilities of
the ECS contractor. For example, to use people and resources efficiently,
Dunkum received permission and funding from ESDIS to provide maintenance
on the ECS hardware and software already at the DAAC. The development of
the emergency system LaTIS, which was built to fewer requirements than the
ECS, is another example. If allowed, the DAAC would likely attempt to extend
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the capabilities of the LaTIS to meet the needs of AM-1 instruments, rather
than use the ECS.

Relation to Other DAACs

In the past, all of the DAACs cooperated to create interoperability in Version
0 and the ECS, but now that system development has become the responsibility
of the ECS contractor, communication between the DAACs has largely been
reduced to regular teleconferences. The LaRC DAAC works with the GSFC
DAAC because of instrument interdependencies, but is not proactive in market-
ing its own tools (i.e., the LaTIS) or learning about the tools or techniques of
other DAACs. In the panel’s view, these examples illustrate a weakness in the
links between the LaRC DAAC and the other DAACs. The DAAC’s anticipated
use of the LaTIS, rather than the ECS, for upcoming EOS data streams will likely
further isolate the LaRC DAAC from the system.

Relation to the ECS Contractor

Although the DAAC finds dealing with the ECS contractor in Landover to be
slow and difficult, it feels that the ECS contractor is becoming more responsive to
the identification of bugs. Nevertheless, the DAAC does not believe that the ECS,
if it is ever delivered, will meet the needs of the science teams. Not only would
the ECS have to be adapted to take advantage of the new network environment
(e.g., WWW, Java), but new software demanded by the science teams would also
have to be incorporated into the ECS release schedule.

Despite these problems, the panel found the DAAC to be complaisant about
the ECS. Indeed, with the diversion of ECS maintenance funds to the LaRC
DAAC, and ECS engineers to the development of the LaTIS, the LaRC DAAC
feels it has already worked around the anticipated ECS difficulties.

SUMMARY

Important functions of DAACs are to make it easy for data providers to work
with the information system and to satisfy their users. The LaRC DAAC’s inter-
actions with its data providers are superb. The DAAC even participates in the
design and execution of data management aspects of the field experiments, which
will help it manage the resulting data better in the long term. The DAAC’s
relationship with users, however, is not as strong. In particular, the DAAC could
benefit from having more interaction with the atmospheric science user commu-
nity. A ready opportunity to understand more about the DAAC’s data sets exists
through a closer relationship with the atmospheric scientists who are housed just
a few buildings away from the DAAC. In addition, the User Working Group,
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which is seeking a role in the EOS era, could help the DAAC learn more about
user needs, as well as the utility of the DAAC’s formats and tools.

Given the delays in the ECS, the development of tools to make the DAAC’s
data easier to find and work with will be increasingly important to the user
community. The DAAC manages its existing data sets well, but to make EOS
data as useful, the DAAC must continue developing its Web interface and
subsetting tools. The latter will be particularly important for dealing with large
EOS data sets.

The DAAC has already begun to deal with its first EOS data stream from the
CERES instrument, which was launched on the TRMM satellite in November
1997. Because the ECS was not ready, the DAAC developed a CERES-specific
information system, the LaTIS, to manage the data. That the LaTIS appears to be
working well is a tribute to the talent, dedication, and resourcefulness of DAAC
staff. The use of the LaTIS, however, comes with two costs. First, the DAAC
incurs maintenance costs for the information system for the lifetime of the mis-
sion. Second, the LaTIS was built to fewer specifications and a smaller metadata
model than the ECS, which may pose downstream difficulties for users trying to
obtain data from the different information systems. As such, the LaRC DAAC is
in danger of becoming a weak link in the ultimate EOSDIS system.
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J.-BERNARD MINSTER, Chair, Scripps Institution of Oceanography,
La Jolla, California

FERRIS WEBSTER, Vice Chair, University of Delaware, Lewes
RUTH S. DEFRIES, University of Maryland, College Park
ALLEN M. HITTELMAN, NOAA National Geophysical Data Center,

Boulder, Colorado
DAVID A. LANDGREBE, Purdue University, West Lafayette, Indiana
DAR ROBERTS, University of California, Santa Barbara

ABSTRACT

The Earth Resources Observation Systems (EROS) Data Center (EDC)
DAAC is hosted by the U.S. Geological Survey. Its mission is to manage and
distribute data products generated by low-Earth-orbit missions of the EOS pro-
gram that deal with land surfaces and land processes. At the time of the formal
review, the DAAC had no experience with the EOSDIS Core System (ECS),
which is intended to provide the distribution and subsetting capabilities for all of
the DAAC’s new data streams. The DAAC has since worked with the ECS
contractor on its “mini-DAAC,” and launch dates have been delayed by at least
six months. The extra time should enable the DAAC to address, at least partially,
the panel’s main recommendations: (1) the DAAC should devote considerable
effort to preparing for the Landsat 7 and AM-1 data streams, including develop-
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ing contingency plans for inevitable initial difficulties with the ECS; and (2) the
DAAC should develop a clearer vision for serving the needs of its scientific and,
potentially much more numerous, applications users. This vision should include a
plan for meeting the challenges of the EOS era, including major increases in data
volume and product diversity, a broader user community, and concomitant in-
creased complexity of user services.

INTRODUCTION

The EDC DAAC was created in 1992 to manage data from Landsat 7 and
other land remote sensing instruments. It is located within the EROS Data Center,
which has been managing land processes data for two decades, but its holdings
and operations are separate from those of the USGS. The creation of the EDC
DAAC signaled a shift in the focus of the Landsat program. Previous Landsat
satellites served primarily the applications community, a very large user group
that is likely to increase substantially if data become available at lower cost and in
near real time. Landsat 7, on the other hand, has been incorporated into the EOS
program as a science instrument, and scientists will be the DAAC’s highest-
priority users (Box 5.1). However, the demands on the system will likely still be
driven by the applications users.

When it was formed, the EDC DAAC did not acquire any heritage data sets.
Its data sets, which are few in number but relatively large in size, include the
Global 1-Kilometer Advanced Very High-Resolution Radiometer (AVHRR),
Landsat Pathfinder, and the digital elevation model Global 30 Arc-Second Eleva-
tion Data Set (GTOPO30).

In the EOS AM-1 era, the DAAC will manage data from Landsat 7 and the
Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER).
It will also receive Moderate-Resolution Imaging Spectroradiometer (MODIS)
data from the GSFC DAAC and will distribute and possibly process MODIS land
products. Data from these instruments, which are scheduled to be launched in
1999, will increase the volume of holdings by a factor of 20, from 9 TB to nearly
200 TB per year (Box 5.1).

To prepare for these data streams, the DAAC has requested an additional 50
ECS contractors (there are 38 ECS contractors at the DAAC in FY 1998), and it
has begun readiness exercises. The DAAC has tested the algorithms for process-
ing ASTER data and appears to be ready for the ASTER data stream. This is to be
credited in large part to the ASTER instrument team, which was extremely dili-
gent in porting its processing codes to the DAAC and testing them extensively.
Readiness for MODIS will depend, in part, on the GSFC DAAC and the MODIS
science team; at the time of the review, the schedule and products from the
MODIS science team were still uncertain, and only limited tests of the algorithms
had been completed.

Delays in the delivery of the ECS and uncertainties about its capabilities
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have made preparations for the EOS data streams more difficult. The EDC DAAC
relies exclusively on the ECS for managing the data, and a relatively high level of
functionality will be required to ensure timely processing, subsetting, and distri-
bution of data.

The Panel to Review the EDC DAAC held its site visit on November 24-25,
1997. The following report is based on the results of the site visit and e-mail
discussions with DAAC personnel held in June and July 1998.

HOLDINGS

The data currently distributed by the EDC DAAC (Box 5.2) are widely used
for a variety of scientific applications. The Landsat Pathfinder data, for example,
serve as a rich resource for many aspects of global change studies related to the

BOX 5.1. Vital Statistics of the EDC DAAC

History. The EDC DAAC was created in 1992. Its roots go back to 1972
when the long-standing, successful relationship between NASA and
the USGS to archive, process, and distribute Landsat data was estab-
lished.

Host Institution. USGS EROS Data Center in Sioux Falls, South Dakota.

Disciplines Served. Biology, hydrology, limnology, and ecology; data
are available on processes existing and operating at or near the land
surface.

Mission. Archive, process, and distribute EOS land processes data for
use by the earth science and global change research communities.

Holdings. The DAAC currently holds 9 TB of data and anticipates
receiving more than 50 TB of data per year from Landsat 7 and an
additional 80-145 TB per year from the AM-1 platform.

Users. There were 1156 unique users in FY 1997.

Staff. In FY 1998 the DAAC had 4 civil servants, 68 FTEs, and 38 ECS
contractors.

Budget. Approximately $6.5 million in FY 1998 (including DAAC costs
and ECS-provided hardware, software, and personnel), increasing to
$13.7 million in FY 2000.
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land surface. The 1-km AVHRR data have been used by many researchers to
characterize the land surface as well as to model the role of the land surface in
earth system processes. GTOPO30 topographic data (Figure 5.1) are needed for
both radiometric and geometric correction of sensor data. Use of these data and
imagery has greatly facilitated research on topics ranging from land cover change
to geomorphology to hydrology.

Landsat 7

Three agencies are involved in Landsat 7—NASA, NOAA, and USGS.
NASA is responsible for building and launching the spacecraft and instrument,
and for building, installing, and testing flight operations, ground data reception,
and processing, archive, and distribution systems. It is also funding the DAAC to
provide Level 0 archive and distribution for NOAA and Level 1 product genera-
tion and distribution for NASA (see Table 1.1 for a description of processing
levels). NOAA is responsible for coordinating the international ground station
network and for performing flight operations, data acquisition, and preprocess-
ing. Finally, the USGS is responsible for long-term archive and distribution. Such
sharing of responsibility is a concern to the panel because no single entity has
end-to-end responsibility for the program.

Formats

Nearly all EOS data sets will be formatted in Hierarchical Data Format
(HDF). The land processes community has little experience with HDF-EOS, but

BOX 5.2. Data Holdings as of January 1998

• Global 1-Kilometer Advanced Very High-Resolution Radiometer
(AVHRR)—Global and regional 1.1-km resolution data beginning in
1992.

• Spaceborne Imaging Radar-C (SIR-C)—Six-hour global data from
1994 Space Shuttle flight.

• Global 30 Arc-Second Elevation Data Set (GTOPO30)—30 by 30
arc-second digital elevation data.

• Landsat Pathfinder—Seasonal global and regional data from the
1970s, 1980s, and 1990s.

• Aircraft Scanners—Monthly local data beginning in 1987.

SOURCE: NASA (1998).
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the DAAC could undertake efforts immediately, such as converting existing data
sets to HDF-EOS for data distribution and exchange.

Data Restrictions

Currently all DAAC data are unrestricted, but the EDC DAAC is planning to
buy and disseminate commercial Landsat data from foreign ground stations. Use
of these commercial data will be subject to restrictions established by the com-
mercial vendor, the Earth Observation Satellite Company.

Processing Plans

At the time of the site visit, the EDC DAAC was scheduled to receive and
process data from three remote-sensing instruments—Landsat 7, ASTER, and
MODIS. Delays in the ECS, however, have led NASA to consider transferring
data processing from the DAACs to the science teams on an instrument-by-
instrument basis. If the DAAC and instrument teams adhere to the original pro-
cessing plan, the DAAC will receive, archive, and disseminate Level 0 Landsat
data for NOAA and will later produce and distribute Level 1 Landsat products for
NASA. With regard to ASTER, the DAAC will receive Level 1 data from Japan
and will archive and distribute it for NASA. The DAAC will also produce and
distribute Level 2 products on demand on behalf of the U.S. ASTER Science
Team. Finally, the DAAC will receive Level 2 MODIS data from the GSFC
DAAC and will process, archive, and distribute Level 2+ MODIS land products
on behalf of the MODIS science team.

To prepare for these data streams, the DAAC is testing Product Generation
Executables (PGEs) for ASTER and MODIS, and integrating them into the ECS.
The DAAC has received all the PGEs for ASTER and has integrated them as far
as is possible in the current release of the ECS. Since the full, required capabili-
ties of the ECS have not been delivered to the DAAC, the PGE-integration
process is not yet complete. With regard to MODIS, only two of 33 PGEs have
been delivered to the DAAC, and neither has been integrated with the ECS. In
this case, the readiness of the EDC DAAC to produce MODIS land products is
limited mainly by the readiness of the MODIS science teams and GSFC DAAC.

On the other hand, if some or all of the Landsat, ASTER, and MODIS
instrument teams decide to process the data themselves, the DAAC’s role will be
limited to traditional data management tasks (e.g., dissemination, archive, user
services; see Chapter 2, “DAAC versus Data Center”).

Reprocessing Strategy

Reprocessing Level 1 and higher data to accommodate improvements in
calibration and algorithms is necessary to keep data sets viable and internally
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consistent. Anticipating that the instrument teams will want data to be repro-
cessed often, the DAAC plans to work with its Science Advisory Panel to set
priorities on reprocessing.

Subsetting Strategy

As noted above, data sets held by the EDC DAAC are large and will have to
be subsetted to make them manageable to the user community. Rather than devel-
oping its own subsetting tools, the EDC DAAC plans to use the subsetting capa-
bility of the ECS. ECS subsetting, however, will not be available until mid-1999
at the earliest, long after launch of the AM-1 platform. The impact of the DAAC’s
decision on users is described below (see “Data Set Preparation”).

Long-Term Archive

NASA and USGS have signed a Memorandum of Understanding stating that
DAAC holdings will move to the USGS three years after the conclusion of the
mission(s). The USGS has a line item in its budget to pay for the transition. The
mission of the EROS Data Center includes long-term data storage, and the insti-
tution has successfully carried out this mission since its inception in the 1970s.
Given the importance of maintaining the archive for global change science, the
panel suggests that the DAAC begin to plan, at an early stage, for the transfer of
data from the DAAC to the EROS Data Center for long-term archiving.

USERS

Characterization of the User Community

Much of the current and expected user community is now assumed to be
drawn from the Earth science research community, and it is apparently assumed
that the instrument teams for the EOS instruments are representative of this
community. However, given the greater breadth and variety of the EOS instru-
ment suite, the user community after the launch of the AM-1 platform and Landsat
7 is likely to be much larger and more diverse than has been the case for previous,
less complex instrument sets. It is of critical importance that significant effort be
made to predict the size, character, and makeup of this larger, more diverse user
community and to assess its needs. With such a user profile, it should be possible
to construct a data archive and access system that optimally fits the client com-
munity.

For example, the Landsat series of satellites has a unique history, one unlike
other instruments in the EOS program. Early in the life of the Landsat program,
NASA placed the emphasis of this program on applications rather than science
per se. Much of the user community for Landsat is therefore composed of what
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might be referred to as remote sensing practitioners (e.g., value-added commer-
cial organizations; nonscientific federal, state, and local government officials;
educators; the general public).

Throughout the 25 years of the Landsat program, substantial emphasis has
been placed on “data continuity” because of these users. It was not until the
incorporation of Landsat 7 into EOS that Landsat came to be regarded primarily
as a science device, and to be treated in this fashion. Given that the needs and
expectations of the science and nonscience collection of users are quite different,
both must be taken into account in the design and operation of the EDC DAAC,
if it is to be successful. Parenthetically, it seems possible that this broadening of
the user community will extend to other EOS instruments as the data become
available.

Recommendation 1. Based on a broad range of inputs, the DAAC
should construct a profile of its expected user community for AM-1
and Landsat 7 data sets. This profile can serve as a sound basis for
optimizing the active archive and its user interface to meet the needs
of a broader community, and for fostering a sense of ownership
among the users.

Science Advisory Panel

The Science Advisory Panel (SAP) is a formal, government-appointed body.
Its current focus is on resource allocation, outreach, and user services for the AM
platform, and it also helps the DAAC set priorities on holdings and reprocessing
requests. Members feel that they have a good relationship with the DAAC and
that the DAAC is fairly responsive to their recommendations.

The SAP is composed of instrument team scientists, researchers, including
non-EOS researchers, and a user from the private sector. As noted above, how-
ever, the potential user community is much broader (including, for example,
“remote sensing professionals”) and is likely to expand further in the future.

Recommendation 2. The DAAC should review and adjust the mem-
bership of its advisory panel to obtain a balanced view from both
scientific and nonscientific users.

Relationship with the Scientific Community

The long-term health of the DAAC depends on a symbiotic relationship
between the data operations activities and scientific applications. Data operations
could benefit greatly from the participation of scientific users in the design of
data delivery systems. Conversely, scientific users would benefit from under-
standing the constraints in the operations. The location of the DAAC within the
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EROS Data Center creates an opportunity for such interactions. There is a rich
resource of local scientists who are currently using data provided by the DAAC in
their research. These scientists could provide a strong scientific backbone for
DAAC activities.

However, the panel observed that interaction between DAAC personnel and
the science community has been limited to date. The Science Advisory Panel
serves as the primary linkage between the science community and the DAAC.
Participation of DAAC personnel in scientific research is not actively encour-
aged, and there are no positions established for working scientists. Some limited
efforts have been made to elicit feedback from scientists in the EROS Data
Center on the design of Version 0, but these efforts have not received funding or
priority. The observation that the DAAC’s operations could be strengthened by
involvement from scientific users was confirmed by DAAC managers. They
expressed a desire to develop mechanisms that would foster interaction between
DAAC personnel and the scientific users. In fact, the DAAC scientist distributed
a draft “white paper” containing suggestions to expand the scientific involve-
ment.

Examples of mechanisms that might foster the desired symbiotic relationship
between the data operations and the scientific operations include the following:

• a visiting scientists program for research using DAAC data sets to be
carried out in-house—the visiting scientists would then provide useful feedback
on the design of the data delivery systems;

• involvement of DAAC personnel in research activities, particularly those
being conducted within the EROS Data Center—this could be achieved through
a short leave of absence from normal DAAC responsibilities or an allocation of a
small percentage of the staff member’s time to a research project;

• establishment of a small number of positions within the DAAC for scien-
tists conducting research using DAAC products—the scientists would provide
the perspective of the users in the design of DAAC operations and would be
expected to be involved in such activities; and

• encouragement of day-to-day interaction between local scientists and
DAAC personnel—this might be achieved through informal users’ groups that
would provide feedback to the DAAC or other mechanisms that promote infor-
mal interactions.

In particular, the panel encourages the DAAC to foster scientific connections
with local EROS Data Center scientists who represent a pool of highly qualified
users and could provide feedback regarding user services and scientific applica-
tions.

Recommendation 3. The EDC DAAC should develop and imple-
ment measures to foster working-level interactions between DAAC
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personnel and researchers. These measures might include a visiting
scientist program, active DAAC participation in scientific research
projects, and day-to-day interaction between local scientists and
DAAC personnel.

User Services

The successful construction and operation of the DAAC, as for any other
service organization, is critically dependent upon (1) knowing to whom the ser-
vice is to be provided and (2) knowing specifically what the goals of the service
are to be. It is important to be as quantitative and specific as possible in answering
both questions.

At scientific data centers, it is important that the user services group be able
to answer questions of a scientific and technical nature. Thus, a scientific back-
ground for user services staff is highly desirable. At the EDC DAAC, the user
services group appeared to have trouble answering questions at an impromptu
demonstration for the panel, an impression that was confirmed by the SAP. The
SAP also pointed out that the DAAC has no system for tracking user requests or
the DAAC’s responses, thus making it more difficult for the DAAC to serve its
customers.

DAAC managers indicated that they plan to hire scientists to be part of the
users services team. The panel concurs that improved technical support is needed
and recommends that this plan be implemented as soon as possible.

Recommendation 4. The DAAC should implement its plans to re-
cruit trained scientists to answer technical questions and provide
user support. It should also devise a mechanism for tracking user
requests and the corresponding DAAC responses.

Data Set Preparation

The panel is concerned that, based on current plans, the ECS will not provide
capabilities for reformatting options and geographical subsetting prior to the
AM-1 and Landsat launches. These issues are likely to be of considerable impor-
tance to many users. As noted above, many users do not have experience with
HDF-EOS format. In addition, the very large data volumes necessitate the capa-
bility for geographical subsetting because most users will not have the facilities
or the bandwidth to download the full data sets. The latter applies particularly to
global MODIS data sets. The panel therefore recommends that the DAAC de-
velop plans for providing these formatting and subsetting capabilities, perhaps in
consultation with other DAACs facing the same issues.
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Recommendation 5. In the absence of an ECS capability, the DAAC
should develop means for geographical subsetting and alternative
formats in preparation for distributing Landsat 7, ASTER, and
MODIS data.

Responding to New User Needs

It is important for the DAAC to continually reach out to serve new users. For
example, before the launch of Landsat 1, an announced goal was to make data
available on request within three days of their acquisition. This was intended to
serve a number of applications for which rapid perishability of the data’s value
was of key importance. This goal was never realized. The DAAC now has the
opportunity to serve users who require data in near real time. These users are not
currently a major component of the Landsat user community.

Charging for Data

The panel observed that the DAAC provides all data free of charge and does
not charge even for the cost of the media. In the EOS era, there is likely to be
considerable demand for the data from a broad range of users in addition to
scientists. This demand may create a backlog and make it difficult to provide the
data to users in a timely fashion. The panel therefore concurs with a recent
decision by the DAAC to charge for the costs of delivery and reproduction of
popular data sets (e.g., GTOPO30). This decision would likely encourage users to
order only the data they need.

TECHNOLOGY

Version 0

Because the EDC DAAC has no heritage data sets, it has bought little hard-
ware and done little development. Rather, its current focus is on data distribution,
which is carried out through Version 0, an information system developed jointly
by all the DAACs. The Version 0 system—hardware and software—will be
phased out after the ECS is delivered. In the meantime, the EDC DAAC uses
Version 0 to distribute several large data sets, including GTOPO30 elevation
data, global AVHRR 1-km data, and NASA Landsat Pathfinder data. The panel
viewed a demonstration of Version 0 and was impressed by the capabilities of the
user interface, but felt that components of the system could be improved through
user feedback.
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Hardware Availability

In the EOS environment, the ECS contractors will supply the people, develop-
ment, and hardware needed to archive and distribute the data. The complement of
ECS equipment supplied to the EDC DAAC is extensive, and includes SGI and Sun
processors, 3.3 TB of disk storage to support the processors, and STK and EMASS
tape archive units. The hardware delivered by the ECS contractor is clearly ad-
equate to handle the large data sets that the DAAC will soon be managing. How-
ever, the hardware, which was delivered in spring 1997 and sits idle, could become
obsolete, probably in a few years. The EDC DAAC has to develop a long-term
hardware plan that includes incremental upgrades during the lifetime of the project.

Processing Software

The EDC DAAC is concerned that the ECS will not have the capacity to
create products, particularly MODIS products, to meet user demand. At the time
of the review, the DAAC had not seen the ECS software, and even the ECS
liaisons were uncertain about the software because some elements were being
installed remotely. Six months later, the DAAC had begun to work with the ECS
software, but found that significant, required capabilities of the system had not
been delivered and that the stability of the system for processing data was poor.
NASA apparently shares these concerns, and it now seems likely that the ECS
will not be used for processing data from the AM-1 platform.

Media Versus Web Distribution Strategy

All Version 0 data (GTOPO30, AVHRR, SIR-C, Landsat Pathfinder, and
aircraft scanner data) can be accessed through one of several Web pages for the
DAAC. However, the data are mostly stored off-line, and the DAAC seems
reluctant to move them on-line. To disseminate data on-line, the DAAC would
have to develop tools to subset the large data sets and to enable users to download
the resulting smaller data sets over the network. In the absence of such tools, data
are mostly delivered on media, rather than over the network. In the panel’s view,
growing numbers of users will want to access data over the Web, and the devel-
opment of subsetting tools (see Recommendation 5) should go a long way toward
meeting this need. The panel recognizes that developing a subsetting capability is
a tall order for large data sets and that the DAAC may have to meet this challenge
by offering specific, restricted subsetting schemes and by restricting the volume
of downloaded data per user.

Connection to the World

The DAAC is connected to the ECS through the NASA Science Internet
(NSI) router, which then connects to the ECS router by way of the Fiber Distrib-
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uted Data Interface (FDDI). This connection has a bandwidth of 100 mbps. To
connect to the Version 0 system, the NSI router links with the external router of
the EROS Data Center. This connection is predominately Ethernet, which has a
bandwidth of 10 mbps. External users access both the Version 0 and the ECS
systems through a T1 link, which has a bandwidth of 1.5 mbps. Consequently, the
T1 link is the bottleneck for remote access, and the DAAC plans to upgrade to
increase bandwidth by the fall of 1998. Given that most data are delivered on
media, current network bandwidth exceeds demand. However, low demand for
on-line data sets may well be due to the lack of subsetting tools discussed above
and, possibly, limits on bandwidth.

MANAGEMENT

General Philosophy

The DAAC manager, Lyndon Oleson, feels that the DAAC has little or no
control over its fate—all decisions are made by ESDIS and the ECS contractor.
Consequently, the DAAC has not yet formulated a clear vision for its future, but
nonetheless seems optimistic that it will be able to fulfill its responsibilities. The
DAAC offered no strategy for key elements of its operations, such as those
involving scientists, characterizing the user community, subsetting data sets, and
establishing performance measures. Without well-defined performance measures,
the DAAC runs a risk of coming up short in the completion of its mission.

Recommendation 6. The DAAC should create a vision of its future
role in EOS and other earth science missions and draw up an asso-
ciated strategic plan, including concrete measures of performance
to achieve this vision.

Personnel

The EROS Data Center complex, which includes the DAAC, is a matrixed
operation, and most staff work part-time for the DAAC as needed. Currently,
some DAAC staff are working on ECS maintenance and operations. The DAAC
hopes to acquire 50 more ECS staff in preparation for the Landsat and AM-1
launches, although this may not be necessary if the data are not processed at the
DAAC. If and when the ECS contractors arrive, DAAC staff who currently work
on Version 0 and ECS maintenance and operations will be reemployed by the
EROS Data Center.

ECS contractors, including the ECS science and engineering liaisons, are not
integrated into the DAAC but are kept separate from DAAC operations. They
will receive a limited amount of training on DAAC issues, but most are expected
to already have skills such as system administration and software development. A
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discussion with the liaison and the head of maintenance and operations did not
reveal any major concerns among the ECS contractors.

Budget

The DAAC’s budget has grown from approximately $3 million in FY 1994
to $6.5 million in FY 1998, and is projected to reach $17.3 million by FY 2002,
the latest year for which budget figures were available to the panel (Table 5.1).
ECS hardware, software, and personnel account for about 30% of the current
budget. The growth in the DAAC’s budget is due partly to hardware acquisitions
(e.g., FY 1997), and partly to an increase in operations and maintenance (e.g., FY
2001).

To illustrate its cost-effectiveness, the DAAC gave an example of how it had
saved time and money developing Version 0 by leveraging off existing EROS
Data Center capabilities. Producing the ASTER digital elevation model was also
a good learning experience that will pay off for the DAAC in the AM-1 environ-
ment. The panel feels, however, that the DAAC would benefit by devising more
quantitative measures of cost-effectiveness and tracking them over time. This is
particularly important in an era of fiscal pressure on NASA budgets.

Contingency Plans

As noted above, NASA is likely to ask the DAACs or the science teams to
process data from the AM-1 platform. Details on the MODIS, ASTER, and
Landsat 7 science teams’ contingency plans were not available to the panel, but
the EDC DAAC’s plan is to write the data to tape and then to inventory and
shelve the tapes. Only the science teams would receive data in quantities suffi-

TABLE 5.1. Total EDC DAAC Costs (million dollars)a

Fiscal Year

1994 1995 1996 1997 1998 1999 2000 2001 2002

EDC DAAC 3.3 3.6 4.0 3.8 4.4 4.3 4.3 10.9 11.8

ECS hardware 0 0.4 0.4 11.1 0.4 5.3 4.8 1.0 0.9
ECS software 0 0 0.2 0.5 0.2 0.2 0.1 0.1 0.1
ECS personnel 0 0 0.1 0.2 1.5 4.3 4.5 4.4 4.5

Total cost 3.3 4.0 4.7 15.6 6.5 14.1 13.7 16.4 17.3

aBudget numbers for FY 1994-1997 are actual values; numbers for FY 1998-2002 are projections,
as of May 1998.
SOURCE: ESDIS.
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cient for calibration and validation activities. In this case, Level 2 MODIS data
would likely arrive at least a year late from the GSFC DAAC (see Chapter 1,
“Recent Developments”). In the panel’s view, failure to deliver data to users
would constitute a failure of the fundamental mission of the DAAC, and it is
incumbent on the DAAC to work with the science teams to provide at least the
processing and distributing functionality scheduled to be delivered in the ECS.

Recommendation 7. The DAAC should develop a contingency plan
for delivering Landsat 7 and ASTER data to users in the event of
inadequate performance of the ECS.

EDC DAAC AND THE EARTH SCIENCE ENTERPRISE

Relation to EROS Data Center

The DAAC is hosted by the USGS EROS Data Center, which provides the
facility (NASA paid for the building extension that houses the DAAC) and most
of the DAAC staff. The EROS Data Center will also provide the long-term
archive of data from the EDC DAAC. NASA funds 98% of the DAAC’s opera-
tional budget, and the USGS does not try to constrain the operations of the
DAAC in any way.

The home pages of both the EDC DAAC and the EROS Data Center are
linked, and users can access data from previous Landsat missions through the
DAAC. The transition from DAAC to EROS Data Center home pages is seam-
less, and DAAC users must take care or they will order expensive data from the
EROS Data Center, thinking that they are ordering freely distributed DAAC data.

Relation to ESDIS

The DAAC perceives ESDIS as being concerned exclusively with develop-
ment. According to the EDC DAAC, ESDIS defines success as the delivery of the
ECS, not the successful operation of the DAACs. Consequently, ESDIS discour-
ages the DAAC from bringing up possible problems with the ECS that would
lead to further slips in the schedule. The DAAC is also concerned about shifting
responsibilities between Goddard and NASA Headquarters, which has led to
confusion at the DAAC and a lack of continuity at ESDIS. Finally, the DAAC
blamed ESDIS for several issues of concern to the panel, such as having no
scientists on staff, not developing formats and subsetting tools that are suitable to
the land processes community, and not considering the needs of applied users.

The panel agrees that a more operational focus at ESDIS is desirable, par-
ticularly since the first EOS satellite (TRMM) has already been launched. The
panel also understands the need for the DAAC to satisfy the ESDIS requirements,
which are intended to enable the DAACs to operate together as a system and to
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keep costs down. However, the most effective data centers go beyond the stated
requirements, and the panel encourages the DAAC to take the initiative in meet-
ing the specialized needs of its user communities.

Relation to Other DAACs

The EDC DAAC has a special relationship with the GSFC and ORNL
DAACs. The GSFC DAAC will provide Level 2 MODIS data, which will be
used by the EDC DAAC to create Level 2+ MODIS land products. The ORNL
DAAC holds laboratory and field data, which complement the EDC DAAC’s
remote sensing holdings. Interactions with the other DAACs, however, are weak.
Although it is recognized that the DAACs need to coordinate their activities, the
EDC DAAC does not view the activities of the other DAACs as being relevant to
its operations. Consequently, the DAAC is missing an opportunity to learn about
new tools and techniques from the other DAACs. In particular, it seems that a
closer relationship with other DAACs dealing with data relevant to land pro-
cesses (e.g., NSIDC and ASF) could be beneficial.

Relation to ECS Contractor

The DAAC is counting on the ECS for its operations, but it did not have
input into the ECS development and does not know what capabilities the ECS
will eventually provide. The long-term ECS development is dealt with as a con-
tract, not a partnership. The DAAC feels frustrated because it has little or no
control over the ECS but must nevertheless implement and operate the system.

The ECS liaison has worked to convince the ECS contractor that the DAACs
should be involved in decisions, especially on priorities. There are now some
review boards with DAAC membership, and the ECS contractor is beginning to
shuffle its deliverables and schedule to accommodate users.

SUMMARY

The EDC DAAC is a world-class organization with a number of accomplish-
ments in its six-year history. Particularly impressive to the panel was the DAAC’s
preparation and distribution of useful land processes data sets, such as AVHRR
and GTOPO30. A valuable resource today, these data sets also demonstrate the
DAAC’s ability to handle the large data sets that will result from the upcoming
EOS missions. The panel was also pleased by the DAAC’s good relationship with
its Science Advisory Panel, which bodes well for the DAAC’s ability to meet the
evolving needs of its scientific user community. On the other hand, the DAAC’s
future user community will likely be dominated by Landsat applications users.
To serve their needs, the membership of the Scientific Advisory Panel will have
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to be adjusted so that it includes commercial and governmental as well as scien-
tific users.

As the EDC DAAC moves into the EOS era, it faces a number of challenges.
Its greatest challenges, completing preparations for managing data from Landsat
7 and AM-1 data streams, and developing contingency plans for the inevitable
failures in the processing system, have become more tractable because of signifi-
cant launch delays. Rather than becoming complaisant, the DAAC should use the
extra time to complete its readiness exercises and clarify its vision for serving its
potentially large, diverse user community. To serve its users well, the DAAC
needs to know who its current user communities are, how they are likely to
change as new data sets and products become available, and what specialized
services (e.g., subsetting, near-real-time data) they need. Consequently, improv-
ing user services through better training, adding staff with scientific backgrounds,
and incorporating feedback from users on a day-to-day basis should be a part of
the DAAC’s vision. Finally, the vision should include a strategy for upgrading
hardware on a regular basis to prevent it from becoming obsolete.

Because the DAAC is part of a larger EOSDIS, it must serve the needs of
both the land processes and the broader earth science communities. EOSDIS was
designed to foster interdisciplinary research, and for this goal to succeed, many
nonspecialized researchers will use the data and products of the EDC DAAC. In
the past, the DAAC has worked with ESDIS and the ECS contractor to customize
the ECS to meet the specialized needs of the land processes community. Now that
the ECS is nearing completion, the DAAC should work with its partners—ESDIS,
the ECS contractor, and the other DAACs—to create EOSDIS.
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ABSTRACT

The Alaska Synthetic Aperture Radar (SAR) Facility (ASF) DAAC is lo-
cated at the University of Alaska in Fairbanks. Its mission is to process, distrib-
ute, and archive SAR data collected at present exclusively from foreign space-
craft—the European Remote Sensing Satellites 1 and 2 (ERS-1, 2); the Japanese
Earth Remote-Sensing Satellite-1 (JERS-1); and the Canadian RADARSAT-1.
As specified in Memoranda of Understanding between NASA and the foreign
space agencies, only limited quantities of data are acquired by the Alaska SAR
Facility and distributed to NASA-approved investigators. The data that are the
most accessible are largely from the Alaska and McMurdo station masks, with
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the result that polar researchers are usually satisfied with the DAAC, whereas
researchers in other disciplines often are not. In addition, the authority and budget
for the development of software and hardware necessary for the ASF DAAC to
succeed is not vested with the DAAC itself, but with the Jet Propulsion Labora-
tory (JPL) developers. However, responsibility for satisfying users rests with the
ASF DAAC. A key recommendation is therefore that NASA grant authority for
the operation and development of the facility to the DAAC. Finally, the demand
for SAR data from U.S. researchers far exceeds the supply, and the panel urges
NASA to formulate and help implement a long-term national policy for the
acquisition, processing, and use of SAR data for civilian purposes (i.e., research
and commercial operations).

INTRODUCTION

The Alaska Synthetic Aperture Radar Facility was established in a Memo-
randum of Agreement between the University of Alaska and NASA in 1986. Its
mission is to establish, operate, and maintain a receiving, image processing,
analysis, and archiving facility for SAR data, which are collected exclusively by
foreign spacecraft. JPL designed and installed the data acquisition and manage-
ment system, and SAR data have been acquired and distributed since 1991. The
ASF DAAC was created in 1990, and it now handles the data processing, distri-
bution, and archive for the Alaska SAR Facility. The DAAC’s current holdings
include data from ERS-1 and 2, JERS-1, and RADARSAT-1 missions.

SAR data are useful for applications ranging from sea-ice dynamics to volca-
nology to ecosystem change (Box 6.1). Consequently, the user community is
small, but growing. Its growth, however, is hindered by data restrictions, which
are specified by MOUs between NASA and foreign space agencies.

The ASF DAAC is unique within the EOSDIS system, not only because of
its international character, but also because the processing information systems
are being developed at JPL, rather than by the EOSDIS Core System (ECS)
contractor. Because of delays in the ECS, JPL was tasked with developing an
interim information system; the final system will be provided by the ECS con-
tractor if sufficient funds are available. However, the JPL and ECS systems are
not interoperable, so the ASF DAAC faces a difficult transition period several
years from now if current ECS plans are adhered to. Finally, unlike most other
DAACs, the ASF DAAC is currently managing large data streams. As such, it is
the first DAAC to try to “drink from the fire hose,” and its experience may well
be a preview of what other DAACs will face.

The Panel to Review the ASF DAAC held its site visit on December 18-19,
1997. At that time, the management of the ASF DAAC was in transition. This
transition has not yet been fully completed. However, many of the fundamental
issues raised by the panel pertain more to NASA’s long-term development, man-
agement, and use of the facility than to the DAAC’s operation and will retain
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their relevance beyond the transition period. The following report is based on the
results of the site visit and e-mail discussions with DAAC staff in June through
September 1998, a meeting with JPL developers in January 1998, and a meeting
with Paul Ondrus (ESDIS) in April 1998.

HOLDINGS

The ASF DAAC is critical to NASA’s Earth Science Enterprise and the U.S.
Global Change Research Program because it is the primary source of SAR data
for U.S. researchers. These data are essential for answering important scientific
questions in a variety of disciplines, as well as for detecting and monitoring
natural hazards. Further, SAR data become even more useful when combined
with other remotely sensed and ground-based data. The DAAC’s current hold-
ings are listed in Box 6.2.

BOX 6.1. Vital Statistics of the ASF DAAC

History. The ASF DAAC was created in 1990 to process, distribute, and
archive SAR data, which have been acquired by the Alaska SAR
facility since the 1991 launch of ERS-1.

Host Institution. Geophysical Institute, University of Alaska, Fairbanks.

Disciplines Served. Oceanography, volcanology, glaciology, wetlands
ecology, forestry, and geology.

Mission. To provide the polar and earth system science communities with
high-quality SAR data in a timely fashion, in support of research and
operational investigations in the disciplines listed above.

Holdings. The DAAC currently holds about 110 TB of signal data and
expects to acquire 115 to 145 GB of SAR data per day or 42 to 53 TB
per year, and to process roughly half of that.

Users. There were about 400 unique users in FY 1997.

Staff. In FY 1998 the DAAC had 65 FTEs, 1 ECS contractor, 5 graduate
students, 8 undergraduate student assistants, and 6 part-time positions.

Budget. Approximately $14.3 million in FY 1998 (including DAAC
costs, JPL development costs, and ECS-provided hardware, software,
and personnel), decreasing to $13.5 million in FY 2000.
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Formats

The ASF DAAC uses an international standard developed by the Committee
on Earth Observation Satellites, rather than the EOSDIS standard (Hierarchical
Data Format [HDF]-EOS), because SAR data are recorded as complex numbers,
a data type not defined in the HDF-EOS standard.

BOX 6.2. Current Data Holdings

• European Remote-Sensing Satellites (ERS-1, 2)—Complex SAR data
(10-m resolution), full-resolution SAR images (30-m resolution), and
low-resolution SAR images (240-m resolution) from 3,000-km-radius
circles centered over Fairbanks, Alaska, and McMurdo station,
Antarctica. Data are available beginning August 1991 from the Alaska
mask and October 1995 from the McMurdo mask.

• Japanese Earth Remote-Sensing Satellite (JERS-1)—Complex SAR
data (10-m resolution), full-resolution SAR images (30-m resolution),
and low-resolution SAR images (240-m resolution) from a 2,600-km-
radius circle centered over Fairbanks, Alaska, and other limited areas.
Data are available from May 1992 to October 1998.

• RADARSAT-1—Complex SAR data (10-m resolution), standard
beams; full-resolution SAR images (25-m resolution); low-resolution
SAR images (150-m resolution); full-, medium-, and low-resolution
(50-, 100-, and 400-m, respectively) ScanSAR wide (500-km-swath
width); and full-, medium-, and low-resolution (50-, 100-, and 400-m,
respectively) ScanSAR narrow (300-km-swath width) data from
3,000-km-radius circles centered over Fairbanks, Alaska, and
McMurdo station, Antarctica. Significant coverage outside these
masks is also available. Data are available beginning February 1996.

• NOAA Advanced Very High-Resolution Radiometer (AVHRR)—1.1-
km-resolution images from selected areas within the Alaska mask
from 1974 to 1991.

• Alaska Landsat Quick Look—80-m-resolution images of Alaska from
1972 to 1990.

• Alaska High-Altitude Aerial Photography (AHAP)—Images of
Alaska from 1978 to 1986.

SOURCE: NASA (1998).
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Data Restrictions

The supply of SAR data to U.S. researchers is limited by two factors: the
operations of data recorders on-board the satellites and MOUs between NASA
and the flight agencies of Europe, Canada, and Japan. The DAAC has little
control over either. All three MOUs restrict the DAAC from distributing data to
unapproved users, and the DAAC is therefore hamstrung when trying to meet the
demand of U.S. researchers.

Without an operational on-board recorder to capture the data, the satellite
must transmit the data to a station on the ground. This requirement defines the
station “mask,” the area in which the antenna can track the satellite. For the ASF
DAAC, this is a circular area of roughly 3,000-km radius around Fairbanks. Most
of the DAAC’s holdings image this area.

Neither ERS-1 nor ERS-2 spacecraft carry an on-board data recorder. The
MOU between NASA and the European Space Agency (ESA) permits the DAAC
to distribute ERS data within the Fairbanks mask to approved investigators. Out-
side this mask, approved U.S. users must order data from ESA at a cost equal to the
processing cost. These costs are paid by the approved user. Unapproved users must
pay the market price (about $1,600 per scene). In addition, the ESA has periodically
made limited amounts of data available at no cost to U.S. researchers through
announcements of opportunity. On the one hand, this process limits access to data
by new investigators, and on the other hand, a number of principal investigators are
now reaching their quotas.

Similarly, the MOU between NASA and the National Space Development
Agency of Japan allows NASA-approved investigators to request JERS data
within the Alaska station mask. Prior to the failure of the on-board tape recorder,
which was turned off in August 1997, limited amounts of data from outside the
Alaska mask were also available from the DAAC. The quantity of data that can
be ordered depends on the allocation limit of the project, which is set in advance.
In addition, some U.S. researchers have obtained JERS data free of charge by
submitting proposals directly to the Japanese government. The JERS satellite
ceased operations in October 1998.

For scientists seeking to obtain data outside the ASF mask without paying
market prices, RADARSAT may be the most viable choice. RADARSAT is the
only civilian radar satellite with a functioning data recorder on board. Approved
users may order data outside the Alaska station mask from the appropriate ground
station.  These costs, which are paid from the DAAC budget (not by the approved
user), may reach $1 million during this coming year.  The total U.S. allocation for
RADARSAT SAR time is 1,519 minutes per 24-day cycle, of which only 114
minutes of on-board recorder time is allotted to U.S. users. Here again, the MOU
between NASA and the Canadian Space Agency restricts the ASF DAAC from
distributing data to unapproved investigators. The ASF DAAC is also responsible
for ensuring that the above limits are not exceeded. Thus, the U.S. allotment is a
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precious resource, which is both oversubscribed (by a factor of four) and a source
of contention.

Processing Strategy

SAR data are processed on demand to Level 1 (Table 6.1), even if the
product has been processed before for someone else. (About 30% of JERS data
ordered are requested more than once, and the percentage is higher for
RADARSAT.) The DAAC adopted on-demand product generation because the
RADARSAT upgrade, during which the system was reconfigured to support
RADARSAT processing, did not include a Level 1 archive. Since then, the MOUs
with the Japanese and European flight agencies have increased the data rates
considerably (by a factor of 10, according to DAAC staff). As a result, only a
small fraction of the DAAC’s holdings are actually processed, which presents
scaling problems for the DAAC as the demand grows. Furthermore, because of
this practice, users cannot be guaranteed that the data ordered are exactly what
they need and indeed cover a specific geographic area of interest. This processing
policy therefore places a practical limitation on “data mining.”

Recommendation 1. The DAAC should pursue development of a
data mining capability through routine production of low-resolu-
tion, Level 1, georeferenced data products in near real time.

The DAAC has occasionally given high priority to large processing requests,

TABLE 6.1. Data Processing Levels for the ASF

Data Level Description

Raw signal data Serial stream of ones and zeros as it comes down from the
spacecraft

Scanned data Raw signal data that have been scanned and entered into the ASF
catalog

Level 0 Computer-compatible signal data at original resolution, time
ordered, with all communications artifacts removed. Data are stored
as discrete files

Level 1 Processed signal data at full or low resolution, time referenced, and
annotated or calibrated with ancillary information, including
radiometric and geometric calibration coefficients and
georeferencing parameters

SOURCE: ASF DAAC.
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FIGURE 6.1. Mosaic consisting of more than 3,000 RADARSAT-1 images, which
were Quick-Look processed by the Alaska SAR Facility and personnel from NASA’s
Jet Propulsion Laboratory and the Byrd Polar Research Center. This joint U.S.-
Canadian project has yielded a new view of the ice-covered continent, which will
enable quantitative analysis of the glaciology, geology and coastal processes of both
East and West Antarctica. SOURCE: Richard R. Forster and Kenneth C. Jezek, Byrd
Polar Research Center. Copyright Canadian Space Agency 1997.

such as the RADARSAT Antarctic Mapping Project. An initial step was to syn-
thesize a Quick Look mosaic of the rim of Antarctica (Figure 6.1), which enabled
verification of complete coverage and permitted preliminary research prior to
complete processing. When the DAAC is engaged in such a large processing
project, however, the processing requests of all other users are put on hold.
Despite their scientific value, large processing projects are a guaranteed source of
discontent.

Long-Term Archive

The ASF DAAC currently archives two copies of raw signal data, and will
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continue to archive them for 10 years past the end of ESA missions and for 15
years past the end of the Canadian mission. At present, there appear to be no plans
to migrate the data to NOAA or to maintain them at the Alaska SAR Facility
beyond the 10- or 15-year period following a mission. The issue of long-term
custody of SAR data is particularly complex in this case because such a large
fraction of the data is subject to restrictions imposed by foreign agencies, most of
which are under pressure to recover their investment by charging a fee for the data.

The contents and structure of any long-term archive holding other data prod-
ucts are tightly coupled with the processing strategy. Should the DAAC abandon
the on-demand processing strategy in response to increasing demand and choose
instead to process all data to Level 0, then a Level 0 archive will have to be
designed and implemented. In addition, a suitable plan will have to be devised to
reprocess systematically all existing holdings. At the site visit, this possibility
was mentioned, but no specific plan or budget for this task was presented to the
panel.

USERS

Characterization of the User Community

Approved researchers are able to obtain SAR data from the ASF DAAC at
below-commercial prices. Consequently, researchers in a variety of subdisci-
plines—sea ice, oceanography, glaciology, geology, geophysics, and land appli-
cations—are the primary users of the ASF DAAC. In addition, certain govern-
ment agencies with operational needs (e.g., sea-ice monitoring within shipping
lanes) constitute another group of important customers (see “Special Process-
ing,” below).

Users can be divided into in-mask and outside-of-mask users. As a conse-
quence of the ASF’s geographic location, in-mask users are mainly polar-ice
researchers; researchers in most other disciplines must obtain data from outside
the mask. The ASF DAAC also processes data from McMurdo station in Antarc-
tica, which further enhances the polar focus of the DAAC. The polar focus,
however, does not include Alaskan volcanoes. The panel was surprised that the
Volcano Observatory, which is located in the same building as the DAAC, is not
moving more aggressively toward using SAR data from the ASF DAAC to moni-
tor volcanoes in the Aleutians, especially with interferometry. The panel suggests
that the DAAC encourage scientists at the Volcano Observatory to use DAAC
services for this purpose.

User Working Group

The function of the ASF DAAC User Working Group (UWG) is to hold
biannual meetings, prepare and maintain a five-year plan, and advise the DAAC
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on user needs. At the time of the review, the UWG had not met since the summer
of 1996 and was being reconstituted. (A new UWG met in May 1998.) Conse-
quently, the panel spoke only with the former chair of the UWG, Peter Mouginis-
Mark. The previous UWG felt that the DAAC was not responsive to its sugges-
tions, so members stopped attending the meetings. In particular, the UWG felt
that the priorities of the DAAC should be on the production of data sets that the
community wants, rather than on data acquisition, which is a primary ASF func-
tion but not a DAAC function. The panel concurs.

The panel strongly believes that an effective UWG must be established.
Experience with such groups at other DAACs indicates that they can provide
valuable advice and guidance from an interested segment of scientists. Ideally,
the membership will span a wide range of disciplines and types of users. The
effectiveness of the UWG depends on regular meetings and regular communica-
tion of DAAC activities in between meetings. Such communication should docu-
ment DAAC data distribution, staff activities both locally and with larger EOS
functions, and track progress on action items identified at meetings. Typically,
the DAAC scientist and an elected member of the UWG co-chair the UWG and
run the meetings. The meetings are best designed to elicit interactions rather than
be passive information transfer sessions.

Relationship with the Scientific Community

As noted above, the DAAC serves users working on problems that fall either
in its mask or outside its mask. This dichotomy has resulted in two levels of
support and satisfaction among its user community: in-mask users are generally
served well and are satisfied, whereas outside-of-mask users are usually not
satisfied. Few outside-of-mask users receive the data they need on time, if at all.
The absence of a working scheme for tracking data orders (see “User Services,”
below) only aggravates their impatience. Several dissatisfied users have even
gone so far as to call the director of the host institution, the Geophysical Institute.
The DAAC is quite aware of the problem, and the current reorganization is
intended in part to solve it.

Because in-mask data are more readily available to study polar processes,
scientists at the Alaska SAR Facility and the Geophysical Institute are under-
standably concentrating on polar studies. Many of these studies are regional in
nature and do not necessarily require collaboration outside Alaska. The panel
encourages the Alaska SAR Facility to take a more outward-looking approach to
research and thereby rebuild a satisfied national and international constituency.

Special Processing

One of the most demanding in-mask users is the National Ice Center, which
requires Level 1 data within six hours of acquisition to forecast sea ice in the
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Arctic region. Its requirements for speed and volume are affecting other users,
which may have contributed to the panel’s perception of favoritism toward polar
studies. The Antarctic Mapping Mission, which monopolized processing re-
sources at the ASF DAAC for several weeks, also contributed to this impression.
The Amazon Basin mapping effort, although not focused on polar problems, is
another example of a large project that monopolized much of the DAAC re-
sources and affected users.

User Services

The DAAC devotes nearly 10% of its budget and five people to User Ser-
vices. It has conducted several user surveys, the most recent of which is excellent
and includes information such as how scientists use ASF DAAC data in their
research. It also includes a table of who received data products, how many prod-
ucts they received, and when they received them. These metrics could be tracked
over time to help the DAAC measure changes in user satisfaction.

However, the survey and a brief visit to the user services group by the panel
indicate that user services staff do not provide an adequate level of scientific and
technical support to users. Improving horizontal communication between the
divisions of the Alaska SAR Facility, particularly between scientists and the user
services division, should help the user services staff to answer questions from the
DAAC’s customers.

The absence of a data request tracking and feedback system at the DAAC
must be addressed soon. An on-line server should allow users to determine the
status of their project at any time. Milestones such as scheduling, acquisition,
scanning, and processing should be listed when completed. At present, users
must first telephone the DAAC to request that data be collected and then tele-
phone again, possibly many times, to obtain the processed data.

Recommendation 2. The DAAC should improve the scientific and
technical capability of user services. In addition, a tracking and
feedback system for monitoring the status of customer requests
should be put in place, and statistics accumulated to provide metrics
on the efficacy of this system.

Software Support for Interferometry

The panel praises the efforts of the science team at the Alaska SAR Facility
to develop and distribute software for interferometric analysis of SAR data. This
type of analysis has perhaps the greatest potential for fostering rapid progress in
earth science studies because it is possible to measure crustal deformation and ice
flow with a spatial sampling 10 to 100,000 times denser than previous surveying
techniques with a comparable precision. Although several space agencies are
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actively developing such software, the Alaska SAR Facility is the only group
willing to distribute source code for its working software.

The ASF software suite offered to users was supported with funds from the
ASF DAAC. The majority of tools contained in the software can handle data
from all four existing radar satellites, and the DAAC is committed to keep the
software updated. This suite of programs was developed by the ASF science
team. In addition, a SAR correlator and interferometry suite of programs was
developed in consultation with Howard Zebker, formerly at JPL and now at
Stanford University. The roots of the Alaskan software appear to lie in Zebker’s
version of the JPL Fortran code (circa 1996), which was not widely available to
the scientific community outside JPL. The ASF package appears to be a major
improvement because it is written in the more flexible C language and is cleaner
and more portable. Indeed, the “processor” part of the software runs on the Cray
T3D at the University of Alaska.

Several specialized software modules are restricted, however. As noted on
the ASF Web page for interferometry software (http://www.images.alaska.edu/
index.html), “the programs which make up the interferometry package are at a
restricted ftp site. Restricted programs are denoted by (*R) following the name in
the Description section. For information on becoming a registered user in order to
access restricted programs, see the ASF Software Agreement . . . . Note: This
concern may be relaxed by ASF upon completion of software classification by
the U.S. State Department. NASA HQ has requested that we limit international
distribution until this can be clarified.” In view of the scientific value of the SAR
processing software, the panel suggests that the ASF and NASA explore ways to
improve access to scientific software.

Implications of Foreign Spacecraft Data

Some concerns about the services provided by the ASF DAAC to U.S. users
stem fundamentally from the lack of a U.S. national policy or program for civil-
ian SAR. The United States operates no satellite-borne SAR, and neither NASA
nor the NSF seems willing to purchase data from the three foreign flight agencies
that operate civilian radar satellites in volumes that would foster major scientific
advances and at the prices quoted by these agencies. User demand far exceeds the
amount of data available under the terms of existing MOUs. Unless NASA nego-
tiates more favorable terms for U.S. researchers in future MOUs or purchases
SAR data from foreign space agencies, the ASF DAAC will not be able to satisfy
its user community any better in the future. For example, the panel heard numer-
ous anecdotes that the Canadian Space Agency has placed severe restrictions on
the amount of data U.S. researchers can obtain affordably—a situation that was
not anticipated by many U.S. researchers. This unfortunate circumstance is com-
pounded by the poor performance of the SAR processor for RADARSAT data
(see “Processing Software,” below).



Copyright © National Academy of Sciences. All rights reserved.

Review of NASA's Distributed Active Archive Centers 
http://www.nap.edu/catalog/6396.html

120 REVIEW OF NASA’S DISTRIBUTED ACTIVE ARCHIVE CENTERS

Recommendation 3. The United States should formulate a long-
term national policy for the acquisition, processing, and use of SAR
data for civilian purposes. To implement this policy, NASA should
create a focus (e.g., a program office) for the scientific use of SAR
data.

TECHNOLOGY

Most of the ASF’s production hardware and software is selected, developed,
and installed by JPL. At the present time, it appears that JPL has the lead role in
developing an agenda for facility development and that the ASF decides on the
priorities within the resulting list. In talking to the ASF production staff, however,
it became clear that the staff have the responsibility to make this facility work, but
not the authority to ensure that it is working as effectively as possible. This issue is
discussed in more detail below (see “Relation to the JPL Developers”).

Hardware

The production facilities of the ASF consist of four components:

1. satellite data acquisition facilities,
2. data processing facilities,
3. data distribution facilities, and
4. data archiving facilities.

In evaluating the DAAC’s responsibilities within the production facilities,
the panel tried to ignore the first component because data acquisition is the role of
the Alaska SAR Facility, not the ASF DAAC. Yet the line between data acquisi-
tion and processing and dissemination is somewhat artificial and can be drawn in
different places according to what criteria are used (e.g., budget, personnel, hard-
ware, data product level). Still, data acquisition appears to be the strongest part of
the facility. Indeed, the panel was impressed with the ASF’s success in tracking
satellites at the 97-98% level.

With the exception of the satellite antennas, the four components are all
housed in a single, cramped computer room. Although this is not necessarily a
problem, it does mean there is little room for expansion or for the installation of
alternative equipment during a transition phase. The equipment being used, which
was selected or built by the JPL developers, is also quite heterogeneous. Al-
though this too is not necessarily a problem, it does raise concerns about the
maintenance costs associated with the disparate pieces of software across the
various platforms. Finally, there exists a long-standing problem associated with
the obsolescence of certain critical components, such as high-performance tape
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drives no longer supported by the original manufacturers, which can be main-
tained only by using custom-made replacement components.

One item of particular concern is the hardware processor, denoted the Alaska
SAR Processor (ASP), which is a custom-built, special-purpose processor de-
voted to SAR data processing. As this equipment ages, the costs associated with
the maintenance of both its software and its hardware will inevitably rise. In
addition, the electronic components will not be replaceable before long.

Figure 6.2 illustrates the flow of data through the ASF processing system.
Currently, raw signal data from the archive is converted to Level 1 products by
the hardware and software processors. Neither processor can ingest data in Level
0 format. The hardware processor cannot easily be made year-2000 compliant, so
it will be decommissioned on December 31, 1999. The software processor, on the
other hand, will be modified to ingest both Level 0 and raw signal data.

At the time of this review, the archival data storage consisted of open tape
racks that were accessed manually. The ECS contractor has since installed a
StorageTek mass storage silo and the software to operate it, but the equipment,
which was procured early because of a budget opportunity at ESDIS, will remain
idle until the JPL developers procure a Level 0 processor and integrate it into the
system, probably by the end of 1999. Consequently, the open tape racks will
continue to serve as a data archive for at least the next several years. A prototype
Level 0 processor has been procured, and the ASF DAAC, JPL developers, and
ESDIS are currently determining how many will be necessary to attain a parallel
processing capability that exceeds the raw signal data rate. The goal is to simul-
taneously carry out Level 0 processing of the raw signal data and complete
migration of existing data from the open tape racks in the year 2000.

Processing Software

The uncertain health of the primary radar processor at the ASF and the
current processing structure that employs one executable code for processing
RADARSAT, ERS, and JERS data require serious attention by combined efforts
in Alaska and at JPL. Specific improvements would be to provide 16-bit data and
to process whole strips instead of single scenes for users requiring regional cov-
erage.

Accessibility

Accessibility of the ASF DAAC’s holdings is poor. The DAAC has no plans
for distributing data on CD-ROM as the ESA now does, and the Web pages are
largely informational instead of permitting convenient data access. Users should
be able to browse images, download data sets and software, and order data and
publications via the Web. Some of these features are available through the Ver-
sion 0 Information Management System, but the interface is poor compared with
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FIGURE 6.2. Schematic illustration of the flow of data through the ASF processing
system. SOURCE: ASF DAAC.

Raw Signal
Archive

Hardware
Processor

(ASP)

Level 0
Processor

Software
Processor

(Raw signal input)

Level 0
Archive

Software
Processor

(Level 0 input)

R
e
c
e
p
t
i
o
n

D
i
s
t
r
i
b
u
t
i
o
n

U
s
e
r
s

In use now and two years from now

New software running on same platform as raw signal software processor

Existing system

System to be added and integrated

Legend

modern Web technology. In addition, browse capabilities would enable timely
access to SAR data, thereby allowing their use in near-real-time applications,
such as sea-ice forecasting and volcano monitoring. The User Working Group
has been unable to get the DAAC management to devote people and resources to
the development of a fully functional Web interface, and the panel agrees that
greater use of the Web would help build the DAAC’s user community.

Recommendation 4. The ASF DAAC should develop an effective
Web interface that enables authorized users to browse, order, and
retrieve SAR data.

Connection to the World

One problem affecting the ASF’s ability to communicate with its user com-
munity is the relatively limited bandwidth between the SAR facility and the rest
of the world. All Internet connections are limited to T1 speeds (approximately 1.5
mbps), which limits the amount of data that can be conveniently exchanged.
There are however, plans underway to install fiber-optic connections between
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Alaska and the lower 48 states, possibly in 1998. This would provide for much
higher bandwidth and thus reduce the current relative isolation of the SAR facility.

MANAGEMENT

This review took place during a time of transition, which is not yet complete.
Syun-Ichi Akasofu, the director of the Geophysical Institute, has formed a faculty
committee to evaluate proposals to reorganize the Alaska SAR Facility. The
proposals have been evaluated, and a search committee has been formed to hire a
permanent director, who will also serve as DAAC manager and chief scientist.
The reorganization is scheduled to be completed in the fall of 1998. In the mean-
time, Craig Lingle, a faculty member at the University of Alaska, serves as acting
director. The need to reorganize was apparently driven by dissatisfaction among
many users, strain within the DAAC management team, and persistent tensions in
the relationship between the ASF DAAC and the JPL developers.

Organization

The Alaska SAR Facility has two components: (1) a satellite-receiving
ground station, which is responsible for data acquisition and antenna operation,
and (2) the DAAC, which is responsible for data processing, distribution, and
archiving. The DAAC component accounts for nearly 80% of the budget. The
receiving ground station is funded by NASA via the Wallops Flight Facility. The
DAAC is funded by NASA via the Goddard Space Flight Center. In practice, the
Alaska SAR Facility and ASF DAAC operate as a seamless organization from
the point of view of budget and personnel.

At the time of this review, the activities of the Alaska SAR Facility were
carried out by nine divisions, including data management, data systems, engi-
neering and maintenance, management, operations, planning, science, systems
coordination and development, and user services. (At present, the organization
has seven divisions.) In the panel’s view, the large number of divisions presents
a potential management problem by making it difficult to oversee the end-to-end
operations of the DAAC. The panel also observed that the functional partitions
between the divisions are firm and the boundaries between divisions are quite
impervious, which inhibits sharing of technical resources and collegial or coop-
erative approaches to problem solving.

Personnel

At the time of the review, an acting DAAC manager had just been named,
and it was difficult for the panel to evaluate personnel issues. Nevertheless, it was
clear that the main tensions were between ASF DAAC staff and JPL developers,
at both the management and the working levels (see “Relation Between ASF
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DAAC and JPL,” below). Responsibility and authority are split between the ASF
DAAC and the JPL developers, exacerbating the normal tensions between opera-
tions and development.

The DAAC’s relationship with its ECS liaison, on the other hand, seems more
positive. The ECS science liaison is treated as an ASF employee, rather than as an
outside contractor. Consequently, she may become an effective bridge between the
ASF DAAC and the ECS contractor if and when the ECS is delivered.

Budget

The ASF DAAC’s total budget is $13.4 million in FY 1998 (Table 6.2).
Development by the ECS contractor (8% of the budget in FY 1998) and the JPL
developer (40% of the budget in FY 1998) accounts for approximately half of the
budget. The ECS costs, which are largely associated with hardware and software
acquisition and maintenance, will become insignificant by FY 2000. JPL devel-
opment costs likewise decline from 68 to 36% of the DAAC’s budget over the
nine-year period shown. It should be noted that some of the JPL development
efforts are directed toward the ground receiving station, which is not part of the
DAAC. Therefore the costs of the JPL component shown below are maximum
values. Overall, the DAAC’s total budget will decline to $9.8 million by FY
2002, the latest year for which projections were provided to the panel.

The only measure of cost-effectiveness presented to the panel is the average
cost of a Level 1 data product delivered to a user. It is calculated as the ASF

TABLE 6.2. Total ASF DAAC Costs (million dollars)a

Fiscal Year

1994 1995 1996 1997 1998 1999 2000 2001 2002

ASF DAAC 4.1 4.3 5.6 6.3 7.0 6.8 7.0 6.4 6.2

JPL component 6.2 9.2 10.3 8.1 5.3 5.7 6.3 4.8 3.5

ECS hardware 0 0 0 0.6 1.1 3.2 0.1 0.1 0.1
ECS software 0 0 0 0 0 0.4 0 0 0
ECS personnel 0 0 0 0 0 0 0 0 0

Total cost 10.3 13.5 15.9 15.0 13.4 16.1 13.4 11.3 9.8

aBudget numbers for FY 1994 - 1997 are actual values; numbers for FY 1998 - 2002 are
projections, as of May 1998.
SOURCE: ASF DAAC budgets were supplied by Craig Lingle, ASF DAAC manager; JPL com-
ponent budgets were supplied by David Nichols, ASF Development Project Manager; ECS hard-
ware, software, and personnel budgets were supplied by ESDIS.
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budget averaged over some time period, divided by the number of images pro-
duced and distributed during the same time. This metric is misleading because the
ratio of Level 1 products ordered to Level 0 products archived is quite low (less
than 10%). Nevertheless, the cost per Level 1 product, measured this way, has
dropped substantially due to recent major increases in processing volume, which
led to a large increase in the number of images flowing through the system. The
increases in processing volume were related to the debugging of RADARSAT
processing code, system changes and upgrades, and management decisions on
the RADARSAT processing workload and user priorities. As SAR imagery be-
comes more popular, these data will become increasingly important (and there-
fore valuable) over time.

In absolute terms, however, the budget of the DAAC is large compared with
the small number of users (about 400). A high priority of the DAAC should
therefore be to increase the size of its user community, thereby increasing its
cost-effectiveness.

Strategic Plans

Quantitative metrics are a useful tool for measuring and monitoring the
performance of a DAAC. Indeed, without them, it would be difficult for a DAAC
to show that it has successfully fulfilled its goals. The ASF DAAC appeared to
possess few metrics. At a minimum, metrics should be developed for determining
how much data are acquired, how much are distributed, and how much are actu-
ally lost. (The panel heard informal stories about data losses that could not be
documented or assessed.)

Another concern of the panel is that there appears to be no strategic plan for
the evolution of the facility. The JPL developers sees themselves as providing
“sustaining engineering and technology insertion.” In other words, they do not
see future planning as one of their responsibilities. One key issue is a replacement
for the ASP, which, as noted earlier, will become increasingly expensive to
maintain as time goes on. Some experiments by the ASF Science Division using
the Arctic Region Supercomputing Center’s Cray T3E are quite promising in this
regard as an alternative. The JPL developer is also considering a “software archi-
tecture” for future developments. However, no one appears to be coordinating
these parallel efforts.

ASF DAAC AND THE EARTH SCIENCE ENTERPRISE

Relation to Geophysical Institute

The ASF DAAC is considered to be an important part of the Geophysical
Institute. The director, Akasofu, is quite aware of DAAC activities and instituted
a reorganization and personnel changes to improve its operations. Akasofu is also
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seeking to improve the relationship between the ASF DAAC and the JPL devel-
opers.

Surprisingly, despite its importance to the Geophysical Institute, the DAAC
has been allocated very little space for hardware. Space is tight, and new equip-
ment such as the StorageTek archive will have to be located off-site. Unless the
University of Alaska and the Geophysical Institute increase their commitment to
the DAAC and allocate sufficient space for its operations, NASA may have no
choice but to relocate the DAAC to more spacious quarters.

Several scientists from the Geophysical Institute attended the review, but the
chief scientist and the acting ASF director are the only scientists on the DAAC
staff. The DAAC’s main interaction with scientists at the university is through
the science division—about six scientists at the Geophysical Institute contribute
regularly to the DAAC. On the other hand, the DAAC has acted as a catalyst for
remote sensing research at the university, particularly the Geophysical Institute.
The panel hopes that this productive interaction will continue in the future.

Relation to ESDIS

Paul Ondrus at ESDIS is responsible for the ASF DAAC and the JPL devel-
opment contract. During an interview with the panel, he confirmed that JPL has
the technical lead for the ASF DAAC and that JPL considers him to be the ASF
DAAC manager. Before his arrival, several other people at ESDIS were respon-
sible for the ASF DAAC. DAAC personnel have opined that the high turnover
rate at ESDIS has led to a lack of continuity in long-term planning for the DAAC
and may have adversely effected the DAAC’s budget.

At a higher level, the DAAC feels somewhat ignored by NASA because it
holds data from foreign spacecraft, rather than from NASA instruments or field
experiments. There is, for example, no NASA project office that deals with SAR
data.

Relation to Other DAACs

To be most useful, the data sets of the ASF DAAC should be combined with
other types of data. Many of these complementary data will be provided by the
other DAACs. For example, scientists using SAR data for interferometry will
frequently request digital elevation models (DEMs) from the EDC DAAC, and
scientists interested in improving the DEMs may want to use SAR data from the
ASF DAAC. Similar examples abound in other disciplines (polar science, ocean-
ography), and linkages with other DAACs (e.g., NSIDC DAAC, PO.DAAC)
should be formalized to ensure that scientists can obtain the data they need. At
present, the integration of other EOS data sets with SAR data held by the ASF
DAAC is possible for sophisticated users, but the convenience of such a task is
far from the standards of EOSDIS. As noted above, the DAAC is not on the
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delivery schedule for the ECS, and there are no plans to make the JPL and ECS
systems compatible.

Recommendation 5. To make the ASF data sets useful to scientists
in a variety of scientific disciplines, the ESDIS Project should inte-
grate the ASF DAAC conceptually and technologically into the
EOSDIS system.

Relation to the ECS Contractor

Delays in the ECS have caused the ECS contractor to focus almost exclu-
sively on those DAACs that will be receiving data from the AM-1 platform. The
other DAACs, including the ASF DAAC, will not receive the ECS in the near
future, if at all. When the ASF DAAC was on the ECS delivery schedule, DAAC
personnel attended ECS planning meetings and participated in many phases of
ECS planning and development. Funding for these activities was provided by
ESDIS, over and above the DAAC budget. These activities have now ceased. In
the panel’s view, the lack of coordination between the ASF DAAC and the ECS
will lead to increasing isolation of the SAR user community from the more
integrated EOS community. It also affects improvements needed at the ASF
DAAC, such as software links to the broader community.

Relation to the JPL Developers

Because the priorities of the ECS contractor have shifted to the AM-1
DAACs, ESDIS asked JPL to build an “interim solution” for processing data and
to keep the system going until the ECS arrives. The JPL system, however, is
incompatible with the ECS, and JPL developers argue that this is because they
were neither required nor funded to make the two systems compatible or to make
the ASF DAAC interoperable with the other DAACs. Moreover, ESDIS has
apparently directed JPL away from exploring interoperability issues with the
ECS contractors until after the ECS is delivered to the AM-1 DAACs.

ESDIS funds the ASF DAAC and the JPL developers under separate con-
tracts. A five-year enterprise plan outlines the roles and responsibilities of each
component. The JPL developers function as the instrument team for the DAAC
because they provide Product Generation Executables (PGEs), a software ele-
ment that accepts low-level data products and ancillary information and outputs a
higher-level data product. They are also the equivalent of the ECS for the ASF
DAAC.

The relationship between ASF and the JPL developers has apparently been
strained for some time. From the DAAC’s point of view, JPL’s focus has been on
optimizing processors, not on building an integrated system, as wished by the
DAAC. Other DAAC requests for fixes are similarly ignored by JPL. From the
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JPL developers’ point of view, however, the DAAC asks for more than JPL is
budgeted to provide—JPL considers the requests, but it can only act on the
highest-priority items.

Panel visits to the JPL developers and Ondrus subsequently clarified the
decision process: Ondrus sets the priorities for the JPL developers. The JPL
developers have no plans to understand better the needs of the ASF DAAC by
detailing staff to the DAAC for short periods of time, for example. The ASF
DAAC hopes that the new five-year plan developed with ESDIS will alleviate the
tension between the DAAC and JPL. The plan calls for the DAAC to establish
operational needs and requirements, and for the JPL developers to meet these
needs. In view of the poor performance of the SAR processor to date, NASA
should evaluate the option of using alternate developers or fund the ASF DAAC
to do system development in-house.

The panel views this structure as one that perpetuates a classical manage-
ment problem arising when authority is not vested in the same persons or organi-
zations that are burdened with the responsibility. In this instance, since the ulti-
mate mission of the DAAC is to satisfy its users, this point of view is inevitably
that the DAAC should be given the appropriate authority to discharge this re-
sponsibility.

Recommendation 6. The current contractual relationship between
the ASF DAAC and the JPL developers is not responsive to the
needs of the DAAC or its users. NASA should rework this relation-
ship so the authority for the operation and development of the facil-
ity is vested in the ASF DAAC. Only then can the DAAC discharge
its responsibilities to its users. This might require NASA to look
elsewhere for a developer that meets the needs of the ASF DAAC.

SUMMARY

Synthetic aperture radar is a spectacular technique for studying the Earth. At
present (except for a few airborne and shuttle-based experiments of limited dura-
tion), it is collected exclusively by foreign space agencies, which, by agreement
with NASA, allow limited amounts of SAR data to be acquired and distributed to
NASA-approved investigators at below-commercial prices. The lack of a na-
tional SAR policy, however, has led to problems in data acquisition. Neverthe-
less, as the primary source of affordable SAR data to U.S. researchers, the ASF
DAAC provides an important resource. The DAAC’s role in EOSDIS is almost
equally important to researchers because SAR data are most useful when they are
integrated with other types of scientific data. By serving as part of an EOSDIS
system, rather than as an independent data center, the ASF DAAC has the poten-
tial to foster the type of multidisciplinary research for which EOSDIS was de-
signed.
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As illustrated in its excellent user survey, the ASF DAAC has had mixed
success in meeting the needs of its scientific user community. Scientists who
need data from the Alaska station mask tend to have good interactions with the
DAAC and to be able to obtain the data they need. These scientists, many of
whom work at the Geophysical Institute, concentrate largely on ice motion stud-
ies. Some of these studies require access to near-real-time data, and the ability of
polar scientists to obtain them bodes well for scientists seeking to monitor volca-
noes. Other studies, such as those supported by the Antarctic Mapping Mission,
require a large amount of processing time. The impressive Quick Look product of
the rim of Antarctica demonstrates the DAAC’s ability to “drink from the fire
hose,” a challenge that the other DAACs will not face until the launch of the EOS
satellites.

On the other hand, scientists who need data from outside the Alaska station
mask are commonly frustrated, mostly because NASA has not concluded the
necessary data acquisition agreements with foreign ground stations. Nor is it
willing to fund U.S. researchers to purchase the data from foreign agencies at
market prices. However, even if data can be acquired through the ASF, the
DAAC has no tracking and feedback system for monitoring user requests. Conse-
quently, users have no choice but to call the DAAC repeatedly to learn the status
of their data acquisition and/or processing request. By implementing a tracking
and feedback system, the DAAC will improve its relation with out-of-mask users,
better serve the needs of the in-mask user community, and increase the size of its
user community overall.

Another immediate challenge for the DAAC is to improve its relationship
with ESDIS and the JPL developers. Currently, responsibility and authority are
distributed among three organizations: (1) the ASF DAAC is responsible for
operations and for satisfying user needs; (2) the JPL developers are responsible
for creating the data acquisition and processing systems; and (3) ESDIS has
authority for setting development priorities and overall budgets. This separation
of authority from responsibility hinders the ASF DAAC from fulfilling its mis-
sion of serving the polar and earth science communities.
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Physical Oceanography DAAC
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J.-BERNARD MINSTER, Chair, Scripps Institution of Oceanography,
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SYDNEY LEVITUS, NOAA National Oceanographic Data Center, Sil-
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LYNNE D. TALLEY, Scripps Institution of Oceanography, La Jolla,

California

ABSTRACT

The Physical Oceanography DAAC (PO.DAAC) is hosted by the Jet Propul-
sion Laboratory (JPL). It manages data from a wide variety of ocean experiments
and missions, including several done in collaboration with other countries, and it
primarily serves the physical oceanography community. Although it has exten-
sive experience with satellite data, the DAAC handles few data streams and will
not be receiving data from the AM-1 platform. Consequently, the DAAC will
have sufficient time to link its system with the EOSDIS Core System (ECS) (if
and when it becomes available) and to scale up for future EOS missions.

The site visit showed that the DAAC is functioning well today, and it has the
necessary strategic plans for operating successfully in the future. A primary
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reason for its success is its location within the physical oceanography research
group at JPL, a mutually beneficial arrangement that helps the DAAC understand
how its data are used and the needs of researchers. This close working relation-
ship, however, is jeopardized by recent trends to outsource DAAC functions, and
the panel’s main recommendation is that JPL should keep the DAAC intact and
collocated with the oceanographers.

INTRODUCTION

The Jet Propulsion Laboratory has been managing remote sensing data from
the oceans since the Sea Satellite (SeaSat) Program in the early 1980s. These
collective data activities formed the NASA Ocean Data System, which became
the basis for the Physical Oceanography DAAC. The DAAC has existed since
1991 and is responsible for processing, archiving, and disseminating all of
NASA’s data related to physical oceanography (Box 7.1). The DAAC deals with
data from many spacecraft, including several from foreign countries. Each instru-
ment yields one discrete data set, except for the Ocean Topography Experiment
(TOPEX/Poseidon) altimeters, which yield a data stream. PO.DAAC data vol-

BOX 7.1. Vital Statistics of the PO.DAAC

History. The PO.DAAC was created from the NASA Ocean Data System
in 1991. Its holdings go back to 1978.

Host Institution. NASA-Caltech Jet Propulsion Laboratory in Pasadena,
California.

Disciplines Served. Oceanography and geophysics.

Mission. To make available to a wide user community data and informa-
tion on ocean physics, and air-sea interactions, in easily usable form.

Holdings. The DAAC holds approximately 15 TB of heritage data sets
and receives 4-5 TB of data per year. None of its future data sets will
come from the AM-1 platform.

Users. There were 15,527 unique users, including 2,000 regular users, in
FY 1997.

Staff. In FY 1998 the DAAC had 28 staff and 1 ECS contractor.

Budget. Approximately $4.4 million in FY 1998 (including DAAC costs
and ECS-provided hardware, software, and personnel), increasing to
$6.4 million in FY 2000.
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umes are much lower than those of the other DAACs, so the data management
problem is relatively tractable. As with the ASF DAAC, the PO.DAAC has been
dealing with spacecraft data for quite some time; none of the other DAACs has
had as extensive experience with an active satellite program.

The DAAC manages about 15 TB of data from a variety of ocean remote
sensing missions (see Box 7.2). Future missions, which will add 4 to 5 TB of data
to the DAAC each year, include SeaWinds 0/QuickSCAT, SeaWinds, Advanced
Microwave Scanning Radiometer (AMSR), and Jason-1. These missions, which
are scheduled to be launched in 1999 or 2000, are being flown in collaboration
with other countries—SeaWinds and AMSR with Japan, and Jason-1 with France.
None of these missions are related to the EOS AM-1 platform, and the DAAC’s
greatest challenge will be to ensure that the data become fully accessible through
EOSDIS.

The Panel to Review the PO.DAAC held its site visit on January 8-9, 1998.
The following report is based on the results of the site visit and e-mail discussions
between the panel and the DAAC manager in June and July 1998.

HOLDINGS

The scientific value of the data sets for which the PO.DAAC has primary
responsibility (see Box 7.2) is inestimable. Major discoveries are being made each
year with the TOPEX/Poseidon data, which provide the first nearly global long-
term sea surface height information. The wind data from NSCAT (see Figure 7.1)
are better than wind data from any other data set or model analysis, and the
QuickSCAT results are anticipated to be similarly spectacular. Finally, the Special
Sensor Microwave Imager (SSM/I) Pathfinder information enables components of
the fluxes between the ocean and atmosphere to be calculated, and the sea surface
temperature information is important to a wide variety of ocean and climate studies.

Formats

Hierarchical Data Format (HDF) is the primary format used by the
PO.DAAC, but the DAAC also maintains other formats, such as ASCII, for
personal computer and Macintosh users who are unable to access the UNIX
libraries needed for HDF. Some heritage data sets, such as SeaSat, are not being
put in HDF for data distribution and exchange.

HDF is a subset of the standard EOSDIS format, HDF-EOS. Currently, none
of the DAAC’s data sets are in HDF-EOS format, and the DAAC will have to
transition to the use of HDF-EOS over time if its data sets are to be used success-
fully in conjunction with other EOSDIS data sets.

DAAC staff were concerned about future support for HDF-EOS. A number
of potential problems loom. First, the quality of the version of HDF used by the
DAACs is not as good as the versions produced by the National Center for
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Supercomputer Applications (NCSA). Second, the ECS contractor is evidently
slow to fix bugs and provide support. Third, this version is not compatible with
HDF 5.0, the version currently being implemented at NCSA. As a result, the
DAAC will have to depend on the ECS contractor for the long-term development
and maintenance of HDF-EOS. In the panel’s view, NASA should consider con-
tracting with NCSA to assume long-term maintenance and development of HDF-
EOS. The long-term goal would be for NCSA to merge the capabilities of HDF-
EOS into a future version of HDF 5.0.

Documentation and Metadata

Examination of the PO.DAAC’s Web site indicates that on-line data sets are
well documented. The DAAC archives ancillary data along with the data sets,
and provides read software and detailed data set guides and user manuals for each
data set. In addition, a reference list, sometimes quite extensive, is supplied with
each data set. Some of the metadata provided by the DAAC (often from the flight
projects) is more detailed than is required by EOSDIS guidelines. On the other

BOX 7.2.  Data Holdings as of January 1998

• TOPEX/Poseidon Merged Geophysical Data Record (MGDR)-B—
Global data from the U.S. and French altimeters for August 1992 to
present.
• NASA Scatterometer (NSCAT)—Global or ocean coverage for Au-
gust 1996 to present.
• NOAA Advanced Very High-Resolution Radiometer (AVHRR) Sea
Surface Temperature—Global daily, monthly, and yearly data for 1987
to present.
• Nimbus-7 Scanning Multichannel Microwave Radiometer (SMMR)—
Ocean data for July to October 1978.
• Defense Meteorological Satellite Program (DMSP) Special Sensor
Microwave/Imager (SSM/I) radiometers—Global or ocean coverage for
July 1987 to December 1991.
• Sea Satellite (SeaSat) scatterometer and altimeter—Global or ocean
coverage for July to October 1978.
• Assorted CD-ROMs, including the GOSTA Plus Atlas, Power Ocean
Atlas for the Macintosh, and ATLAST for the PC.

SOURCE: NASA (1998).
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hand, documentation on the software is less complete, a problem acknowledged
by the DAAC.

Data Restrictions

The PO.DAAC holds European Remote Sensing Satellite (ERS) data, whose
use is restricted to “approved” NASA scientists under the terms of the MOU
between NASA and the European Space Agency. The remaining holdings of the
DAAC are available to users in any country.

FIGURE 7.1. NSCAT-derived wind field for the period December 22 to December
24, 1996, showing both wind speed and pseudo-stream lines for the wind field.
These data were taken by the NASA NSCAT instrument on the Japanese Advanced
Earth Observing Satellite 1, and the image was produced by the PO.DAAC at JPL.
SOURCE: PO.DAAC.
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Processing Plans

The PO.DAAC does not follow the EOSDIS model of processing data prod-
ucts using Product Generation Executables (PGEs) provided by the instrument
teams. Most standard data products are produced by the flight projects, then
transferred to the DAAC for distribution and archive. In this sense, the PO.DAAC
operates more like a data center than a DAAC (see Chapter 2, “DAAC Versus
Data Center”). Data products produced by the DAAC, such as the TOPEX/
Poseidon Merged Geophysical Data Record, are not produced using instrument
team PGEs. Rather, the DAAC develops the software and algorithms in-house,
often with the oversight of members of the science team.

Reprocessing Strategy

The DAAC plans to reprocess some data sets annually because it is more
cost-effective to rework data sets regularly than to ignore them for a long time.
Reprocessing NSCAT and TOPEX/Poseidon data sets is among the DAAC’s top
three priorities for FY 1998. The panel commends the DAAC for its wise ap-
proach to reprocessing.

Subsetting Strategy

The DAAC has developed a tool that allows HDF files to be spatially
subsetted. Different tools have been developed for different data types (e.g.,
point, grid, swath), and the Web interface allows a user to specify the desired
spatial subset. This makes it possible to reduce the amount of unwanted data
returned to a user. PO.DAAC staff were quite proud of this subsetting tool, which
is not scheduled to be provided by the ECS contractor until 1999. The panel
applauds the DAAC’s initiative to subset HDF.

Long-Term Archive

Until NASA and NOAA develop a meaningful agreement on long-term
archive of PO.DAAC data, the DAAC plans to maintain its data sets, provided
that the budget and program continue on their present course.

USERS

Characterization of the User Community

The PO.DAAC’s user community includes EOS science teams, ESDIS and
other NASA program managers, data centers, physical oceanographers, K-12
educators, the private sector (e.g., fishermen), and the general public. The DAAC
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places its highest priority on serving the needs of the science teams (the main
repeat users of the DAAC), the flight projects (the main data providers), and
ESDIS.

The DAAC keeps statistics on its users, such as the number of U.S. and non-
U.S. users of a particular data set, but the statistics are not compiled in such a way
as to enable full characterization of the user community. Such characterization
would help the DAAC better understand and serve the diverse needs of its users.
It would also facilitate development of a more accurate EOSDIS user model,
thereby improving user satisfaction with the system as a whole. Developing and
tracking metrics on who its users are and how they use the data should help the
DAAC achieve both objectives.

Recommendation 1. The PO.DAAC should develop a better profile
of its user population, and gather statistics on DAAC accesses and
data usage. These should be used to construct quantitative perfor-
mance metrics to help ensure continued user satisfaction.

User Working Group

The PO.DAAC has a close relationship with its User Working Group (UWG).
The UWG meets twice a year, once at JPL to provide input on the DAAC’s
annual work plan and once off-site to discuss broader issues such as priorities on
data product development and data acquisition. The UWG is pleased with the
DAAC’s responsiveness to its recommendations, and current and former mem-
bers with whom the panel spoke are strong supporters of the DAAC. At the site
visit, UWG members pointed out several DAAC initiatives that they believe have
made the DAAC successful.

Relationship with the Scientific Community

As noted above, the DAAC places a high priority on researchers who use
and/or produce its primary data sets. Consequently, the DAAC’s relationship
with the scientific community is strong. Particularly impressive to the panel was
the high level of interaction between the DAAC and the physical oceanography
group at JPL, with which it is collocated. The DAAC scientist, Victor Zlotnicki,
is a respected oceanographer, and this helps foster community trust in the DAAC.

Based on the large number of users (15,527), discussions with the User
Working Group, and the CGED survey (Appendix D), it appears that the DAAC’s
relationship with oceanographers outside JPL is similarly strong. Indeed, it is not
unusual for scientists to ask the DAAC to archive their data sets or develop
software or tools. The panel notes that a close working relationship with research-
ers helps provide a scientific context for the DAAC’s work, thereby helping it to
fulfill its mission of facilitating research in ocean physics and air-sea interactions.
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Scientists also provide an important and proven source of feedback and new
ideas. In the panel’s view, the DAAC’s strong, ongoing interaction with scientists
is a major factor in its success.

User Services

The DAAC believes that its real contributions are in the quality of the data
produced and the scientific understanding that results from the use of these data.
Consequently, user services are a high priority of the DAAC. It appeared to the
panel that the DAAC is responsive to user requests for advice and suggestions,
and a subsequent CGED survey (see Appendix D) confirmed this impression.

In addition, the DAAC has restructured its Web site and CD-ROMs to better
serve its user communities. The Web site is easy to navigate and provides
branches at the top that clearly direct various user groups appropriately (i.e.,
general public, educators, academic scientists). For example, the Web page fea-
ture on El Niño 1997-1998, which is kept up to date by the DAAC, is a stellar
example of the use of Web technology to educate and inform the public at large.
Similarly, the DAAC’s educational CD-ROM products not only have provided a
public service, but have also helped the DAAC expand its user base.

Foreign Access

The PO.DAAC is located within a secure facility, but the necessary clear-
ances can be obtained when users need to visit the center for several days or
weeks. For example, the DAAC recently hosted a Chinese graduate student who
needed to visit for a few weeks to produce a data set. In addition, the Web
provides access to all DAAC holdings, thereby reducing the need for physical
visits to the center.

TECHNOLOGY

Hardware Availability

The DAAC’s system is currently based on a combination of SGI and Sun
processors. The tape library is a 4-TB Metrum RSS-48 unit employing VHS tape
technology. At the time of the site visit, the Metrum tape library was being replaced
with a StorageTek 9710 unit based on digital linear tape (DLT) technology. Each
cartridge has a capacity of 35 GB (uncompressed). The unit purchased is config-
ured with six readers and has a total storage capacity of 20 TB (uncompressed),
which the DAAC estimates will be sufficient for both its existing data sets and the
data sets produced by future missions for which it is responsible. Unitree is used as
the DAAC’s hierarchical storage system. Although other DAACs (e.g., GSFC)
have evidently not been happy with Unitree, the PO.DAAC has found that with the
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proper amount of disk cache, it works quite well for the DAAC’s data sets. Finally,
the ECS contractor has purchased an EMASS unit for the DAAC, but the DAAC
has no need for it or for the associated AMASS software, especially since the
technology on which the EMASS unit is based is now obsolete.

The DAAC’s investment in hardware is modest, and it seems to do a good
job of bringing in new hardware in a timely fashion. Except for tertiary storage,
the hardware is functionally partitioned by missions. That is, a dedicated com-
puter (typically a small SGI multiprocessor) handles data product generation and
processing requests for each data set maintained by the DAAC.

At the site visit, DAAC staff displayed an impressive awareness of the issues
related to long-term archiving. Evidently, the task of restoring the SeaSat archive
made clear how difficult a job maintaining a long-term archive is going to be. For
a possible long-term archive media, the staff might explore the use of digital video
disk (DVD) technology. As a “consumer” technology, it is likely that DVDs will
exist for at least as long as CDs have (about 20 years). Although the archive media
is only part of the problem (and, possibly, a small part), a stable archive media (i.e.,
a long period of commercial viability and a long shelf life so that the data remain
readable over a long period of time) is a necessary requirement.

Processing Software

The DAAC software reflects careful and thoughtful engineering. Although
some Level 0 and Level 1 data sets are maintained in their native format (or even
in ASCII), the DAAC makes extensive use of HDF for storing data products (see
Table 1.1 for a description of processing levels). The relational database system
Ingres is used to keep track of data sets and data products. The archiving and
product generation process is mostly a hands-off operation. Processing is con-
trolled by a combination of PERL programs and shell scripts. The panel was
impressed by the simplicity and effectiveness of the processing operation.

Because the Ingres product line is essentially in a maintenance mode, the
DAAC will eventually have to switch to another database system. To minimize
the impact of this eventual change when it occurs, DAAC staff have tried to avoid
using Ingres-specific features to the maximum extent possible. When a switch
occurs, the DAAC should consider the use of an object-relational database sys-
tem with support for geospatial and temporal data (e.g., Informix Universal
Server). This would significantly simplify the task of supporting requests for data
sets covering a particular geographical region.

Media Versus Web Distribution Strategy

Although the PO.DAAC delivers some of its data sets and products via the
Web, most large data sets are distributed using either CD-ROMs or tapes (8 mm
or 4 mm). DLT tapes are much denser (up to 35 GB uncompressed data), but their



Copyright © National Academy of Sciences. All rights reserved.

Review of NASA's Distributed Active Archive Centers 
http://www.nap.edu/catalog/6396.html

140 REVIEW OF NASA’S DISTRIBUTED ACTIVE ARCHIVE CENTERS

relatively high cost is an impediment to widespread use. The DAAC is actively
tracking DVD developments in the event that DVDs eventually become the stan-
dard distribution media.

In addition to DVDs, the DAAC is exploring the use of multicast and direct-
broadcast satellite technology for distributing its data sets and products. Even
though the use of direct-broadcast satellite technology to distribute large data sets
is in its infancy, the Department of Defense (DOD) is making a major effort to
use it to disseminate large geospatial, image, and video data sets. The DAAC
should continue its exploration of the use of this technology since it may provide
the most cost-effective distribution mechanism in the future. The panel would
encourage the DAAC to consider a trial involving a commercial provider and a
dozen key DAAC users.

Connection to the World

At present, bandwidth appears to be sufficient for the acquisition and dis-
semination of the DAAC’s data sets. Beginning with the QuickSCAT mission,
however, both internal and external network capabilities will have to be upgraded
to handle the larger volumes of data. The DAAC is using fiber-channel and
gigabit technologies to upgrade its local area network for the QuickSCAT data. In
addition, it is working with Goddard Space Flight Center to ensure that its exter-
nal networks have sufficient capacity to support the flow of data from the down-
link at the Wallops Flight Facility to the QuickSCAT Ground System. Additional
bandwidth will be needed in the future to support the SeaWinds and AMSR
missions, and the DAAC has already requested a network review to ensure that it
has the needed capabilities before launch.

MANAGEMENT

General Philosophy

The PO.DAAC’s philosophy is to meet user needs by developing a data
management system incrementally and from the bottom up. The panel agrees
with this responsive and flexible approach to data management. The DAAC
manager, Donald Collins, listens to people (users and DAAC staff), gets along
well with the DAAC scientist, and encourages his staff to take chances. Morale is
good at the DAAC, although the recent trend toward outsourcing may be begin-
ning to have a negative impact (see below).

On the other hand, the panel found the DAAC to be somewhat introspective,
with a strong focus on the physical oceanography community and only a passing
interest in the needs of users from other disciplines. Although the panel agrees
that the primary focus of the DAAC should remain on physical oceanographers,
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a broader multidisciplinary outlook could only enhance the position of the DAAC
within the earth science community.

Personnel

Staffing is one of the largest problems facing the PO.DAAC. The DAAC
finds it difficult to retain staff or fill vacancies, in part because salaries offered to
engineers and computer scientists by JPL are not competitive with salaries for
similar positions in the greater Los Angeles area. In addition, ESDIS recently cut
the DAAC budget and the DAAC chose to absorb the cut by leaving vacant
positions unfilled. The number of staff was further reduced in March 1997, when
JPL management decided to outsource some DAAC functions as part of an effort
to reduce the total number of JPL employees (see “Relationship with JPL,”
below). Thus far, all programming and database staff, half of the user services
staff, and most of the operations staff have been outsourced and moved off
campus.

Another personnel issue has to do with the classic tension between opera-
tions and development. Although tensions were marked when the system was
first being developed, the DAAC has partly solved the problem by separating the
hardware for operations and development.

Finally, the DAAC has historically had a good relationship with its ECS
liaisons and considers them DAAC staff. In fact, the two previous ECS science
liaisons were hired by the DAAC.

Budget

The PO.DAAC’s budget grew from $3.3 million in FY 1994 to $4.4 million
in FY 1998 and is projected to reach $6.5 million by FY 1999 (Table 7.1). The
growth in the budget reflects increases in operations and maintenance, and the
acquisition of ECS hardware (e.g., FY 1997). Except for hardware acquisition
years, the ECS-provided hardware, software, and personnel generally amount to
less than 10% of the DAAC’s budget. The overall development effort is antici-
pated to be less than 30% of the total budget for FY 1998 to FY 2002, the only
years for which detailed DAAC-specific budgets were available.

The DAAC offered the panel several examples of its cost-effectiveness.
First, the number of files, volume of data, users, and requests for data have all
increased over the past three years, but costs have decreased, indicating that the
DAAC has become more efficient. Second, building a system incrementally is
cost-effective. Third, as the SeaSat data restoration shows, reworking data con-
stantly is ultimately more cost-effective than ignoring them for a long time.
Finally, the DAAC plans to adopt only part of the ECS, rather than the entire
system (see “Strategic Plans,” below), which may lead to large cost savings.
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Strategic Plans

The ECS is one of the largest problems facing the DAAC, partly because of
uncertainties in the modularity of the system and partly because the PO.DAAC is
not on the near-term delivery schedule. The latter makes it difficult for the DAAC
to make plans and to obtain accurate application program interfaces (APIs).

The DAAC has demonstrated that it can serve its users without the ECS.
Linking its systems to the ECS will create work, but has several advantages. For
example, the DAAC would like to use the ECS interoperability server to adver-
tise its data sets. (The DAAC is doing a feasibility study to see whether it can
adopt only this part of the system, and staff are confident they will succeed.) The
DAAC also plans to use parts of the ECS for the Jason-1 data sets, particularly the
ECS archive system and the means to distribute the data. The panel agrees that
the DAAC’s strategy of adopting only the parts of the ECS that it needs is
sensible, given the context. However, by employing such a strategy, the DAAC
risks losing coherence with the EOSDIS system.

Recommendation 2. The PO.DAAC should continue its strategy of
adopting only those elements of the ECS that it needs. ESDIS should
not oblige it to adopt all elements of the ECS.

Recommendation 3. ESDIS should ensure that the PO.DAAC ob-
tains accurate application program interfaces and enable it to build
its own modules to interface its system with the ECS.

TABLE 7.1. Total PO.DAAC Costs (million dollars)a

Fiscal Year

1994 1995 1996 1997 1998 1999 2000 2001 2002

PO.DAAC 3.3 3.2 3.9 4.4 4.3 5.1 5.8 6.1 5.5

ECS hardware 0 0 0.6 3.5 0.1 1.2 0.4 0.2 0.1
ECS software 0 0 0 0.4 0 0.1 0 0 0.1
ECS personnel 0 0 0 0 0 0.1 0.2 0.2 0.2

Total cost 3.3 3.2 4.5 8.3 4.4 6.5 6.4 6.5 5.9

aBudget numbers for FY 1994 - 1997 are actual values; numbers for FY 1998 - 2002 are projec-
tions, as of May 1998.
SOURCE: ESDIS.
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PO.DAAC AND THE EARTH SCIENCE ENTERPRISE

Relation to the Jet Propulsion Laboratory

Organizationally, the PO.DAAC is located within the Information Science
Division at JPL, but it is physically embedded in the Physical Oceanography
Research Element. The integration and feedback that have resulted have been
mutually beneficial, and the panel felt that this has resulted in a center that serves
its scientific community well. Unfortunately, this close working relationship may
not last, in view of JPL management’s decision to reduce staff by outsourcing
some DAAC staff and moving them off campus. As a result of this decision, only
a fraction of DAAC personnel would remain at the JPL site and be able to interact
daily with researchers in oceanography. Although the use of contractors to per-
form various services is common at JPL (and, indeed, at other DAACs), the
DAAC’s perception is that this solution does not result in any savings and leads
to morale problems and a less efficient operation. A subsequent e-mail discussion
with Diane Evans, program scientist in JPL’s Earth Science Program Office,
suggests that morale has improved now that a contractor has been selected
(Raytheon). Moreover, Charles Elachi, director of the Earth and Space Sciences
Office of JPL, told the panel that he is committed to supporting data management
activities and ensuring that the PO.DAAC meets the needs of the community.
However, the panel’s main concern—that outsourced DAAC staff will be physi-
cally separated from the JPL oceanographers—remains an issue.

Recommendation 4. ESDIS and JPL management should keep the
PO.DAAC intact. The DAAC staff and JPL oceanographers work
well together. Physically dividing DAAC staff from the scientists by
outsourcing will reduce the team’s effectiveness.

Relation to ESDIS

According to Collins, the DAAC managers have been trying to strengthen
their relationship with ESDIS. Although ESDIS knows it has communications
problems with the DAACs, the DAACs believe that ESDIS’ main communica-
tion problems are with the ECS contractor.

At the time of the review, the PO.DAAC was worried that the departed
DAAC system manager, Gregory Hunolt, who had an operational focus, would
be replaced with someone with a development focus, who would therefore not be
philosophically attuned to the DAACs. The earlier departure of Dixon Butler,
former operations director of the Data and Information Systems Division of
Mission to Planet Earth, who displayed strong leadership and a vision for
EOSDIS, was also a cause of concern to the DAAC.
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Relation to Other DAACs

The DAACs coordinate certain activities, such as priorities, procedures, and
protocols, and they seem to communicate well at working levels (in particular the
User Services Working Group and, to a lesser extent, the Operations Working
Group and Systems Engineering Working Group). Greater cooperation with other
DAACs, however, is not a high priority for the PO.DAAC, mainly because there
are no instrument interdependencies. The panel, on the other hand, notes that
communication and interoperability with other DAACs are necessary for helping
users locate and combine disparate data sets, thereby fostering multidisciplinary
research. This is a major objective of EOSDIS.

Recommendation 5. The PO.DAAC should strengthen communica-
tions with other DAACs, especially with respect to interoperability
issues.

Relation to the ECS Contractor

The DAAC has participated in ECS design reviews, but feels that the ECS
contractor has not been responsive to its specialized needs. The DAAC’s percep-
tion is that the ECS contractor is building to the specifications of the contract,
which can be modified only by ESDIS. The ECS contractor has now stopped
soliciting input for development and is focusing on delivery of the system to the
AM-1 DAACs. Thus, the opportunity for input has passed.

SUMMARY

The PO.DAAC is a well-run, well-functioning data center that has provided
value-added services (e.g., production and distribution of data sets, development
of tools and algorithms) to the oceanographic community since the early 1990s.
Its success can be attributed to several factors, including (1) a vision of doing
whatever is necessary to satisfy the needs of its users; (2) a sensible strategy for
keeping its data sets active through regular reprocessing; (3) a flexible, incremen-
tal approach to system development; and (4) a commitment to long-term
archiving. The first may well be the most important, and the DAAC could serve
its users better if it developed and tracked statistics on what and how data are
being used.

The DAAC has an excellent relationship with its highest-priority users, physi-
cal oceanographers. This relationship is strengthened by the influence of the User
Working Group in the DAAC’s activities and by the collocation of DAAC staff
with oceanographers at JPL. This mutually beneficial relationship helps the
DAAC provide appropriate data, software, and tools, which in turn help the
scientists conduct their research. A recent trend by JPL management to outsource
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DAAC functions, however, could result in a loss of synergy with the scientific
community and could ultimately undermine the oceanographic research objec-
tives of the Earth Science Enterprise.

Although the DAAC serves the physical oceanography community well, it
does not expend much effort to serve researchers in other disciplines. Some of
these researchers will seek to combine disparate data sets from a variety of
sources, including the PO.DAAC. Indeed, facilitating the creation of such
multidisciplinary data sets is a primary goal of EOSDIS and was a reason for
creating the DAACs and the ECS (see Chapter 1). Changing technology has
reduced the necessity for the ECS, and as long as the DAAC is able to fully link
its systems with the other DAACs, the goals of EOSDIS can likely be achieved
without the adoption of the full ECS.
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ABSTRACT

The National Snow and Ice Data Center (NSIDC) DAAC is hosted by the
University of Colorado. Along with the NSIDC and the World Data Center
(WDC) for Glaciology, with which it is inextricably intertwined, the DAAC
manages data related to snow and ice, climate, and the cryosphere—the part of
the Earth’s surface that is perennially frozen. The NSIDC DAAC will also re-
ceive Moderate Resolution Imaging Spectroradiometer (MODIS) data from the
GSFC DAAC and may create MODIS snow and ice products. Although no small
task, particularly since the EOSDIS Core System (ECS) has not been completed,
most of the EOS instruments related to the polar regions will be launched after
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the AM-1 platform. Consequently, the DAAC will face its most difficult data
management challenges in a few years.

The NSIDC DAAC provides an outstanding example of how good data
management practices and a close relationship with researchers can help lead to
scientific advances. Although no major problems were found during its site visit,
the panel recommends that the NSIDC DAAC sponsor joint activities with the
ASF DAAC on scientific issues pertaining to polar regions, which have not
received adequate attention from ESDIS so far. The panel also recommends that
the DAAC develop and implement a transition plan describing the critical path of
DAAC activities prior to site acceptance of the ECS.

INTRODUCTION

The National Snow and Ice Data Center DAAC was created by NASA in
1991 (Box 8.1). Its roots go back to 1957, when the World Data Center for
Glaciology was established at the American Geographical Society in New York.
The WDC relocated to the University of Colorado in 1976 with NOAA sponsor-
ship, and a new data center, the NSIDC, was created in 1982. The NSIDC is by
far the larger of the two organizations, and is funded by a variety of agencies,
notably NOAA, NASA, and the NSF. The DAAC is larger still, and accounts for
about 75% of the total operation. All three components are located within the
Cooperative Institute for Research in Environmental Sciences (CIRES) at the
University of Colorado.

All three components serve the cryospheric and polar science communities
(Box 8.1). Although the operations and staff of the three centers are commingled,
the holdings of the DAAC are distinct from those of the WDC and NSIDC.
Current holdings of the DAAC include passive microwave and AVHRR prod-
ucts, altimetry and elevation data, and remotely sensed and in situ polar atmo-
spheric science data.

The aggregate volume of these data sets, together with the holdings of the
NSIDC and the WDC, is about 1 TB. In the EOS AM-1 era, the NSIDC DAAC
will receive approximately 15-18 GB of MODIS data per day from the GSFC
DAAC and will use them to produce MODIS snow and ice products. The DAAC
will not be a direct recipient of high-volume Level 1 data streams until the
Advanced Microwave Scanning Radiometer (AMSR) and the Geoscience Laser
Altimeter instruments are launched in a few years (see Table 1.1 for a description
of data processing levels).

To prepare for the upcoming missions, the DAAC is developing new prod-
ucts, testing MODIS algorithms, and working on the ECS release B testbed. All
of its baseline hardware is in place, and the DAAC is reconfiguring hardware and
installing the ECS commercial-off-the-shelf (COTS) software to prepare for Ver-
sion 2. In terms of readiness for the EOS data streams, the greatest challenges that
the DAAC faces are staffing up in time and planning the near-term transition to
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the ECS. With regard to the first, the DAAC currently has funding for 33 FTEs,
although several positions are vacant, and the DAAC will have to add 20 more
FTEs over the next few years.

The Panel to Review the NSIDC DAAC held its site visit on March 4-5,
1998. The following report is based on the results of the site visit and on subse-
quent e-mail discussions with the DAAC manager in June through September
1998.

HOLDINGS

The snow and ice data archived and distributed by the DAAC (see Box 8.2)
are a critical resource for the cryosphere research community. The need for

BOX 8.1. Vital Statistics of the NSIDC DAAC

History. The NSIDC DAAC was created in 1991. Its operations are
almost completely merged with those of the NSIDC and WDC for
Glaciology, which has been disseminating data since 1957.

Host Institution. CIRES, University of Colorado in Boulder, Colorado.

Disciplines Served. Cryospheric and polar science; data are available on
snow cover, freshwater ice, sea ice, glaciers, ice sheets, and ground
ice.

Mission. To serve communities identified by the Mission to Planet Earth
Strategic Enterprise Plan by providing easy and reliable access to EOS
satellite data, ancillary in situ measurements, and any necessary base-
line data, model results, and relevant algorithms relating to cryospheric
and polar processes.

Holdings. The DAAC holds 1 TB of heritage data sets and anticipates
receiving 15-18 GB of data per day from the AM-1 platform via the
GSFC DAAC.

Users. There were 506 unique users in FY 1997, not including unregis-
tered users who access the ftp site.

Staff. In FY 1998 the DAAC had 27 FTEs and 6 ECS contractors.

Budget. Approximately $4.1 million in FY 1998 (including DAAC costs
and ECS-provided hardware, software, and personnel), increasing to
$4.7 million in FY 2000.
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remote sensing data on snow and ice is likely to increase over the years as
programs emerge addressing gaps in the predictive knowledge due to inadequate
understanding of feedbacks related to the cryosphere. Large expanses of the
Earth that have a permanent ice cover are remote and inaccessible, and remote
sensing is the most, if not the only, effective tool for data gathering. This applies
equally to glacial ice and sea ice. The need to detect changes over time will be a
critical element. For example, the extent of snow cover in winter is an indicator of
climatic conditions over the land areas in the northern hemisphere and is consid-
ered an index of warming conditions (e.g., Figure 8.1). A time series is there-
fore valuable for global change studies. Examples of other high-priority areas
include the mass balance of glacial ice, which has implications for freshwater
input into the marine environment, which in turn determines sea level rise and
influences oceanic water column structure. Ice cover also affects surface al-
bedo, modifying the energy balance of polar regions, thereby affecting global
climate. These are only a few examples of why observations from space of
snow and ice are critical.

Processing Plans

Most of the data sets currently held by the DAAC are received as Level 1
products, then processed into higher-level products. The panel notes that infor-

BOX 8.2. Data Holdings as of January 1998

• Nimbus-7 Scanning Multichannel Microwave Radiometer (SMMR).
• Defense Meteorological Satellite Program (DMSP) Special Sensor

Microwave/Imager (SSM/I).
• Advanced Very High-Resolution Radiometer (AVHRR)—1-km Level

1B polar data set.
• Sea Satellite (SeaSat) and Geodetic Satellite (Geosat)—Altimetry

data for the Antarctic and Greenland ice sheets.
• Digital Synthetic Aperture Radar (SAR)—Mosaic and elevation map

of the Greenland ice sheet.
• Historical Arctic Rawinsonde Archive—Data from the early 1950s to

mid-1996.
• Arctic Water Vapor Characteristics from Rawinsondes—Data from

1954 to 1991.

SOURCE: NASA (1998).
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FIGURE 8.1. Trend of snow-covered area for the northern hemisphere from 1978 to
1996. Above: visible band-derived (NOAA) snow-covered area departures from monthly
means. Below: passive microwave-derived (SMMR and SSM/I) snow-covered area
departures from monthly means. SOURCE: NSIDC DAAC.

mation on lower-level versions of these data sets is not included in the DAAC’s
catalog. Some scientists need access to these data sets, sometimes in real time,
and it is important for all the data holdings to be made visible in the catalog.

For the upcoming missions, NASA is considering transferring responsibility
for data processing from the DAACs to the instrument teams on an instrument-
by-instrument basis. The possible change in plans is being driven by new delays
in the ECS. If the original processing plans are adhered to, the NSIDC DAAC
will distribute and archive Level 1 AMSR data and will provide NSIDC glacier
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inventory information to validate ASTER data. It will also archive the derived
Level 4 products from the ASTER Global Land Ice Monitoring System, although
the ASTER images themselves will be made available by the EDC DAAC. Fi-
nally, the NSIDC DAAC will receive Level 2 MODIS snow and ice products
from the GSFC DAAC and will create Level 3 gridded daily and composite
products, which are not covered in the current MODIS instrument team process-
ing proposals.

To prepare for MODIS product production, the DAAC has tested early ver-
sions of three out of four of the Product Generation Executables (PGEs). Drop 4
of the ECS software was delivered to the DAAC in April 1998, and the DAAC is
currently testing the next version PGEs with the new software. None of the tests
have used a simultaneous processing configuration, which is useful for determin-
ing whether the capacity of the system is sufficient.

Major Strategic Issues

Most users will not be able to manage the large files that will result from the
EOS instruments. Subsetting will make the data more accessible to users and, in
the DAAC’s view, will probably be the biggest factor in increasing the size of the
user community. Nevertheless, subsetting capabilities are not scheduled to be
included in the ECS until 1999, after MODIS has been launched. Consequently,
the DAAC cosponsored a workshop in July 1998 to discuss, among other things,
the results of several prototype efforts for creating Hierarchical Data Format
(HDF)-EOS subsetting tools. As a result of the workshop, the DAAC plans to test
a subsetting tool developed at the University of Alabama, Huntsville.

Long-Term Archive

NASA and NOAA are currently negotiating plans to transition data from the
DAACs to NOAA archives. The NSIDC has both funding and organizational
links to NOAA, in the latter case, through a Cooperative Agreement between
CIRES-University of Colorado and NOAA’s National Geophysical Data Center
(NGDC). Consequently, if NGDC becomes the designated archive, the transfer
of data from the NSIDC DAAC to the NGDC should be one of the easiest to plan
among all the DAACs.

USERS

Characterization of the User Community

The NSIDC DAAC tracks its customers by means of several criteria, includ-
ing the number of users by category (e.g., university, federal employee, commer-
cial sector), the number of data sets distributed, and the monthly volume of data
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downloaded from the Web. The NSIDC-WDC-DAAC complex also maintains
an impressive list of several hundred journal papers than have used its data. The
users of data and data products are multinational and diverse in discipline and
technological sophistication.

High priorities of the DAAC include determining the scientific impact of
data sets and ensuring customer satisfaction. A needs and requirements database
that keeps track of user satisfaction is essential for the latter. Such a database
extends beyond the DAAC’s present tracking system, and the panel believes that
the DAAC can and should be more proactive in its assessments of the uses of its
data sets.

The panel suggests the following as possible ways to improve the assess-
ments:

• identify and track electronic downloads of NSIDC DAAC data;
• determine users’ satisfaction not only with the DAAC’s provision of the

data set, but also with the data set itself (e.g., What were the primary limitations
the user encountered with the data set?); and

• assess the scientific impacts of the papers that resulted from the data set.

The last could be done by DAAC scientists and/or outside experts. This more
extensive documentation would provide a basis for setting internal priorities on
how much effort to place on particular data sets, and for general informational
purposes for funding agencies, for example. By synthesizing information on data
set utilization and impacts, the NSIDC DAAC can play a valuable role in evalu-
ating the data priorities of the snow and ice community. As the voluminous and
expensive products of EOS come on-line, there may be a much greater need than
in the past for this type of function. The panel notes that the NSIDC DAAC is
well positioned in this regard and would be missing a potentially important
opportunity if it does not enhance its documentation and assessment of data set
utilization.

User Working Group

The DAAC has a good relationship with its Polar DAAC User Working
Group (PoDAG). The PoDAG meets every eight to nine months and helps the
DAAC decide such issues as which nonstandard data products should be devel-
oped. The DAAC is responsive to PoDAG recommendations, and PoDAG mem-
bers feel effective and productive. PoDAG members stated that the NSIDC
DAAC is well integrated into the scientific community and is not simply a num-
ber-crunching data center. This characteristic arises in part from its cooperation
with and proximity to scientific research programs (see below).

Because of their overlapping interests in the polar regions, the ASF and
NSIDC DAACs had a joint User Working Group for the first few years of their
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existence. Apparently the joint group was not as effective as either the ASF or the
NSIDC DAAC might have wished, and separate user working groups for the two
DAACs were formed. The outcome, in the panel’s view, was that the NSIDC
DAAC gained an effective User Working Group, but at the cost of losing synergy
with the ASF DAAC.

Recommendation 1. The NSIDC DAAC should sponsor joint activi-
ties with the ASF DAAC, such as joint meetings of the User Work-
ing Groups, on issues of mutual interest. In the panel’s view, such an
act of leadership would be beneficial to the polar sciences.

Interaction with the Scientific Community

The NSIDC-WDC-DAAC complex has a long and impressive history of
responding to the needs of snow and ice researchers. Active involvement on the
part of technical personnel in the acquisition and development of data products,
and the close juxtaposition of the external support function with active faculty
and student in-house research, have resulted in an understanding of the modus
operandi of scientific research on the part of the technical staff and in a proactive
attitude. The panel notes that this cooperative and proactive attitude is a strong
positive attribute and that the in-house scientific competence adds value to the
data sets. The cryospheric and polar science research communities will continue
to increase their use of satellite remotely sensed data, as scientists who are not
currently among the remote sensing specialists recognize the value of the data
products and become users. Such an expansion of the number and diversity of
users can well be accommodated by the DAAC.

Although the DAAC clearly has an excellent relationship with its scientific
users, the review showed that visitors and outside collaborators play a relatively
small role in the DAAC’s operations. Among the reasons given were a lack of
available space and computer equipment for visitors, as well as a tendency for in-
house scientific staff to do the “value-added” work such as (1) synthesizing data
sets, especially data sets of the same variable but from different time periods and/or
regions; (2) reformatting and gridding data sets to facilitate user access; and (3)
providing quality control and producing “clean” versions of data sets that were
originally contaminated. The HARA Arctic upper-air sounding data set is an ex-
ample of an NSIDC-enhanced data set that benefited a large segment of users. At
present, the NSIDC tends to do this type of work when an in-house researcher
needs the value-added data set. Hence, this work is often driven by external funding
of in-house projects. This does not guarantee that the tasks undertaken are those
most needed by the community. Visitors at the DAAC, who could contribute to
such efforts, would bring a nice “external drive” into this process.

The DAAC would benefit in several ways from a more active visitor program.
First, it would be able to tap into the scientific expertise and data set usage experi-
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ence of the broader community, which is more diverse than even a high-quality in-
house staff can possibly be. Feedback from external scientists working at the DAAC
will almost certainly be more substantive than feedback from remote users. Second,
a strong visitor program would foster the community’s stake in the DAAC and
would counter any perception of its being a “closed shop” or competitor. Finally,
visitors would disseminate first-hand information about the DAAC, its holdings,
and its products, thereby enhancing the visibility of the DAAC.

Possible vehicles for enhancing external collaboration include dedicated re-
sources (e.g., workstations, space, travel funds) for visitors and a wide solicita-
tion of visitors. In addition, collaborative ties could be fostered through joint
research proposals by NSIDC DAAC personnel and outside scientists. The latter
strategy represents a significant step beyond the practice of sending representa-
tives to a workshop and submitting a proposal to serve as the data archive for a
particular program (e.g., NSF’s Arctic System Science initiative).

Recommendation 2. To broaden the scope of its interaction with the
scientific community, the DAAC should sponsor a visiting scientist
program with adequate space and should foster new collaborations
with outside researchers.

User Services

The panel was impressed with the high level of user services that the DAAC
provides to its customers. The balanced suite of analyzed products and data sets
offered by the DAAC is much to the benefit of its clients. It also has an active
CD-ROM publications program and services a significant number of regular
subscribers. Subscribers to a series generally receive multiple products during a
year. This is counted as a single request.

The method of counting requests is realistic in that the DAAC counts only
requests for which it does work and supplies something to the user. It does not
justify itself on soft figures such as hits on a Web site or requests that result in a
simple referral to another center. Given the method of counting, the servicing of
1,500 to 2,000 requests a year (including more than 500 subscriptions) indicates
that the DAAC is heavily used.

DAAC policy is that all requests receive a response within 24 hours. This
does not mean that requests are always completed within 24 hours but that the
request is acknowledged and the user receives information on how and when the
data or information will be provided. This policy has contributed to a very posi-
tive relationship between the DAAC and its users.

Polar Grids

The ECS software employs rectangular projections for gridding data. Rect-
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angular projections, however, are inappropriate for high-latitude regions because
of the distortion in horizontal distance, which becomes increasingly severe to-
ward the poles. At the pole, the calculations fail. Consequently, polar projections
are essential to the cryospheric and polar science communities. The National
Snow and Ice Data Center has developed the Equal Area Scalable Earth grid,
which has been adopted by the community for the Polar Pathfinder data sets.
However, if EOS data are not translated into polar grids, the DAAC (and NASA)
will completely fail its user community.

At the time of the review, the DAAC had tried unsuccessfully for five years
to make support of polar grids a requirement of the ECS. An instrument team had
also submitted a request to the ESDIS Resource Allocation Board for funding to
develop a polar grid. A subsequent discussion between the panel and the ECS
contractor revealed that ECS contractors have begun to address the problem, and
the panel urges ESDIS to ensure that this critical functionality is developed and
fully tested before launch.

Recommendation 3. To ensure that the needs of the cryospheric and
polar science communities are met, ESDIS should require that the
capability to generate polar grids be incorporated into the ECS
prior to launch of the AM-1 platform.

TECHNOLOGY

General Philosophy

The NSIDC DAAC seeks to balance the risks of prematurely adopting “cut-
ting-edge” technology with the benefits that more modern systems provide. The
DAAC therefore tries to be “sufficiently modern” with regard to hardware. The
panel agreed that this is a sensible approach.

Hardware

The network topology and communication infrastructure seem sufficiently
modern to meet the needs of the DAAC for the foreseeable future. The storage
capacity of the StorageTek PowderHorn (300 TB) for on-line storage and archive
is more than sufficient to handle the legacy data (1 TB) and the new data expected
over the 10-year life cycle. The server and workstation configuration are cur-
rently adequate to meet the needs of the DAAC, although the number of worksta-
tions available for non-DAAC use (i.e., visiting scholars) was raised as an issue
(see Recommendation 2).
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Software

At the time of the site visit, the initial delivery of operational ECS software
had not been made, and the DAAC was still working with Version 0. The panel
was concerned about the configuration management of the software baseline and
delivery process, given the number of sites and the mixture of core functionality
and DAAC-specific functionality required. How will DAAC-unique functional-
ity and “patches” be controlled, and how will they be integrated with future
baseline upgrades and deliveries? The configuration management problem could
be exacerbated if the DAAC runs Version 0 in parallel with Version 2 of the ECS.
Maintaining multiple versions of the system software would also increase opera-
tions and maintenance costs.

Part of the problem is related to the lack of baselined standardized Applica-
tion Program Interface (API) documentation, which was supposed to facilitate
the development of DAAC-unique functionality and buffer the changes from the
core functionality. To mitigate risk, the panel suggests that the ECS contractor
work with the DAACs to set priorities for standardized API development and
documentation, based on which functions are most critical, which will be used
the most, and which are most feasible in terms of cost and schedule.

Processes

Operational testing of the baseline software in end-to-end functional tests is
a critical step in determining whether the system is ready for production. Once
this level of testing is completed (as part of the site acceptance tests), a detailed
evaluation of the test reports, of outstanding hardware and software defects, of
workarounds, and so forth, must follow as part of the assessment of operational
readiness. At the time of the review, installation, checkout, and testing of the
hardware were being performed by ECS contractors, and operational testing had
not yet begun. In view of the timetable for the upcoming missions, the panel
viewed this as an area of risk.

Media Versus Web Distribution Strategy

Although distribution of data on media will always be important, the DAAC
regards Web distribution of its data sets and the development of home pages as
major accomplishments. Over the past two to three years, ftp and Web access
have increased sharply. The panel found the DAAC’s Web site to be functional
and useful, with many data sets that can be downloaded from the site.
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MANAGEMENT

General Philosophy

The panel met with two managers at the site visit—Ron Weaver, manager of
the NSIDC DAAC, and Roger Barry, director of the NSIDC and the WDC for
Glaciology. Barry obtained funding in the early 1990s to create the DAAC and
serves as the DAAC scientist. He also orchestrated a user community letter-
writing campaign, which probably saved the DAAC from closure in 1994. The
panel views Barry’s involvement as a tremendous strength of the DAAC, not
only because of his strong connections to the scientific community and his lead-
ership abilities, but because he is a faculty member. The latter is particularly
important because of the clout it brings with the host university.

The DAAC leverages considerable scientific and technical expertise through
its association with the University of Colorado, its role as a World Data Center
for Glaciology, and its many connections with international science programs
such as the World Climate Research Program. These diverse and important asso-
ciations ensure not only enhanced scientific and technical guidance, but also the
broadest global view of the user community. This broad view of user needs is
much to the benefit of the Earth Science Enterprise.

Operations Approach

The DAAC has adopted a “product team” approach to the development and
management of its operations. A product team is responsible for a data set. The
team is generally led by a scientist with expertise relevant to the data set, and
other members are drawn from operations, user services, scientific programming,
technical writing, and database administration. This approach helps ensure that
all aspects of the life cycle of the data set are covered. To further guide the
development and management of the data sets, data set production and documen-
tation checklists have been implemented.

The panel considered this approach to operations and development of data
sets to be effective. The lessons learned by staff working on one data set are
transmitted immediately to the other product teams on which a member works.
Methodologies are well established and understood. The procedures necessary to
ensure that the breadth of expertise to build and manage end-to-end systems for
complex, interrelated scientific data sets have been designed and formalized.
Coupled with the checklists to ensure compliance, there is clearly a good man-
agement system in place to keep operations on track and on schedule.

Personnel

All DAAC staff, including the ECS contractors, are university employees.
This further blurs the distinction between the centers and the university and be-
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tween the DAAC and the ECS contractors. It also contributes to a strong sense of
team membership. The staff have a mixture of expertise that is well suited to the
mandate of the DAAC. In particular, there is strong scientific capability and leader-
ship in the organization. This depth of scientific expertise has allowed the DAAC to
develop a program and services that meet the real needs of its user base. In addition,
the technical staff responsible for day-to-day operations, budgeting, and data set
development were found to be knowledgeable, capable, and highly motivated.
Considerable interest in the review was demonstrated by a large attendance at the
open sessions with the panel. There was broad participation by all in the discus-
sions, and contributions by the staff were relevant, positive, and to the point.

In general, the DAAC does not have a problem retaining staff. Turnover is
about 8%, which is well below the rate of 30% in Colorado for all industries. It
appears that the NSIDC complex offers an interesting and challenging working
environment that results in the low turnover. Staff recruiting, on the other hand,
appears to be more problematic. At the time of the review, there were several key
vacancies, such as a system test engineer, at the DAAC. The system test engineer
should have been in place before the hardware installation began. Filling this and
other positions will help ensure that the DAAC is ready for the EOS data streams.

Budget

The NSIDC DAAC’s FY 1998 budget is $4.1 million, about 10% of which is
ECS-supplied hardware, software, and personnel (Table 8.1). About half of the
resources are applied to development of new data sets and services, and about half
to routine processing and operations. The panel views this as a healthy balance,
particularly since science is moving toward multidisciplinary global activities that

TABLE 8.1. Total NSIDC DAAC Costs (million dollars)a

Fiscal Year

1994 1995 1996 1997 1998 1999 2000 2001 2002

NSIDC DAAC 1.8 1.9 2.0 3.0 3.7 3.4 3.7 4.1 4.5

ECS hardware 0 0 0.3 4.6 0.1 0.7 0.4 0.2 0.1
ECS software 0 0 0 0.4 0.1 0.1 0.1 0.1 0.1
ECS personnel 0 0 0 0 0.2 0.5 0.5 0.5 0.6

Total cost 1.8 1.9 2.3 8.0 4.1 4.7 4.7 4.9 5.4

aBudget numbers for FY 1994 - 1997 are actual values; numbers for FY 1998 - 2002 are projec-
tions, as of May 1998.
SOURCE: ESDIS.
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require the production of a broad suite of data and information products, rather than
just the provision of data sets. It also allows the scientists who use the center to do
science without having to do the data processing and analysis first.

In the panel’s view, the budget and number of staff (33 FTEs) are reasonable,
given the scope of responsibilities of the NSIDC DAAC. The cost of the DAAC
and the split between salary and operations are in proportion compared to some
other international data centers of similar size that deliver similar services. Lever-
aging off the activities of the NSIDC and WDC for Glaciology is also highly
cost-effective, but the intermingling of these activities makes it difficult to deter-
mine the cost-effectiveness of the DAAC component by itself. In general, the
DAAC would benefit from developing quantitative measures to show its cost-
effectiveness, particularly given community concerns about the apparent high
cost of the DAACs.

Contingency Plans

In the event of an ECS failure, the NSIDC DAAC has developed a contin-
gency plan for MODIS that will cost a few million dollars a year for seven years.
The MODIS instrument team has also developed a contingency plan, although
details on the plan and its cost were not available to the panel. A final decision on
which plan would be adopted had not yet been made. In either case, the DAAC
risks failing its user community if sufficient funds are not available to produce
the snow and ice products, or if implementing the contingency plans leads to a
reduction in the number of geographic areas that can be processed—cryospheric
science requires global coverage.

Strategic Plans

Future broad directions for the DAAC include delivering near-real-time data,
creating a relationship with the modeling and climate assessment communities,
and developing MODIS products. The first two were not discussed in detail at the
site visit, and the panel assumes the DAAC has a detailed strategy for implement-
ing them. The third relies, in part, on the technological transition from Version 0
to the ECS. The DAAC was concerned about setting priorities and managing
competing demands for space and resources during this transition. It was not
apparent in the review that realistic tests dealing with the anticipated large vol-
umes of data and information, and with a possible large increase in the number of
simultaneous user requests, have been attempted or that plans for such tests had
been devised. The performance requirements developed by ESDIS, which are
vague and will be difficult to verify, should be made more explicit. In addition,
the panel suggests that as part of site acceptance testing, the DAAC run stress test
procedures for average and peak usage to identify system bottlenecks.
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Recommendation 4. The DAAC should develop a transition plan
that describes the critical path of all DAAC activities that have to be
completed prior to the start of site acceptance testing for future
ECS deliveries.

NSIDC DAAC AND THE EARTH SCIENCE ENTERPRISE

Relation to CIRES

The director of CIRES, Susan Avery, recognizes that having the NSIDC-
WDC-DAAC complex embedded in the university, yields benefits to both the
university and the data center complex. In general, the university does not go out of
its way to nurture the complex, but it does provide a reasonable level of infrastruc-
ture, including space, telephone and networking services, and contract administra-
tion. It also maintains the Internet connection to the DAAC. The University of
Colorado’s commitment to the DAAC will end when external funding ends.

The University of Colorado has provided university affiliation for DAAC
technical personnel, and the administrative placement of the DAAC within CIRES
has worked well. Although the intermeshing of the DAAC with its host institute
creates complexities in financial and time budgeting, it leads to a high level of
flexibility. The university environment and benefits are attractive to the staff, and
the DAAC benefits in many ways from, and makes use of, its position within the
university. In the panel’s opinion, a tremendous strength of the NSIDC DAAC is
the leadership of a faculty scientist who has a voice in university affairs. Conse-
quently, the DAAC gains visibility and clout within the university.

Relation to NOAA

The National Snow and Ice Data Center is administered as a component of
NOAA’s National Geophysical Data Center complex of data centers and is lo-
cated in a building adjacent to NGDC. Although NOAA does not have responsi-
bility for the NSIDC DAAC, the proximity and administrative links between the
centers present an opportunity for the DAAC and the Earth Science Enterprise.
NGDC and the two other NOAA data centers (the National Oceanographic Data
Center and the National Climatic Data Center) are the major archives of environ-
mental in situ data in the United States. These data have enormous potential value
to the EOS program, since they could and should serve to calibrate and validate
satellite-derived data. NSIDC data will be used for ASTER validation purposes,
but there is an opportunity for NGDC to use its links to NSIDC to play a larger
positive role in the EOS mission. For that reason, the panel was disappointed that
the connection between the NSIDC and the NGDC seemed pro forma.
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Relation to ESDIS

The DAAC has had mixed results from its interactions with ESDIS. For
example, ESDIS helped broker an agreement between the DAACs and the ECS
contractor that will enable the DAAC to obtain the ECS source code before
launch. On the other hand, it took several years for the DAAC to convince ESDIS
of its need for polar grids. With the departure of Gregory Hunolt at ESDIS and
Dixon Butler at NASA Headquarters, the DAAC is concerned that the idea of an
integrated data system for science might be lost.

Relation to Other DAACs

The NSIDC DAAC interacts regularly with three other DAACs. It shares
MODIS data product interdependencies with the GSFC and EDC DAACs, and it
used to share the same User Working Group with the ASF DAAC, which also
deals with polar region data. Most of the collaboration exists at the working level
because the DAACs need to solve problems in common. At the management
level, however, the relationship with the other DAACs is weak. Weaver told the
panel that the DAAC managers worked together only because they had a com-
mon funding source and a strong manager at ESDIS (Hunolt).

Relation to the ECS Contractor

In the past, the DAAC communicated with the ECS contractor through
ESDIS, an arrangement that led to frustrations on both sides. The DAAC is now
communicating directly with the ECS contractor through its ECS liaison. The
ECS science liaison came from the Raytheon ECS facility in Landover, Mary-
land, and has been able to open the lines of communication from the DAAC to the
ECS contractor, although communication from Landover back to the DAAC is
only beginning to be effective. Two-way communication will presumably help
solve some of the frustrations that the DAAC has had with the ECS contractor,
such as receiving incomplete and inconsistent documentation. It may also help
reduce conflicts arising from the DAAC’s desire to customize the ECS and the
ECS contractor’s desire to maintain a standard ECS configuration at all sites.

Relation to Instrument Teams

The DAAC is concerned about its limited ability to influence the interdisci-
plinary science teams and instrument teams. The DAAC staff believes it is essen-
tial to be involved with field programs if they are to do the data management well,
but they have found that it is difficult to convince the scientists. Although six to
eight DAAC staff are designated as mission data coordinators to the EOS instru-
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ment and interdisciplinary science teams and attend team meetings, the DAAC
feels it does not have much influence over the data management plans.

SUMMARY

The NSIDC DAAC contributes well to the strategic goals of the Earth Sci-
ence Enterprise by facilitating research that will lead to fundamental contribu-
tions to cryospheric and polar science. Two important factors have helped the
DAAC implement its mission: (1) it has a strong vision of serving its science
community; (2) it is collocated with two other major cryospheric-polar data cen-
ters, the NSIDC and the WDC for Glaciology. With regard to the first, the DAAC
has an excellent relationship with its cryospheric and polar science user commu-
nities. Indeed, the DAAC is embedded in the science community, an accomplish-
ment that few data centers are able to achieve. Its success in this regard comes in
part from understanding who its users are and what data they need. A better
understanding of how the data are used, however, would further improve the
DAAC’s service to its customers. In addition, joint activities with the ASF DAAC
would help the NSIDC DAAC develop closer ties with scientists who use syn-
thetic aperture radar data in the polar regions.

The second factor for the DAAC’s success, the collocation and intermingling
of DAAC operations with the NSIDC and the WDC for Glaciology, not only
leverages NASA’s investment but also has practical benefits for the DAAC. The
DAAC can take advantage of lessons learned by the older data centers, and it has
access to a wide variety of ancillary data and in-house scientific expertise. Such
in-house resources, however, come with the risk of becoming a closed shop, and
the DAAC and its sister centers would benefit from a strong visiting scientist
program.

The DAAC’s relationship with its host institution, CIRES, is also good, in
part because of the strong involvement of a faculty member, Roger Barry, in the
DAAC. The DAAC’s relationship with NOAA’s National Geophysical Data Cen-
ter, on the other hand, seems pro forma and the potential for a stronger, beneficial
relationship has yet to be realized. A better relationship with NOAA could help
smooth the transition for the long-term archive of NSIDC DAAC data.

One of the greatest challenges facing the DAAC is accommodating limita-
tions in the ECS that will make it difficult for the DAAC to satisfy the needs of
the polar science community. For example, the latest version of the ECS does not
provide subsetting capabilities or polar grids, although the DAAC and the ECS
contractor are taking steps to remedy these deficiencies. Although the DAAC
appears to know what needs to be done to be ready for launch, a better near-term
plan and schedule to transition from Version 0 to the ECS would help ensure the
DAAC’s readiness for the AM-1 platform.
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ABSTRACT

The Oak Ridge National Laboratory (ORNL) DAAC manages data needed to
study biogeochemical fluxes and processes. In contrast to other DAACs, the ORNL
DAAC deals with data derived mainly from intensive field campaigns and process
studies, rather than from satellites. ORNL DAAC data are important to the satellite
program, however, because they provide a means for validating data from high-
resolution imaging satellites, such as Landsat, and multisensor platforms, such as
AM-1. In fact, without the integration of remote sensing and in situ observations, it
is doubtful whether the EOS program would ever fulfill its full potential.

At the time of the site visit, the ORNL DAAC was only beginning to get
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involved in the EOS Land Validation Program. Given that Landsat 7 and the AM-
1 platforms are scheduled to be launched less than a year from now, the DAAC
will have to be resourceful and assertive to become meaningfully involved in the
calibration and validation plans for these programs. It will also have to have a
vision of what it intends to accomplish in the EOS Land Validation Program and
other data activities, and the panel’s main recommendation is that the DAAC
develop a vision and implementation strategy for fulfilling its special mission
within the DAAC system. A plan for participating in the EOS flight missions is a
key part of the implementation strategy, and given the imminence of launch date,
the DAAC needs to develop this plan immediately. Only by becoming involved
with satellite programs will the ORNL DAAC effect the transition from being a
biogeochemical data center to becoming a fully functional DAAC.

INTRODUCTION

The Oak Ridge National Laboratory DAAC was created in 1993 to archive
and disseminate biogeochemical dynamics data from NASA and non-NASA
field activities (Box 9.1). It is collocated with several environmental data centers
at Oak Ridge National Laboratory, including the Carbon Dioxide Information
Analysis Center, the World Data Center for Atmospheric Trace Gases, and the
Atmospheric Radiation Measurement (ARM) archive.

The DAAC has a unique role within EOSDIS. Rather than serving as a
repository for large volumes of data from a small number of remote sensing
missions, it serves as collecting agent and repository for small, disparate sets of
data from principal investigators of field projects sponsored by NASA and
other federal agencies. Rather than processing data, the DAAC makes available
data that have been processed by the scientists who collected them. These
ground- and aircraft-based data are critical for validating EOS remote sensing
instruments.

In the future, the DAAC will continue to provide data management support
for field campaigns, such as the Large-Scale Biosphere Atmosphere Experiment
in Amazonia (LBA), as well as for process studies related to biogeochemical
dynamics. It will also place increasing emphasis on the EOS Land Validation
Program. These activities will not pose a technological problem for the DAAC—
processing capacities and response times are ample for current needs, and the
DAAC is able to add on-line storage as required. In the panel’s opinion, the
greatest challenge facing the DAAC is implementing its role in integrating
ground-based measurements into the overall array of remotely sensed data avail-
able from EOS and other NASA programs. The ORNL DAAC is a crucial link in
the validation of biogeochemical inferences from remotely sensed data. It is not
an exaggeration to assert that the success (or failure) of the ORNL DAAC in this
role could make (or break) large components of the stated mission of the EOS
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program. Yet, neither the DAAC, ESDIS, nor the instrument teams seem to
appreciate fully the DAAC’s critical role in EOS.

The Panel to Review the ORNL DAAC held its site visit on March 19-20,
1998. The following report is based on the results of the site visit and e-mail
correspondence with the DAAC manager in June through September 1998.

HOLDINGS

The ORNL DAAC archives and distributes biogeochemistry data sets asso-
ciated with intensive field campaigns and global terrestrial ecosystems process
studies (Box 9.2). The intensive field campaigns, such as the First International
Satellite Land Surface Climatology Project Field Experiment (FIFE), are funded
through NASA’s Terrestrial Ecology Program. The ORNL DAAC is preparing
to receive the data from the Boreal Ecosystem-Atmosphere Study (BOREAS)
field campaign and will manage the data from the LBA field campaign in the
next few years. An example of data from a field site is shown in Figure 9.1.
These data contribute to the overall goals of the ORNL DAAC by providing

BOX 9.1. Vital Statistics of the ORNL DAAC

History. The ORNL DAAC, which was created in 1993, is one of several
centers that manage environmental data in the Environmental Sciences
Division of Oak Ridge National Laboratory. The DAAC’s holdings go
back to the 1800s, although most data sets are relatively modern.

Host Institution. DOE’s Oak Ridge National Laboratory in Oak Ridge,
Tennessee.

Disciplines Served. Biology, ecology, geology, and chemistry.

Mission. To provide data and information about the Earth’s biogeochem-
ical dynamics and ecology to the global change research community,
policy makers, educators, and interested general public.

Holdings. The DAAC holds about 48,000 files with a total volume of 6-7
GB.

Users. There were 1,143 distinct users in 1997.

Staff. In FY 1998 the DAAC had 14 FTEs and 1 ECS contractor.

Budget. Approximately $2.6 million in FY 1998 (including DAAC costs
and ECS-provided hardware, software, and personnel), decreasing to
$2.4 million by FY 2000.
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FIGURE 9.1. Response of plant biomass to monthly and yearly variations in sea-
sonal precipitation at a grassland site in Kenya. The dry season, from June to Octo-
ber, is indicated by the Walter-Lieth Climate Diagram, a commonly used method of
visualizing climate based on mean temperature and precipitation data (the dark shaded
area represents the period of relative drought). Data on biomass response to climate
variation are important for understanding the global carbon cycle and how net pri-
mary productivity on a grassland may vary in response to global change. SOURCE:
ORNL DAAC.
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data to test and develop biophysics and ecosystem models at different sites and
to compare with biogeochemistry data that will be collected in the future. The
global terrestrial ecosystem data sets (Box 9.2), such as Net Primary Production
(NPP), are primarily used to develop and test global ecosystem models. The
ORNL DAAC is also collecting and processing data from the Fluxnet program,
an international program in which microclimate variables and fluxes of CO2,
trace gases, and heat are being measured from regional networks of eddy-correla-
tion towers.

BOX 9.2. Data Holdings as of January 1998

Intensive Field Campaigns
• First International Satellite Land Surface Climatology Project Field

Experiment (FIFE)—Monthly data from the Kansas prairie for May
1987 to October 1989.

• Superior National Forest (SNF)—Daily, monthly, and yearly data
from Minnesota for 1972 to 1990.

• Oregon Transect Ecosystem Research (OTTER)—Monthly data for
May 1989 to June 1991.

• Boreal Ecosystem-Atmosphere Study (BOREAS)—Data are currently
available from the Goddard Space Flight Center.

Process Studies
• Net Primary Production (NPP)—Daily, monthly, and yearly data

from grassland and woodland sites worldwide. Studies range from 3
to 51 years in duration.

• Amazon River Basin Precipitation—0.2-degree gridded monthly and
daily data from Peru, Bolivia, and Brazil for January 1972 to Decem-
ber 1992.

• Global Wetlands and Methane Emissions—Global monthly data at
1-degree resolution from the 1980s.

• U.S. Streamflow—Monthly data from the United States for 1874 to
1988.

• River Discharge—Measurements from more than 1,000 stations
around the world for 1807 to 1991.

• Hydroclimatology—Monthly point data from the continental United
States for 1948 to 1988.

________
SOURCE: NASA (1998).
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Commitment to Data

Perhaps the greatest strength of the ORNL DAAC lies in its commitment to data
and its readiness to do the often thankless work required to render the data it receives
useful to the larger scientific community. Such commitment is particularly important
for data collected in terrestrial field studies in which investigators, often working in
difficult and rapidly changing conditions, must make on-the-fly decisions to control
the most significant variables in a unique setting. Rendering such descriptions useful
to other scientists requires devoting time and attention to compiling, organizing, and
presenting information about how the data were collected, and storing the data so that
they can be readily used in conjunction with other data from the DAAC—work that
the academic and research communities do not generally reward.

Integration of Ground-Based and Remotely Sensed Data

The ORNL DAAC’s role in the EOS Land Validation Program will be (1) to
make ground- and aircraft-based data available for validating satellite instru-
ments and algorithms, and (2) to facilitate integration of these disparate data
types by working with researchers to ensure that the data are in suitable, self-
consistent formats. Both satellite data validation and data set integration are
necessary for scientists to gain a more complete understanding of biogeochemi-
cal processes. With regard to validating the satellite measurements, one of the
most important issues has to do with geolocation. For incoming satellite data and
for modern field studies using the Global Positioning System (GPS), sources of
data can be located on the Earth’s surface precisely and accurately. However, it
may not be possible to provide locations of comparable accuracy for many his-
torical sources of data that are essential to understanding biogeochemical dynam-
ics. Even modern field measurements must often change locations opportunisti-
cally, depending on local conditions, yielding aggregated data that may be
representative of a less-than-precise location. Thus, for many biogeochemical
studies, geolocation attributes must include estimates not only of position but
also of geolocation precision and accuracy. Such estimates, which are often diffi-
cult and are seldom undertaken in a comprehensive manner, exemplify the kind
of data treatment that should be provided by the ORNL DAAC. Yet, at the site
visit, the ORNL DAAC did not seem to be aware of these issues.

Recommendation 1. As a crucial element of the EOS program, the
DAAC should work to resolve the issues of accurate co-registration
of in situ and remotely sensed data, and ensure that both its staff
and its users fully understand what the DAAC’s data holdings mean
to the proper interpretation of remotely sensed data.
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Metadata

Much of the DAAC’s holdings are documented by the principal investigators
of individual field campaigns and process studies, who tend to work with the data
for three to four years until the quality control and documentation are as complete
as possible. Incorporating metadata about field projects into the EOSDIS metadata
model, which was designed for satellite data, is not direct and requires numerous
interactions between the DAAC and ESDIS. In addition, the existing metadata
descriptors are apparently changed by staff at the Global Change Master Direc-
tory (GCMD), often to descriptors that are not in common usage by field investi-
gators, requiring the ORNL DAAC to expend additional effort to make such
changes. For example, DAAC staff told the panel that ESDIS and GCMD staff
have changed the descriptor “carbon dioxide” to “CO2” to “atmospheric carbon
dioxide concentration” and back to “carbon dioxide” over the past two years,
requiring the DAAC to change its metadata files accordingly.

Recommendation 2. Given the importance of validating the EOS
remote sensing measurements, ESDIS should ensure that the ECS
metadata model accommodates data derived from ground- and air-
craft-based studies.

Formats

Although the standard format for EOS data is HDF-EOS, all of the ORNL
DAAC’s holdings are kept as ASCII files. Users are happy with ASCII formats
and ESDIS does not require that ground-based data be put into HDF-EOS be-
cause the overhead is too high for small data sets. An ability to work with HDF-
EOS, however, will be needed for validating land data from MODIS and other
remote sensing instruments, and the panel encourages the DAAC to become
familiar with HDF-EOS.

Processing Strategy

Although the principal investigators of field experiments and process studies
process most of the data eventually held by the DAAC, the DAAC acquires some
unprocessed data from other sources. In addition to processing these data, the
DAAC will become involved in processing Fluxnet data several years from now.
On occasion, the scientific community has asked the DAAC to generate value-
added products, but the DAAC has no immediate plans to reprocess data sets.

Long-Term Archive

NASA is currently negotiating with NOAA to provide a long-term archive
for EOS data. Until a Memorandum of Understanding is concluded, the ORNL



Copyright © National Academy of Sciences. All rights reserved.

Review of NASA's Distributed Active Archive Centers 
http://www.nap.edu/catalog/6396.html

172 REVIEW OF NASA’S DISTRIBUTED ACTIVE ARCHIVE CENTERS

DAAC will continue to archive its holdings as long as funding is available. The
panel notes, however, that the ORNL DAAC is collocated with two long-term
DOE archives—the Carbon Dioxide Information Analysis Center and the ARM
archive. Moving the DAAC’s data sets to one or both of those centers would
likely be cheaper than moving them to NOAA and would keep the data sets
where the scientific expertise resides. At the urging of the ORNL DAAC, NASA
and DOE apparently considered an MOU on long-term archive several years ago.
The panel urges the two agencies to resume their discussion.

Recommendation 3. NASA and DOE should consider establishing a
Memorandum of Understanding for the long-term archive of bio-
geochemical data from the ORNL DAAC.

USERS

Characterization of the User Community

The ORNL DAAC primarily serves the global change research community,
which includes scientists who use terrestrial ecology and biogeochemical dynam-
ics data from process studies, field experiments, and remote sensing. A high
proportion (about 30% of users in 1997) are foreign researchers, who learn about
the data from scientific publications. Many U.S. scientists who are interested in
the types of data held by the DAAC were originally involved in the field experi-
ment or study and, consequently, are not frequent users. Individuals from private
corporations (e.g., corporations that harvest forested lands) and institutions are
also occasional users of the DAAC.

The DAAC does not keep track of the more detailed characteristics of its
user community, and the panel encourages the DAAC to do so. This will permit
the DAAC to develop a more accurate user profile, which in turn will assist it in
expanding user activities and increasing usage of its data. The ORNL DAAC is
arguably the most prominent U.S. data center focused on terrestrial ecology and
environmental data, and it has the potential to serve a much larger segment of the
biological and ecological communities.

In the panel’s view, the DAAC should also begin to capture and more care-
fully analyze statistics on data usage and use the results to construct metrics of its
performance. Not only would such data be useful in better understanding how
users respond to DAAC initiatives or to external changes, but they would afford
a deeper understanding of user differences and of gradual shifts in user behavior,
which might be expected as holdings grow and become more diverse. A metrics
program need not be elaborate; it must be inexpensive to implement, it must
result in consistent data collection, and it must provide data that can be analyzed
and used with ease and with confidence.
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Recommendation 4. To better serve its users, the DAAC should
develop and implement a strong metrics program to track resource
usage, evaluate the impact of data management decisions, and pre-
dict the outcome of future actions.

Finally, the development of a “marketing” plan may also help the ORNL
DAAC to expand its user base, thus increasing its constituency. This then could
prove valuable for budget purposes as well as for generating successful proposals
to other government or nongovernment agencies.

User Working Group

The DAAC has a good relationship with its User Working Group (UWG).
The UWG is an independent body; it helps the DAAC determine which data sets
to acquire and what emphasis to give to existing data sets. For example, the
current allocation of work between field campaigns, validation of remote sensing
products, and ecosystem modeling (see “Data Priorities,” below) was recom-
mended by the UWG.

The greatest concerns of the UWG include (1) increasing the size of the
DAAC’s user community; (2) competition for DAAC activities by the Earth
Science Information Partners (ESIPs) of NASA’s prototype federation; and (3)
transferring the BOREAS data, which are currently being managed at Goddard
Space Flight Center, to the DAAC so that they can be distributed to the broader
community. With regard to the latter, the BOREAS Project Office and the ORNL
DAAC formally agreed several years ago that the BOREAS data would be trans-
ferred to the ORNL DAAC for archive and unrestricted distribution. However,
neither the DAAC nor the UWG has been able to obtain the data, with the result
that the transition is taking a longer time than expected.

Relationship with the Scientific Community

A strength of the ORNL DAAC is its willingness to work with the scientific
user community to provide information needed for research. The DAAC is working
toward involving scientists more closely in its operations, and an obvious opportu-
nity for enhanced interaction exists at Oak Ridge National Laboratory, which hosts
a large environmental sciences group. The DAAC could also enhance its visiting
scientist program or recruit DOE postdocs to work with the data. Seeing scientists
work with the data will help the DAAC understand better how the data are used and
how it can better serve the needs of the scientific community.

Past experience with scientists who provide data to the DAAC has shown the
DAAC the benefits of early involvement in the intensive field campaigns. If the
DAAC has not been involved in any stage of the experiment, it will have a
considerably more difficult time serving users when the data finally arrive. The
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DAAC has taken important strides to remedy this problem through its early
involvement in planning data management for the LBA intensive field site inves-
tigation, and the panel applauds this strategy.

User Services

The panel got the impression that the user services group at the DAAC is
dedicated and competent. Indeed, the DAAC prides itself on its ability to satisfy
users requests. If the DAAC is to meet the challenge of the EOS Land Validation
Program, however, the user services group will have to place increased emphasis
on providing standardized data sets for the development and intercomparison of
biogeochemical models, and on providing data from a variety of platforms (cham-
bers, buoys, towers, shops, aircraft, balloons, satellites) in self-consistent and
accessible ways.

TECHNOLOGY

Hardware Availability

The DAAC’s in-house computer suite appears to be a reliable resource for
DAAC staff and users. Processing capacities and response times are ample for
current needs, and the project is able to add on-line storage as it is required. The
team appears to use adequate configuration management practices and to perform
operations housekeeping, such as backups, consistently. One user observed that
network capacity for on-line delivery of data to customers was likely to become
a problem; however, it is expected that most DAAC users will continue to use
public networks, augmented by transportable media.

The panel believes that developing a simple performance model for end-to-
end servicing of customer requests would help the DAAC evaluate the net impact
of response times at any point in the process. For example, the impact of high-
speed retrieval capabilities for data to be delivered by Federal Express would
have to be weighed against other services the DAAC might improve with the
same funds.

Significant changes in system load may occur when large volumes of time-
series data are collected and delivered to customers on a regular basis. The
DAAC will have to tune performance as resource scarcities shift, to anticipate
sudden degradations in service as resources saturate, and to justify budgeting for
increased capacity while current resources are not fully utilized. The outyear
budgets presented to the review team did not show significant funds earmarked
for additional system capacity.

The DAAC is not on the schedule for ECS delivery and will soon have to
replace its hardware. It has no plans for an evaluation of costs and benefits of
using ECS as opposed to continuing to use a relatively small, tailored system with
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ECS-compatible data definitions and interfaces. The DAAC should be prepared
to make a case for its findings on either side of this issue.

Finally, the panel suggests that within the next four to six months, the DAAC
verify its own readiness for the millennium rollover. Although the DAAC team
was able to answer specific questions concerning potential year-2000 problems
and appears to have avoided a significant data conversion cost, it does not appear
to have done the methodical self-assessment and verification called for by U.S.
government directives, which are warranted to ensure uninterrupted service.

User Interfaces

Developers showed justifiable pride in fielding easy-to-use user interfaces
and evaluating them based on user behaviors. They also showed creativity in
applying new technology to expedite the work of in-house staff as well as to
facilitate timely, complete, and accurate capture of relevant data from scientists at
the point of capture. Such tools, combined with prompt processing of the data
upon receipt, should reduce costs and improve the fidelity of the descriptive data
that accompany field samples.

Media Versus Web Distribution Strategy

Some DAAC staff voiced a preference for Web technology (i.e., string-based
searches or browsers that can be used with many file structures) over traditional
database management system technology. The panel counsels that such a change
should not be made before more powerful Boolean search capabilities become
available. As the DAAC’s holdings grow, users may have greater need for the
precise search capabilities afforded by structured databases than they do at
present. Web browsers often return large numbers of irrelevant references that
are difficult to eliminate with today’s search tools.

MANAGEMENT

General Philosophy

The DAAC management team, led by Larry Voorhees, is well experienced in
data management activities, and this is reflected in its ability to instill into the
staff the requirements and importance of data management. In general, the basic
data center functions of acquisition, quality control, archiving, and providing
access to data appear to be well understood by the DAAC and carried out suc-
cessfully. Several CD-ROMs based on current data holdings have been produced,
and they demonstrate the DAAC’s understanding of the value of and require-
ments for its data holdings by the research community. The strengths of the
management activities are tied to the staff’s dedication to the data, not the orga-
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nization, and the general understanding of data center activities, which is due in
part to their collocation with other Oak Ridge National Laboratory data centers.

In the panel’s view, DAACs should be more than data centers because, in
addition to the data center functions mentioned above, they are involved in active
satellite programs. The ORNL DAAC, however, functions more like a data cen-
ter than a DAAC. To become a DAAC in reality, the ORNL DAAC will need a
clear identity and a stronger sense of its special mission (validating satellite data
with ground- and aircraft-based measurements) within the EOS program. A vi-
sion and an implementation strategy for achieving this vision are critical. The
implementation strategy should also describe the DAAC’s participation in the
EOS flight missions. Such participation in the flight missions will require a
proactive attitude at the DAAC. In fact, the DAAC’s experience with early in-
volvement in upcoming field campaigns such as LBA will help it form similar
relationships with the instrument teams. By thinking strategically, the DAAC
will also be able to further improve the effectiveness of its data center operations.

Recommendation 5. The ORNL DAAC should articulate a vision of
its mission within the EOS program and an implementation strat-
egy with goals for fulfilling this mission. The strategy should influ-
ence every decision the DAAC makes, from participation in the
relevant EOS flight missions, to targets for data acquisition, priori-
ties for data ingest and preparation, staffing, development of a user
base and constituency, and allocation of resources for current-year
and projected spending. Such a strategy should help the ORNL
DAAC become a DAAC in reality.

Personnel

The DAAC has 1 ECS liaison and funding for 14 FTEs, which supports 10
full-time and 13 part-time staff. Only a few FTEs are devoted to system develop-
ment, indicating the DAAC’s focus on operations. DAAC staff come from a
variety of line organizations at Oak Ridge National Laboratory, but they are
located together and report to Voorhees. The line managers supervise the staff,
write annual performance reviews, and make decisions on promotions with input
from Voorhees. Consequently, the DAAC has little opportunity to directly re-
ward or promote outstanding efforts.

Turnover appears to be higher than normal, perhaps because of uncertainties
in long-term funding. Employees seem to recognize that their jobs may, and
could, go away at the discretion of a NASA executive.

The DAAC has a good relationship with its ECS liaison. She is viewed as a
team member by the DAAC, and her only ECS tasks are to keep track of the
status of ECS deliveries to other DAACs and to make sure that the DAAC does
not stray too far from the ECS standards.
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In the panel’s view, the ideal data center has a mixture of data management
experts, computer programmers, and scientists familiar with the types of data
stored at the center. Scientists familiar with the data have a first-hand understand-
ing of the potential problems associated with experimental data sets, the scientific
value of the data sets, and the type of analysis being done. The excellent work by
Jonathan Scurlock (ORNL scientist) and Dick Olson (DAAC staff) on the global
NPP data sets shows the advantage of having scientists familiar with the NPP
data work with data management personnel. In general, however, scientists in the
Environmental Science Division do not appear to be actively working with DAAC
personnel on most of the biogeochemistry data stored by the DAAC, and the
DAAC should aggressively pursue opportunities for collaboration (see “Rela-
tionship with Scientific Community”).

Budget

The DAAC’s FY 1998 budget is approximately $2.6 million, and the budget
is not expected to vary greatly over the next several years (Table 9.1). Staff costs
are currently about 85% of the total DAAC budget, indicating the DAAC’s focus
on operations, rather than development. The DAAC practices full-cost account-
ing, so the figures given in Table 9.1 represent the true cost of the DAAC,
including occupation of the facility and support services.

Although the budget is small compared with the other DAACs, the UWG is
concerned that the DAAC’s user community is too small to justify the DAAC’s
resources. Based on the annual budget for the program and the number of staff
supported, it appears that the average cost per work year is somewhat high, even
when the academic credentials of the staff are considered. The costs are driven by

TABLE 9.1. Total ORNL DAAC Costs (million dollars)a

Fiscal Year

1994 1995 1996 1997 1998 1999 2000 2001 2002

ORNL DAAC 0.8 2.7 2.1 2.2 2.6 2.3 2.3 2.5 2.7

ECS hardware 0 0 0 0 0 0.4 0 0 0
ECS software 0 0 0 0 0 0.1 0 0 0
ECS personnel 0 0.1 0.1 0.1 0 0 0.1 0.1 0.1

Total cost 0.8 2.8 2.2 2.3 2.6 2.8 2.4 2.6 2.8

aBudget numbers for FY 1994 - 1997 are actual values; numbers for FY 1998 - 2002 are projec-
tions, as of May 1998.
SOURCE: ESDIS.
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the overhead imposed by ORNL operations. If the DAAC grows in order to
process more data sets, it should consider organizing its work so additional staff
would not require the academic credentials and experience typical of the current
labor mix.

The panel also suggests that the DAAC capture actual costs in a work break-
down structure that would permit isolation of costs for specific services per-
formed. It would be useful to capture other performance indicators in order to
analyze the high “cost per stored byte” that is the only available performance
measure at present and to evaluate impacts of variables, such as source or type of
data, and process changes, such as those for facilitating data capture that the staff
has already initiated. The panel recognizes that the acquisition, quality control,
and maintenance of the ORNL data sets (each of which is unique and requires
unique management) is labor intensive and suggests that these costs be quantified
as part of the performance measures. The fact that the DAAC practices full-cost
accounting provides a rare opportunity to estimate the true cost of operating a
data center. The absence of hidden costs may partly explain the apparently high
cost per stored byte.

Data Priorities

The ORNL DAAC archives and distributes biogeochemistry data sets asso-
ciated with three major activities: (1) NASA intensive field campaigns, (2) EOS
Land Validation Program, and (3) global terrestrial ecosystems process studies.
Currently 40% of the DAAC’s effort is associated with archiving and distributing
the small, diverse data sets from the intensive field campaigns; and another 40%
of the DAAC’s effort goes toward the EOS Land Validation Program. The re-
maining 20% of the DAAC effort is concerned with global terrestrial ecosystem
data sets.

The 40:40:20 allocation of effort was recommended by the DAAC’s User
Working Group, and it represents a significant increase in emphasis on the EOS
Land Validation Program. The panel concurs with this change and suggests that
in the future the DAAC should further increase its emphasis on the EOS Land
Validation Program, if it can do so without jeopardizing its ability to meet the
data needs of the broader biogeochemical community. Archiving and distributing
data from NASA-funded field campaigns contribute to the overall objectives of
the ORNL DAAC but should not be its primary focus. By expanding its role in
the EOS Land Validation Program, the ORNL DAAC will strengthen its position
in the overall EOS program.
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ORNL DAAC AND THE EARTH SCIENCE ENTERPRISE

Relation to Oak Ridge National Laboratory

The ORNL DAAC is located within the Environmental Sciences Division of
Oak Ridge National Laboratory. The Environmental Sciences Division focuses
on five strategic areas, three of which are relevant to the DAAC—response of
ecosystems to environmental change, integrated assessments, and environmental
data management. The division’s budget is $40 million per year, which is divided
among about 75 activities.

To the panel, the DAAC appeared to be lost in the Oak Ridge organization.
If NASA funding is reduced, there seems to be little motivation for the Oak Ridge
general contractor to perform this type of work in the future. Similarly, the DOE
office at the laboratory views the ORNL DAAC as “work for others,” which will
cease to exist when funding ends.

Relation to ESDIS

The ORNL DAAC feels that ESDIS listens to its needs and concerns, but it
is a small voice in a big system. Its main advocate within the NASA management
structure is Diane Wickland, the DAAC’s program manager at NASA Headquar-
ters, who provides advice and guidance to the DAAC. The panel felt that without
Wickland’s influence, the DAAC’s position with ESDIS would be precarious at
best. Although the DAAC’s main interaction with ESDIS is through William
North, the DAAC felt it had a good relationship with Gregory Hunolt, former
DAAC system manager. At the time of the review, Hunolt’s departure had led to
considerable uncertainty about the DAAC’s future interactions with ESDIS.

As noted above, the ORNL DAAC is the smallest of the DAACs, but it has
the crucial role of validating EOS instruments. Therefore, in the panel’s view, it
should have an equal voice at ESDIS, and appropriate consideration should be
given to meeting the special needs of the DAAC, such as incorporating field-
related key words into the ECS.

Recommendation 6. ESDIS should devote greater attention to the
importance of the ORNL DAAC to the success of the EOS program,
support its activities as a full player in EOSDIS, and thereby help it
become better integrated within the DAAC system.

Relation to Other DAACs

Although the ORNL DAAC works with the EROS DAAC on the EOS Land
Validation Program, it apparently has little other interaction with the EOSDIS
system. The DAAC perceives the weekly telephone conferences with other
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DAAC managers as focusing on ECS issues, which are not relevant to the ORNL
DAAC, rather than on problems that DAACs face in common. It participates only
because it is politically important to do so. The DAAC has great difficulty work-
ing within the EOSDIS system and would operate differently if it had a choice.

Relation to ECS Contractor

In the past, the DAAC had a difficult time working with the ECS contractor
because ECS activities are contract driven, and many of the DAAC’s requests to
ECS are not included in the contract. For example, the DAAC has had a major
problem with the ECS contractor in getting key words accepted in the metadata
model.

The ORNL DAAC has never been scheduled to receive the entire ECS
because it does not manage satellite data. In the last year, the DAAC was re-
moved from the delivery schedule (although it may receive selected components
in the year 2000), so there is no longer a need to hold technical discussions with
the ECS contractor.

Relation to Instrument Teams

Until now, the “instrument teams” for the ORNL DAAC were the principal
investigators of the NASA intensive field campaigns and process studies. The
DAAC has generally had a good relationship with these data providers and has
positioned itself to become more involved in the planning of future studies, such as
LBA and Fluxnet. The panel urges the DAAC to become similarly involved with
the EOS instrument teams that need data from the ORNL DAAC to validate their
instruments and algorithms. Given that MODIS is scheduled to be launched in a
matter of months, it is imperative that working relationships between the ORNL
DAAC and MODIS instrument and science teams be developed immediately.

SUMMARY

The ORNL DAAC has two important roles in NASA’s Earth Science Enter-
prise—to facilitate in situ ecological science research and to validate remote
sensing data from the EOS satellites. The latter—involvement in an active satel-
lite program—is what distinguishes a DAAC from a data center. With regard to
its data center functions, the ORNL DAAC is arguably the primary U.S. data
center focused on ecological data. It has done pioneering work on the acquisition
and distribution of biogeochemical data sets, and the careful stewardship of its
holdings is impressive. Indeed, one of the greatest strengths of the DAAC lies in
its commitment to data. The DAAC makes good use of its User Working Group
to identify data sets to acquire, but it should also take advantage of the scientific
expertise that resides at Oak Ridge National Laboratory and/or strengthen its
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visiting scientist program. A closer relationship with scientists would help the
DAAC understand more about its holdings and how they are used.

DAAC staff have also proven to be creative and innovative in providing
tools that users need. To satisfy the evolving needs of its users, however, the
DAAC must embark on near- and midterm strategic planning. A vision and an
implementation plan for fulfilling this vision must be developed for the DAAC to
fully succeed in its data center mission.

The need for a vision and implementation plan is even greater in the DAAC’s
other mission in the Earth Science Enterprise—validation and calibration of EOS
satellites. Unless in situ data from the ORNL DAAC are integrated successfully
with the satellite data, the interpretation of satellite observations cannot be vali-
dated. Yet, plans for resolving the geolocation problem inherent in integrating
these disparate data types have not been developed or even conceived, and the
ECS metadata model does not accommodate key words needed to search and
retrieve land- and aircraft-based data. Further, neither the DAAC, ESDIS, nor the
instrument teams seem aware of the importance of involving the DAAC in the
planning stages of the flight missions. Early involvement of the DAAC would
help ensure that the in situ data needed for validation and calibration are available
in a form that is suitable to the instrument teams. This issue must be resolved
immediately because the space missions (e.g., Landsat 7 and the AM-1 platform)
will be launched within a year. To get involved at this late date, the DAAC will
have to become more aggressive with ESDIS and the instrument teams. It can no
longer wait passively if it wishes to fulfill its special mission within the EOS
program. Fortunately, the DAAC can draw on the experience of its successful
involvement in the planning stages of the LBA intensive field campaign.
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Afterword

This report describes EOSDIS as it was configured between January 1997
and August 1998. Since that time, NASA has sponsored two important meetings
that directly affect the DAACs: (1) a workshop on plans for the long-term archive
of EOS data in particular, and earth science data in general; and (2) a meeting on
data management strategies for the Earth Science Enterprise beyond the year
2000. The archive workshop, held in November, was organized by the U.S.
Global Change Program Office, NASA, and NOAA. It resulted in a set of draft
recommendations on functional specifications for a long-term archive, including
topics such as metadata and assuring data quality. These specifications will form
the basis for determining the cost of the archive project and are expected to be
incorporated into a proposal within NOAA for an FY 2001 initiative to archive
DAAC and other large data sets. This was perhaps the first interagency workshop
ever held on this topic, and the Committee is gratified that U.S. science agencies
are taking steps to resolve these issues.

NASA’s first meeting on post-2000 data management strategies (dubbed the
“new DISS” initiative) was held in October. The DIS initiative builds on the
federation concept and PI-led data management. It was driven by delays in the
ECS, the recognition that smaller, more flexible systems can manage data more
efficiently now, and the need to inject more science into data management.
NASA’s current plans are to retain the DAAC-ECS-ESDIS system for managing
data from the AM-1 and Landsat 7 missions, although backup systems, rather
than the ECS, will be used to process much of the data. (The ECS contractor will
focus on delivering hardware and software to support users). When the new DISS
model is adopted, the data will be managed by DAACs and/or data management
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services, depending on whether NASA decides to recompete the DAACs. In
either case, peer review, such as that which has been offered so effectively to
NASA by the space science community, will be essential input to deciding which
data nodes should be continued or closed if they do not perform well.
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DAAC Review Agenda

First Day

8:00 CLOSED SESSION: Overview of site visit plan
and goals Minster

OPEN SESSION: DAAC REVIEW (EVERYONE WELCOME)

8:30 Welcome and introductions DAAC manager

8:40 Opening remarks Minster

8:45 Mission of the DAAC DAAC manager
• What is special about this DAAC, and why do

we need it?
• What are the special considerations for the data

and information holdings?
• How does this DAAC fit in with the others?
• What steps is this DAAC taking to make its

holdings usable together with those from other
DAACs?

10:30 Break

10:45 Response to Criteria for Review
1.  Relationship to MTPE Mission DAAC personnel
2.  Data/Holdings DAAC personnel
3.  Users DAAC personnel
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12:00 Working Lunch (NRC review team meets with
chair of User Working Group)

1:00 Criteria for Review (continued)
4. Technology and Facilities DAAC personnel
5. Management DAAC managers

2:30 Break

2:45 One-on-one visits

4:00 CLOSED SESSION: NRC review team discussion

5:30 Meeting adjourns for the day

Second Day

8:00 CLOSED SESSION:  NRC bias and
conflict-of-interest discussion Linn

9:00 OPEN SESSION:  Revisit major issues with
DAAC personnel Minster

10:30 Break

10:45 Wrap-up session
• Summary Minster
• Outstanding issues Minster
• Questions of the review team DAAC personnel

11:30 CLOSED SESSION AND WORKING LUNCH
• Initial conclusions and recommendations
• Writing and homework assignments

3:00 Meeting adjourns
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Criteria for Review

The following criteria for review provide a checklist of issues for the DAACs
and the NRC site visit panels. Not all of them are equally important to all the
DAACs, but they are included to ensure that all relevant topics have been cov-
ered. Following the review criteria are some suggested measures of performance.
These measures are examples of the type of evidence that the DAACs may
choose to bring forward to show their success in meeting the review criteria.

Relationship to MTPE Mission

• Maintaining or enhancing position as a primary source of data and infor-
mation for the global change research community

• Being ready for data streams from EOS and other flight missions
• Establishing and maintaining a working relationship with providers of

data products, algorithms, and ancillary information
• Fitting within MTPE strategic plan

Data/Holdings

• Providing access to data, data products, and information of high integrity
and quality (including issuing data updates, notifying users of errors, and
facilitating access to data from international sources)

• Fostering the quality of holdings (EOS and non-EOS data, produced by
instrument teams or otherwise)
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• Ensuring that data and data products are properly documented and that all
appropriate ancillary information is available

• Ensuring that data and associated metadata are secure (e.g., data and
associated metadata are not lost, destroyed, or insufficiently backed up)

Users

• Characterizing the user community (e.g., Who are they?) and setting
priorities among different user community needs. Are the various user
communities satisfied?

• Ensuring that holdings keep pace with research needs
• “Marketing” and advertising holdings
• Educating and reaching out to users about the application and signifi-

cance of data and information holdings
• Fostering a sense of ownership among the users (e.g., promoting active

participation by the users in DAAC activities)
• Cooperating with other agencies and international partners to ensure

availability of science data to the widest possible user community

Technology and Facilities

• Keeping up with technological advances
• Using appropriate technology within the constraints of the EOSDIS re-

quirements. Is it sufficiently modern? Is it cost-effective?
• Ability of the DAAC to choose the hardware and software technology it

uses within the constraints of the EOSDIS requirements. Is there a plan
for what equipment to acquire?

• Knowledge and use of appropriate national and international data stan-
dards

Management

• Responding to user feedback and emerging data and information needs
• Entraining, hiring, and retaining high-quality personnel
• Implementing effective mechanisms for setting and revising internal pri-

orities (e.g., data handling, processing, backlog absorption)
• Promoting local innovation and initiative
• Ensuring that an adequate level of quality control is maintained in an

operational setting
• Participating in an effective process for resolving different priorities

among EOS units (federal and nonfederal)
• Interacting and cooperating with other DAACs to address common issues

and avoid duplication of effort
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• Developing adequate and practical working relationships among respon-
sible agencies and international partners, where applicable

• Leveraging personnel, technology, scientific guidance, et cetera, from a
host data center or other scientific institution, where applicable

• Developing and implementing a five-year plan for the DAAC (personnel,
computers, etc.)

• Given the extent and quality of data holdings, satisfaction of the users,
appropriateness of the technology and facilities, skill of the management,
and so forth, is the DAAC cost-effective?

SUGGESTED MEASURES OF PERFORMANCE

The DAACs should have the primary responsibility for demonstrating that
they meet the above review criteria. The following measures of performance are
some suggestions that may be helpful:

• Statistics of processing user requests (e.g., turnaround time, track record
in filling orders, error rates)

• Profiles of users by categories, such as which users dominate the total
use; to what types of institutions do occasional users belong; are users
seeking or providing information; are they instrument team scientists,
other global change scientists, or the general public; are they domestic or
foreign users; are they occasional or frequent users, etc.

• Number of publications involving use of data or information provided by
the DAAC

• Short list of the most important scientific advances in which the DAAC
has had a significant involvement

• Number of users and growth in number and diversity of data requests
• Spirit of initiative (e.g., DAAC innovations affecting global change re-

search)
• Regular interaction with the scientific community (important for quality

control, relevance of holdings, setting priorities, and keeping pace with
new research needs)

• Leverage DAAC activities with resources from parent or other institu-
tions

• Turnover of personnel
• Independence of the User Working Group, the degree to which it has

input into the agenda for its meetings, and the degree to which manage-
ment is responsive to the Working Group recommendations
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CGED Interview with ESDIS
(September 1997)

PART I. What does ESDIS expect of the DAACS? [questions based mainly
on the EOSDIS DAAC Strategic/Management Plan, hereafter referred to as
Plan]

1. Relationship with scientific user community.

Science advisory groups have been established to ensure that the data and
information services provided by the DAACs meet the needs of the science com-
munity (Plan, section 2.4). How well are the DAAC advisory groups working? To
what extent is their advice coordinated with advice from other scientific advisory
groups?

In general, the DAAC User Working Groups (UWG) have been very
effective in providing DAACs with guidance as to their individual stra-
tegic plans and priorities for functionality and content. These priorities
are particularly helpful with establishing holdings of the DAACs, as
well as in determining needed community outreach.

This effectiveness is illustrated by the efforts of the DAACs to re-
spond to the recommendations that come out of the UWG meetings and
the willingness of the UWG to make recommendations to NASA on
behalf of the DAACs. In particular, the DAACs are required to obtain
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their UWG’s concurrence on their annual work plans prior to submis-
sion. These plans are used by the ESDIS Project as input to the negotia-
tion of budgets and work priorities.

In addition, UWG membership has been fairly stable, despite the
investment in time required to participate in regular meetings. We con-
clude that the members feel that this activity is a reasonable investment
of their time, either for ensuring that their own needs are met or that the
wider communities’ needs are met. With respect to the latter, UWGs
make particular efforts to ensure that the group’s composition represents
a cross-section of the potential user community.

The other advisory groups advise as to EOSDIS capabilities, and,
therefore, indirectly the DAACs, as the long-term institutional base for
the EOSDIS. The coordination between these groups is mainly via
NASA, with additional informal coordination by way of dual participa-
tion in the meetings of these advisory groups. Several of the DAAC
UWG members are also members of the EOSDIS Data Panel which is
responsible for advising the ESDIS Project in overall direction and pri-
orities in serving the science community. In addition, DAAC Project
scientists and DAAC Managers participate directly in the Data Panel
meetings.

DAACs are kept informed of any advice Project receives from other
science advisory groups such as ESSAAC [Earth System Science and
Applications Advisory Committee], NRC Panels, ERG [EOSDIS Re-
view Group].

2. System development.

Each DAAC is responsible for determining whether extensions to existing
ECS system capabilities are necessary (Plan, section 3.1.2). Have the DAACs
responded to ESDIS with proposals for system improvements or prototyping?
Which of these have been incorporated into EOSDIS?

DAACs have suggested and been funded to perform system improve-
ments and prototypes via both their annual work plans and more formal
proposals to the ESDIS Prototyping Manager. The latter proposals are
more directed at solutions for evolving ECS (and are reviewed by the
EOSDIS Data Panel), while the former have been more directed towards
building and improving V0 [Version 0].
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Two “official” prototyping activities are currently in an early imple-
mentation test phase at the GSFC DAAC. They are 1) U. of Maryland
dynamic query preview capability in the V0 IMS [Information Manage-
ment System] browse interface and 2) Georgia Tech web-accessible
case-based reasoning help tool based initially on V0 user requests to the
DAAC help desk. The query preview capability was also incorporated
into the ECS JEST tool.

ECS has funded prototyping activities with universities, including
UAH [University of Alabama, Huntsville] (partnered with the GHRC
[Global Hydrology Resource Center] at MSFC [Marshall Space Flight
Center] has developed and operated the Hydrology DAAC) to imple-
ment subsetting which was incorporated into their products.

DAACs have participated in the various reviews of ECS develop-
ment and in EOSDIS working groups addressing the design and opera-
tion of the ECS. Discussions of extensions (especially additional data
products) have started in some UWG meetings, and it is expected that
these plans will become better defined once the ECS is operational, the
DAACs have experience in working with ECS and its interfaces, and
standard products are regularly generated.

3. System integration and testing.

Hughes has missed several deadlines for releasing new versions of the
EOSDIS software. All of the DAACs expressed concern about these delays. With
the available ECS software, are the DAACs ready to receive, process, dissemi-
nate, and archive EOS data? If not, what are the likely impacts on specific
DAACs and instrument teams?

The initial delivery of ECS software to the DAACs (the Pre-Release
B Testbed) is supporting the initial testing of science software within the
DAAC environment. The August demo version of ECS will be installed
at the GSFC DAAC in late October to support early operator training
and science software testing in single thread scenarios. A test version of
the system will be deployed at GSFC and EDC in January 1998 and at
LaRC and NSIDC in February 1998 to support science software integra-
tion and testing in the production environment and to support critical
interface testing. This will support preparations for operational readi-
ness in mid-May (GSFC, EDC) and mid-June (LaRC, NSIDC).
Following the launch of AM-1 at the end of June and Landsat-7 in early
July and the subsequent instrument turn-on period, the DAACs will be
ready to receive, process, distribute, and archive data.
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To mitigate any risk of further delays in ECS, teams of ITs [instru-
ment teams] and DAACs have been developing Emergency Back-up
Systems to support minimal production and distribution of products for
6 months following the launches of AM-1 and Landsat-7.

The EOSDIS Alternative Implementation Path has also been studied
with inputs from ITs (and DAACs) as a contingency against a failure to
deliver the full ECS,

4. Operations.

During the V0 timeframe, the DAACs are responsible for all local opera-
tions, including data reception, product generation, cataloging, archiving, distri-
bution, and reprocessing, as well as defining staffing and resource requirements
(Plan, section 3.5.2). How well V0 is performing? How much of the anticipated
demand can be met by V0? What lessons learned from Version 0 have been
incorporated in EOSDIS?

Version 0 has been very successful in providing data to the users, as
is illustrated by the metrics in our monthly reports. However, V0 has
minimal real-time ingest (ASF the exception) and product generation
requirements. The LaRC and GSFC systems are being augmented to
support CERES processing for TRMM, but a major development would
be required to provide an automated production environment sufficient
to support MODIS and to provide the production on demand functions
required for ASTER. With the Version 0 systems, the DAACs are cur-
rently managing a volume of data comparable to only 6 months of AM-
1 and Landsat-7 data. A major expansion would therefore be required in
the data management systems and archive capacity. Furthermore, while
fully distributed, the Version 0 systems do not provide an evolvable
architecture. Development would be required at several of the DAACs
to support PM-1 and follow-on missions.

At the start of the ECS contract, a Version 0 “lessons learned” paper
was developed by the Project and the DAACs and used to guide the ECS
planning. The DAAC’s experience in Version 0 has also guided ECS
through their on-going involvement in design reviews and working
groups. For example, much of the Version 2 metadata model and user
interface look-and-feel is derived directly from the corresponding V0
items and community feedback on these items, including the on-going
V0 Web user interface project. Some of the most important lessons to be
incorporated from the V0 effort into Version 2 work have been pro-
cesses for soliciting and incorporating community feedback into Ver-
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sion 2 development. This has been particularly important with regards to
working metadata and user interface issues.

The DAACs generate products and/or distribute products that were gener-
ated by the instrument teams. What successes and problems have been associated
with these activities?

DAACs have successfully worked with PIs [principal investigators]
in defining and producing various Pathfinder products, products from
existing flight missions such as ERBE and SAGE. NSIDC’s work with
EASE-Grid has been highly praised by the user community.

The DAACs are working with the Instrument Teams in the integra-
tion and testing of science software into the ECS environment. This
collaboration is working very well. There has been one instance where a
key ECS member was not available at a DAAC during an Instrument
Team visit and the communications needed to obtain backup support did
not follow the planned procedure, but the process has been corrected to
avoid a similar problem.

How well are the DAACs documenting, reporting, and resolving operational
problems within a DAAC or between DAACs?

Weekly telecons of the DAAC Managers and quarterly face-to-face
meetings, facilitated by the ESDIS, give opportunity for reporting and
resolving problems, as well as a mechanism for addressing common
problems or assisting each other. For example, recently NSIDC found
that it could provide the GHRC (previously operating the Hydrologic
Cycle DAAC) much needed spare optical platters. DAACs worked to-
gether to smoothly transition data sets into their various archives when it
became necessary to close the Hydrologic Cycle DAAC, while continu-
ing cooperation with the GHRC (the hosts of the Hydrologic Cycle
DAAC). Other on-going cooperative efforts allow DAACs to obtain
data streams needed to meet their requirements (for example, SSM/I
data from MSFC to NSIDC, other products between EDC and NSIDC,
and between GSFC and LaRC). No major problems have bubbled up to
the attention of the ESDIS Project.

For both ECS IR-1 delivery (January, 1996) and ECS Pre-Release B
Testbed (April, 1997), a conflict resolution system has been in place to
report, document, track and facilitate the resolution of problems and
issues found in the activated ECS, at each DAAC. Once documented, a
committee comprised of representatives from ESDIS, HAIS [Hughes
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Applied Information Systems Corporation], and each DAAC meet, via
telecon, to clarify new problem reports, determine the status of outstand-
ing problems, and determine strategies to resolve the more difficult
problems.

In addition, after Instrument Teams (ITs) and DAACs completed
their Science Software Integration and Test (SSI&T) operational activi-
ties on ECS IR-1, each DAAC/Instrument Team contributed to the
ESDIS produced document entitled: ECS IR-1 SSI&T Lessons Learned.
This document is an excellent account on how to avoid unforeseen
problems when integrating science software into the ECS. SSI&T is an
ECS activity that will continue as long as science software is improved
and/or science analysis evolves. A call for lessons learned from SSI&T
into the ECS Pre-Release B Testbed has been made, and inputs are
currently being gathered from the ITs and DAACs

The Zraket report noted that the DAACs have little if any budgetary control
in the ECS. What budgetary and staffing discretion does ESDIS allow the DAAC
managers?

Separate budgets are established for each DAAC for meeting high-
level requirements, and each DAAC, within the guidance of its UWG,
has discretion in determining how to most effectively meet those re-
quirements. In addition, DAACs often successfully propose additional
work over and above the budgetary guidelines. The DAACs have worked
closely with the ESDIS Project in developing operations staffing and
transition plans whereby a significant portion of the budget originally
assigned to ECS has been transitioned to the DAACs for operation of the
ECS-delivered system at the DAACs.

The DAACs have opportunity to provide input to ESDIS’s evalua-
tions of the ECS Contractor’s performance, and a DAAC representative
sits on the ECS Contractor’s Performance Evaluation Board (for fee
determination).

5. User support.

Given the fragmented responsibility between the DAACs and the instrument
teams, how are the DAACs expected to provide user support on technical issues
related to data quality and product generation?

The responsibility of the instrument teams is to develop algorithms
and software for generating the standard products, and perform opera-
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tional quality assessment on the data products as they are produced.
Instrument teams may request the DAACs to help in the quality assess-
ment, but the ultimate responsibility for data quality rests with the ITs.
User support from DAACs are for both “push” users (i.e., the instrument
teams) and “pull” users (consumers of data).

In support of the “push” users, DAACs support the Science Software
Integration and Test process both initially and for any subsequent up-
dates. DAACs and their respective ITs have worked out the SSI&T
procedures and identified their respective responsibilities. The ESDIS
project has facilitated this process through SSI&T workshops. ECS Con-
tractor provides any support needed in the SSI&T process since the
science software has to work in the software environment developed and
delivered to the DAACs by the contractor.

To support the pull users, DAACs are expected to be aware of the
products they hold, their characteristics, utility, anomalies, etc. We rec-
ognize there is a learning process involved here and the Instrument
Teams are expected to provide some initial help in getting the DAAC
personnel educated about the specifics of their products. The ITs are
also responsible to provide the appropriate documents (ATBDs [Algo-
rithm Theoretical Basis Documents], Guides, etc.) to the DAACs for
storage and distribution along with the products. During the initial
months of a product’s existence, there will be need for consultative
assistance from the ITs to the DAAC user services personnel. This is
part of the scientists’ responsibility in publishing their data. Providing
this assistance in the beginning to the DAACs will relieve them of the
long-term burden of supporting user inquiries.

6. Science software development, integration, and test.

The science software produced by EOS investigators is integrated into the
DAAC production environment, where it is tested to verify its readiness for op-
erational product generation (Plan, section 3.7). How much software integration
and testing has taken place?

Each DAAC has been an integral part of, and is in concurrence with,
all discussions involving Science Software Integration and Test (SSI&T)
schedules, plans, and instruments and algorithms. Although the goal is
to perform SSI&T on all science software before launch, it is essential
that science software to perform these high priority functions, be inte-
grated and tested with ECS.
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The largest effects that ECS delivery delays have had on science
software is in the area of better understanding the ECS/Science Software
interfaces. Delayed ECS leads to delayed SSI&T, and thus a delay in
understanding of these interfaces. The final result is a delay or postpone-
ment of implementing enhancements to the interface and Science Soft-
ware. Sometimes lessons learned from one delivery are barely known in
time for the next delivery.

Fortunately, the primary interface between ECS and the Science Soft-
ware is the Science Data Processing Toolkit which has not suffered any
delays. Delays in the readiness of ECS has not affected the science
software readiness schedule.

To what extent are the science teams behind on their software deliveries?
How has the readiness schedule been effected by the delays in delivery of the ECS
software?

[Note: this question was not answered.]

7. Science data planning.

To what extent has the DAAC experience with user interests and satisfaction
affected NASA’s planning for future product generation and product support
services?

The DAAC experience has led NASA to fund the DAACs to perform
various services, including a CD-ROM sampler which can be useful to a
large segment of the user community and prepackaged data sets which
save users effort. In addition, the DAAC experience has emphasized the
needs for establishing common formats to help the users, as well as
lower costs of providing services.

PART II. What do the DAACs expect of ESDIS? [questions based mainly
on advance team visits to the DAACs]

1. Relationship with scientific user community.

The EOSDIS Project Scientist (Skip Reber, formerly Steve Wharton) brings
science issues related to the DAACs to the attention of the relevant science
advisory groups (Plan, section 2.4). How well does this process resolve conflicts
in priorities or gaps in communication between the DAACs and the science
producers?
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A Data System Working Group (DSWG) chaired by the EOSDIS
Project Scientist facilitates communication and action among the instru-
ment teams, DAACs, and the ESDIS Project. Members of the DSWG
include representatives from the ITs, DAACs and the ESDIS Project.
Representatives from the “pull” user community have been included in
the meetings as well when relevant. This group is especially important
to resolving priorities when there are budgetary limitations, as well as
resolving data product needs. For example, when the ECS deliveries
were delayed and development activities had to be replanned, this work-
ing group was called on to assist in developing a list of functional
priorities for ECS Releases B.0 and B. 1. Also, a recent meeting was
held of the DSWG to resolve metadata issues and answer several ques-
tions that the ITs have had regarding their responsibilities in providing
metadata. (Due to the approaching launches of Landsat-7, AM-1 and
SAGE-III, a high priority has been placed on getting the system ready
for data producers and addressing issues related to generation of stan-
dard products.)

2. System development.

The Zraket report noted that the DAACs have little control over the manage-
ment of the ECS or its future evolution. Indeed, some DAACs said to the CGED
advance teams that the ESDIS response to their questions and comments takes so
long that it is not possible to contribute meaningfully to ECS development. One
DAAC noted that the DAACs and ESDIS worked collectively to implement
Version 0, but that there was little opportunity to contribute to the development of
Version 2. How do you respond?

ESDIS has followed a different paradigm for the development of
Versions 1 and 2 from that for Version 0. (Last December, the responsi-
bility for Version 1 development to support the TRMM launch was
shifted from the ECS contractor to the Goddard and Langley DAACs
due to schedule slips by the contractor and to help focus the contractor’s
attention on Version 2.) For Versions 1 and 2, the system development
was not subdivided into parts that DAACs were independently respon-
sible for and a part that was to be developed collaboratively. The ratio-
nale for this was the need for a large common core system infrastruc-
ture—thus the EOSDIS Core System (ECS). It was felt that duplication
of the extensive functionality needed to handle the required automation,
throughput, etc. would be too expensive with distributed development.
This approach ensured that the DAACs were involved in the develop-
ment of the ECS by involving them in all the ECS design and require-
ments reviews (several DAAC personnel served on each review board)
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and workshops (most DAACs had several personnel attend each of five
user interface workshops), various design/operations working groups,
provided liaisons (science and system engineering) to the DAACs from
the ECS contractor, and provided additional funds to each of the DAACs
to support up to 3 FTEs for interacting with the ECS contractor. Through
their participation on review boards, the DAACs have made many sug-
gestions for changes to system functionality (e.g., ability for end users to
retrieve parts of science software packages), implementation (e.g., place-
ment of browse data on higher performance archive) and architecture
(e.g., location of product request handling in the system) that have been
incorporated into ECS. Recently, ESDIS also made the DAACs part of
the newly formed Integrated Test Program, wherein the DAACs will
play an integral role throughout the ECS test lifecycle, not just opera-
tions.

In replanning the ECS Release B development, the DAACs were
involved (along with the ITs) in setting the priorities, reviewing the
detailed functionality allocated incremental releases, in setting the suc-
cess criteria for the August demonstration, and in reviewing the August
demonstration. There has been a growing need on the part of the DAACs
to gain a better understanding of how ECS will function in order to plan
their operations. The August demonstration provided this perspective
and has elevated this planning to a new level.

3. System integration and testing.

The DAACs are expected to participate in system tests, assess the results,
and recommend the acceptance of any deliverables (Plan, section 3.2.2). How-
ever, several DAACs feel that ECS is a moving target with large uncertainties in
what will be delivered to the DAACs and when. How can the DAACs test a system
for which there is no complete picture and which changes constantly?

A Test Methodology Working Group, which includes ESDIS Project
personnel from the DAAC and Science Operations addresses this issue.
It is defining the inputs to testing (such as system documentation) and
the types of test that must be performed by various groups. The DAAC
managers are kept abreast of the status of this group and solicited for
their input through the weekly DAAC Manager’s Telecon and the
weekly DAAC Operations Working Group.
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4. System management.

The ESDIS Project is responsible for establishing user service, data prod-
ucts, and processing requirements for the DAACs (Plan, section 3.3.1). How
much weight should the DAACs place on providing user services to the general
public?

DAACs are guided by the priorities set by the “EOS Execution Phase
Project Plan,” a contract between NASA Headquarters and GSFC. This
document provides the “Level 1 Requirements” for all the EOS-related
Projects including EOSDIS. The pertinent requirement here is:

The EOSDIS shall provide Earth science data and information services
to the EOS investigator community, the broader Earth science communi-
ty, policy makers, the education community and the general public in
that order, commensurate with resources.

However, it is expected that under the current budget DAACs can
support the general public. This does not mean that DAACs are ex-
pected to spend a substantial proportion of their budgets to support this
segment of the user population. In fact, DAACs have discovered that
some small-scale activities can meet many of the needs of this segment.
However, DAACs are not funded to duplicate or compete with the other
outreach activities conducted by NASA, or other government agencies.
If a DAAC has ideas for a substantial activity it is advised to propose to
these other groups (such as NASA’s education outreach group) or
through their own institutions (for example, University of Colorado at
Boulder).

Recently, the EOSDIS Review Group sponsored by NASA HQ re-
viewed the high-level goals of EOSDIS and revised this requirement as
follows (in their draft report):

(C) By processing, archiving, and distributing environmental data,
EOSDIS will support the following user communities:
a) National and international agencies and entities with whom

NASA has written agreements or legal obligations
concerning MTPE data

b) NASA-funded MTPE investigators
c) Members of the broader U.S. and international Earth

 science community
d) U.S. policy makers
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If levels of support are sufficient, the following communities
will be served to the extent possible:

e) The U.S. education community
f) The general U.S. public
g) Others

While this change in requirements has not been formalized yet, the
service to the general public is at a lower priority than that to the other
categories of users in both the present and revised versions of the re-
quirements. Also, NASA has a commitment to education, and some
level of support to the U.S. education community will be provided, even
if resources are not sufficient to cover categories (a-d).

The ESDIS Project is also responsible for overseeing the hardware system-
wide, but some DAACs are concerned about having the appropriate technology
to support the transition from Version 1 to Version 2. How do you respond?

Technology selection is based on, among other things, buying hard-
ware as late as possible to take advantage of price/performance im-
provements, maximizing processing power and storage capacity to meet
requirements, facilitating porting of instrument team software from sci-
ence computing facilities, and supporting software compatibility from
version to version within ECS.

5. Operations.

Several of the DAACs noted that the attention of ESDIS and Hughes has
been strongly on systems development, rather than on operations or maintenance
of the system. Will the transition to an operational mode with more focus on the
DAACs occur in a timely and smooth manner? Are sufficient funds available to
support long-term system maintenance?

The transition to operations is not occurring at the most optimum
time because of the development delays. However, through the Test
Methodology Working Group mentioned above, we are attempting to
ensure that operations needs are met as best as possible given the other
circumstances.

In addition, we have found it difficult to justify our operations and
maintenance budgets. This means that budgets continue to erode, as in
many areas, but in particular this area. This is a problem in that there is
not functionality that can easily be cut to solve the budget problems. We
are going to have to do a better job at justifying these budgets. However,
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it may take actual cost data, as opposed to our models to convince the
decision-makers of this need.

The ECS contractor assigns some staff to the DAACs, but the level of con-
tractor support can be very unstable. Why not allow the DAACs to do their own
recruiting?

The ECS Contractor was originally requested to provide staffing for
all DAACs with major operational responsibility for EOS instrument
data, with expectations that operations would be transitioned to the
DAACs at a later date. This set the stage for the operations concept for
the system to be developed: How many people would be required, at
what skill, etc. Recently DAACs were given the opportunity to move up
this transition, and three DAACs have taken advantage of this opportu-
nity: NSIDC, JPL, and LaRC. (The JPL and NSIDC plans were ap-
proved by the ESDIS Project a couple of months ago; the LaRC plan
was approved over a year ago.) EDC (except for user services) and
GSFC have declined to take on this responsibility until later in the
operations phase. And even the DAACs that took advantage of this
opportunity requested that certain functionality continue to be provided
by the ECS Contractor.

In addition, the ECS Contractor has been working with DAACs to
ensure that personnel recruited work well in the DAAC environment.

6. User support.

The DAACs, in consultation with their User Working Groups, are respon-
sible for evaluating user needs (Plan, section 3.6.2), but at least one DAAC said
that ESDIS inserted different priorities, thus inhibiting interaction between the
DAACs and their users. How do you respond?

NASA may sometimes have to direct DAACs to support additional
requirements for programmatic reasons, such as commitments to other
agencies or foreign partners. If additional funds do not come with these
requirements, then ESDIS and the DAACs must accommodate the re-
quirements by diverting resources from items of low priority.

Such decisions should be made with the cognizance of the DAAC’s
UWG. The SMP [Strategic/Management Plan] addresses this possibility
in a section on “Developing Priorities for Data Set Support.”
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7. Science software development, integration, and test.

The attention of the instrument teams and EOS project has been strongly on
algorithm development, rather than on smooth and consistent operations. At
least one DAAC noted that frequent changes in algorithms are inconsistent with
the production of readily interpretable time series. How will an appropriate
balance be assured when the system becomes operational?

The priorities in the early stages of the mission (several months after
launch) will be on instrument and algorithm checkout. Therefore, there
is a need for frequent changes. However, when the algorithms are more
stable and it is scientifically meaningful to produce standard products
routinely, the operations will be more consistent and smoother. In
“steady state” operational setting, it is at the SCFs [Science Computing
Facilities] that the frequent updates to algorithms will be implemented
and tested, and it is after they are certified that the software migrates to
the DAACs. The ECS delivered to the DAACs is sized to accommodate
operations in parallel with I&T [integration and test] of new versions of
algorithms. Decisions to reprocess data on a large scale will be made by
the Data Processing Resources Board chaired by the EOSDIS Project
Scientist (Skip Reber) and with representation from the science commu-
nity including the ITs.

Some DAACs thought that the instrument teams were reluctant to provide
documentation on the algorithms and quality control methodologies used in pro-
cessing data products, making it difficult for the DAACs to serve their users. How
will ESDIS ensure that the instrument teams provide the necessary documenta-
tion to the DAACs?

The ITs are required by their contracts to provide Algorithm Theo-
retical Basis Documents (ATBDs). In addition, through the DSWG meet-
ings, the ITs have been persuaded to provide simplified Guide docu-
ments about their instruments and products. Through a QA Working
Group set up under the auspices of the DSWG, the Project has been
working with the ITs and DAACs to ensure that the ITs provide their
QA plans and make their requirements on the Project and the DAACs
known, and identify and resolve any related problems.

8. Contingency planning.

Several of the DAACs feel that the ECS is overdesigned (i.e., one-stop shop-
ping) and may even be an obstacle that the DAACs have to “wire around.” Given
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the delays in ECS development, could the DAACs work together to evolve a
unified system?

It would be difficult for the DAACs to develop such a system in
support of AM-1 or Landsat-7. DAACs can somewhat scale their cur-
rent systems to address some particular needs, as the LaRC and GSFC
DAACs have to support TRMM instrument data while allowing the
ECS Contractor to concentrate on the bigger problems of AM-1 and
Landsat. However, they would have difficulty meeting the larger pro-
cessing and data requirements of AM-1, Landsat-7, and future missions
with the various V0 systems, without the infrastructure to be established
with the ECS.

The ECS has been designed with the premise that originated from the
science community’s advice that one-stop shopping (i.e., consistent
searching and ordering/accessing data at multiple locations) was a desir-
able thing to do in support of interdisciplinary science. Requirements
have been discussed with the various advisory groups in order to deter-
mine whether any of the requirements could be relaxed. The EOSDIS
Review Group has suggested some potential modifications, however no
group has recommended dropping the one-stop shopping requirement.
This requirement is particularly valuable for the larger user community
which does not currently have access to large amounts of NASA data.
(Also, while one-stop shopping is often cited as a function that could be
reduced to save a significant amount of money, it is not a cost driver.)

When the ECS development is completed, it will provide a scaleable,
adaptable, and evolvable architecture that is easily extended to support
new missions and data products. It will be highly automated, support
user access to information without requiring knowledge of data center
holdings, and permit DAAC-unique extensions to support individual
science discipline needs.

If time permitted the development of independent systems by the
DAACs to meet AM-1 and Landsat-7 data loads, the DAACs could
evolve an interoperability layer as was done under Project leadership in
Version 0. However, ECS provides a lower level of interoperability, for
example, support for product generation fed by data product subsets
from other DAACs.

As a contingency, the instrument teams are constructing their own, home-
grown processing systems that are independent of EOSDIS. What steps will be
taken to involve the DAACs in this development?
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Strictly speaking, the word EOSDIS in this question should be re-
placed with ECS. The ESDIS Project has funded each of the ITs to
develop Emergency Back-up Systems without depending on any of the
yet-to-be-delivered ECS capabilities. Each IT was asked to propose an
appropriate teaming arrangement with DAACs to ensure that, through
the period of launch through 6 months thereafter, the IT/DAAC team
could produce, archive and distribute the minimal set of data products
necessary to checkout, calibrate and validate their instruments and algo-
rithms. (Note that performance requirements are greatly relaxed for these
backup systems.) It was left to the ITs to determine the best teaming
arrangements in each case. The following is the set of teaming arrange-
ments that has resulted:

ASTER: Data processing at JPL SCF; Archival and storage at EDC
DAAC [L1 processing occurs in Japan, data are shipped to and archived
at EDC; EDC sends small subset of L1 data to JPL SCF per JPL IT’s
request; JPL SCF produces higher level products and transfers to EDC
DAAC for archival and distribution]

CERES: Data processing, archival and distribution occurs at Langley
DAAC using the “Langley TRMM Information System (LaTIS)” appro-
priately augmented to provide additional capacity needed for early
months of AM-1 data processing.

MISR: Processing at JPL SCF; archival and distribution at Langley
DAAC.

MODIS: Processing at MODIS TLCF at GSFC; archival and distri-
bution through GSFC, EDC and NSIDC DAACs for the appropriate
products

MOPITT: Processing at NCAR SCF; archival and distribution at
Langley DAAC.

PART III  Other issues [questions based mainly on the Zraket report]

1. Several key management positions are vacant at NASA HQ and Goddard.
For example, some of the DAACs feel that the departure of Dixon Butler left a
vacuum, and all are concerned that Charlie Kennel has not been replaced. This
issue was also raised in the Zraket report. How do these vacancies affect the
long-term stability of EOSDIS?
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Dixon Butler certainly left a vacuum. Some DAAC UWGs are con-
cerned that, although they were originally chartered by NASA HQ,
NASA HQ no longer gives them any guidance. Dixon’s vision, initia-
tive, and leadership helped develop and communicate a common pur-
pose. His programmatic responsibilities now reside in the Science Divi-
sion at Headquarters and in the MTPE Program Office at Goddard.
However, the science leadership for developing the objectives for
EOSDIS is now very ably provided by Skip Reber, the EOSDIS Project
Scientist. Skip has taken an active role, for example, in establishing
processes for setting priorities and allocating EOSDIS resources to sci-
ence products.

The long term stability of EOSDIS will depend on the success of the
system in satisfying science user needs and on user acceptance of some
of the compromises necessary to achieve a broader good (e.g., the ac-
ceptance of metadata and format standards and system capabilities
needed to make data usable by a broader community).

2. Who has end-to-end responsibility for making sure that the relationship
between the science (people and knowledge) and EOSDIS is going smoothly?

Skip Reber, the Acting EOSDIS Project Scientist is responsible for
this. H. Ramapriyan, Chief of the ESDIS Science Office provides Skip
Reber with the necessary support from the Project. The ESDIS Project
Manager, Rick Obenschain, is responsible for assuring that EOSDIS
meets science requirements within budget and schedule commitments.

3. What do the EOS investigators (instrument teams and interdisciplinary
investigators) think of their DAACs?

From the comments we have heard at the Investigators’ Working
Group meetings and other science advisory groups’ meetings, the
DAACs and the services they have been providing are being viewed
quite favorably. This is also evidenced by the demand for the DAACs’
services from the user community. Further evidence is the intense resis-
tance we saw from the community when a change to a “Hub and User
Services Centers” concept was proposed by the Project about two years
ago as a cost-saving measure.

Similarly, UWGs include EOS investigators, and in general the
UWGs are very happy with their DAACs, as evidenced by various let-
ters of recommendation received by the ESDIS Project and MTPE. The
investigators’ willingness to continue to be associated with the UWG,
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and the required time commitments, imply that the investigators think
this is a worthwhile effort.

4. NASA has apparently implemented the architecture recommendations of
the Zraket report. Is ESDIS going to be able to meet their responsibility for
provision of system-wide software that implements the new EOSDIS architec-
ture?

The August 28th ECS demonstration showed that the current ECS
software can perform all critical data ingest, archive, management, pro-
cessing and distribution functions as defined by the EOSDIS commu-
nity. Furthermore, it showed that the current ECS software can support
the at-launch data ingest rates for all DAACs. Although additional per-
formance tuning and development are needed to support the AM-1 and
Landsat-7 launches, ESDIS feels that these results show it will be able to
fulfill its responsibility for provision of system-wide software that imple-
ments the new EOSDIS architecture.

NASA is also working with DOE to support analysis of the reusabil-
ity of elements of ECS to support the ARM program.

5. The Zraket report noted that a substantial effort is being made within
EOSDIS through the Pathfinder program to reprocess data important for global
change research. What lessons learned from the NASA Pathfinder program have
been incorporated into EOSDIS?

The Pathfinder program resulted in two categories of products: Soft-
ware and science algorithms developed to reprocess satellite instrument
data to higher level products, and the resulting long term global datasets.

Science algorithms have evolved as science analysis techniques, re-
search interests, and technology has moved forward. Pathfinder algo-
rithms have certainly contributed to these factors, as EOSDIS science
algorithms become more developed. In addition, Pathfinder algorithms
were used in the early ECS prototype work. The prototype development
represented a generic, stand-alone processing environment using the
design concepts from Pathfinder, as well as other data processing sys-
tems. The prototype was demonstrated using real Pathfinder processing
algorithms, both as heritage algorithms and as encapsulated within the
SDP Toolkit.

Another early ECS study was aimed at analyzing the performance of
the SDP Toolkit with the Pathfinder SSM/I precipitation rate algorithm
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(FORTRAN 77) obtained from NASA/MSFC. The ability to use toolkit
functions in a parallel symmetric multiprocessing environment was also
investigated using an SGI CHALLENGE XL with 8 processors.

Pathfinder data production systems were developed to be robust and
operable for specifically known, finite datasets. Many of the broad chal-
lenges that EOSDIS is required to meet, such as being evolvable, flex-
ible, extensible, interoperable, etc., were not applicable to Pathfinder
software development. In addition, although the Pathfinder data produc-
tion systems provide several lessons learned, the heart of the EOSDIS
implementation challenges results from requirements that have never
been implemented before. Specifically, EOSDIS is a distributed system,
where each site is required to produce, archive, and distribute data in
conjunction with other sites; science software is dependent on products
from other science teams; the information management system is very
sophisticated to satisfy the broad and very diverse user community; a
coordinating infrastructure is required; and capacity and throughput re-
quirements on both the push and pull sides of the system are very high.

The resulting Pathfinder datasets have been invaluable to EOSDIS
development. In particular, AVHRR data was utilized by the ECS Sci-
ence and Technology Lab (STL), to assess various processing technolo-
gies (DCE, workstation multiprocessors, MPPs, etc.), evaluate and vali-
date hardware architecture for PGS, and share lessons learned with the
science community. This was also done in cooperation with the High
Performance Computing and Communications (HPCC) Program, to
make use of MPP technologies.

Several DAACs were involved in initial pathfinder data processing
activities (NSIDC, GSFC, EDC), and nearly all DAACs are at least
involved in or planned to be involved in archival and distribution of
Pathfinder products. The Pathfinders have been extremely popular, and
have pointed out the need for consistent data sets, at the price of sacrific-
ing potential improvements in the data sets which were discovered later
in the processing. The DAACs and the PIs also gained experience in
developing processes needed to determine if and when data sets should
be reprocessed.

6. The Zraket report concluded that, given the complex funding authority
and organization control, the overall coordination of EOSDIS activities would be
cumbersome and time-consuming. What is the current chain of command for
decision making? For funding?
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The DAACs provide annual proposals with work priorities and bud-
get requirements to the ESDIS DAAC Systems and Science Operations
Manager, Greg Hunolt. Greg Hunolt has a budget for all of the DAACs
(except for ASF, which is managed separately), and has the authority to
allocate funds in response to the DAAC proposals. If a good case exists
for increased funding, he can provide justification for use of contin-
gency funds to the ESDIS Project Manager. Once their budget submis-
sions are approved, the DAACs have authority to allocate funding to
accomplish the proposed work plans.

What are the responsibilities of ESDIS to NASA HQ? Of NASA HQ to
ESDIS?

The ESDIS Project is responsible to the MTPE Program Office at
Goddard and ultimately to NASA HQ to meet Level 1 requirements and
to support science user needs within budget and schedule commitments.
NASA HQ and the MTPE Program are responsible to the ESDIS Project
to assure that requirements are consistent with the budget.

7. The Zraket report recommended that products should be designed and
controlled in part by the scientific and other “customers” of the system. What has
been done to implement this recommendation?

The set of standard products is established by the science community.
The product generation algorithms and software are developed and de-
livered by the science community. The priorities for resource allocation
for processing and reprocessing the products are governed by the sci-
ence community through the Data Processing Resource Board (DPRB)
chaired by the EOSDIS Project Scientist. The instrument teams and
interdisciplinary teams have their own computing facilities where they
produce new innovative products (research or special products) that may
eventually become standard products. In response to the
recommendations from the BSD/CGCR [Board on Sustainable Devel-
opment/Committee on Global Change Research] from the summer of
1995, the MTPE has further expanded the role of the science community
(and others for extensions to applications domain) in generation of prod-
ucts through the WP [Working Prototype]-ESIPs, the proposals for
which are now under evaluation. These are meant to provide an extra
measure of innovation in both science and technology.

In addition, some DAACs have or are planning to generate additional
products as recommended by their UWGs which represent the general
user community. This would fall within the scope of DAAC-unique
functions the DAACs are expected to develop.
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User Survey

The National Research Council’s Committee on Geophysical and Environ-
mental Data (CGED) is conducting a review of NASA’s Distributed Active
Archive Centers (DAACs), each of which manages a different kind of scientific
data and serves a unique blend of user communities. The criteria for review focus
on how well the DAACs are serving their current scientific user communities and
how well positioned they are to serve the much larger community that will use
Earth Observing System data and information. Such reviews are beneficial to
data centers because they provide critical user feedback to the center and they
educate the broader user community about the center’s activities. In this sense,
the CGED is serving a purpose similar to that of a visiting committee for an
academic department.

The review seeks to look at all aspects of the DAACs. In addition to site
visits at all of the DAACs, the committee is meeting with representatives from
ESDIS, NASA Headquarters, and the ECS contractor to learn about their interac-
tions with the DAACs. Feedback from EOS investigators (both users and produc-
ers of data and information) is a critical part of the review, and we ask that you
complete and return the following brief questionnaire:

Questionnaire:

1a. Are you a user of the DAACs?
( ) yes
( ) no
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1b. If you answered yes to Question 1a, how do you interface with the DAAC?
( ) Web
( ) phone
( ) fax
( ) hard copy
( ) other: Please explain

1c. If you answered yes to Question 1a, are you:
( ) a data provider?
( ) exclusively a data user?
( ) both

2. Which DAAC(s) do you use?
( ) GSFC
( ) LaRC
( ) EDC
( ) ASF
( ) JPL (PO.DAAC)
( ) NSIDC
( ) ONRL

3. How often do you get data?
( ) daily
( ) weekly
( ) monthly
( ) yearly

4. Typical size of data set?
( ) <10 MB
( ) 10-100 MB
( ) 100 MB-1 GB
( ) 1-10 GB
( ) 10 GB

5. How do you get data?
( ) electronic transfer
( ) media

6. Ease in obtaining data in the form you want:
( ) very easy
( ) somewhat easy
( ) average
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( ) somewhat difficult
( ) very difficult

7. When problems arise, what do you do?
( ) contact friend
( ) contact help desk
( ) contact DAAC management
( ) other. Explain:

8. Overall satisfaction with the DAAC:
( ) excellent
( ) good
( ) average
( ) below average
( ) poor

9. Major kudos: Use the space below to list major kudos you would give the
DAACs

10. Major criticisms: Use the space below to list major criticisms you would
level against the DAACs

11. Have you authored any reviewed publications that use DAAC data?
( ) yes
( ) no
Provide references (optional)

We appreciate your help.

Anne Linn
National Research Council

The CGED has been reviewing the operations of World and National Data
Centers for more than 35 years. Among its most recent reports are 1992 Review of
the World Data Center-A for Rockets and Satellites and the National Space
Science Data Center (NRC, 1993) and 1993 Review of the World Data Center-A
for Meteorology and the National Climatic Data Center (NRC, 1994.)
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FIGURE D.2. Number of DAAC’s used (see
survey, Question 3).
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FIGURE D.5. Form of data retrieval (see survey, Question 5). Most respondents
chose multiple answers, so the total responses for each DAAC generally exceed
100%.
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Sophisticated Users
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FIGURE D.7. Reviewed publications with DAAC data (see survey, Question 11).
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REPRESENTATIVE COMMENTS

GSFC DAAC

• DAAC management is more receptive to the scientists. There is less
focus on glitzy stuff, like visualization, and more focus on providing
access to data.

• Goddard DAAC certainly listens to users and wants to provide services
that are user responsive. We use their interdisciplinary data sets not just
for research but also for education (at the doctoral level).

• Whenever I have problems or questions the people at the help desk are
very helpful and quick with their responses.

• When a major data revision occurred with the Seawifs data, no attempt
was made to say “X file replaces the Y file you already have.” We have
to run a list of each tape that we have and compare with the listing of the
new tape. This process is very time consuming.

• Very helpful in preparing for TRMM data, helping TRMM get visibility.
• Some of their products are hard to get into a format I can use.

LaRC DAAC

• The LaRC DAAC Web site is difficult to navigate and find the necessary
information and/or data.

• When I’ve had difficulty obtaining the data I ordered, some of the user
services staff have been extremely helpful.

• There is no way to create a standing order of a data set. If I want all the
data from a project, I must make individual orders. For example, ISCCP
D1 has monthly data for at least 12 years; that’s more than 144 orders.

• They are striving to provide close attention to the requirements for our
flight project, and make their most senior technical and managerial staff
directly accessible to us.

EDC DAAC

• EDC has been very helpful in providing AVHRR and GLCC data sets to
us, and has provided great customer service help to us.

• The speed of delivery of Landsat raw imagery is slow, and it is hard to
obtain Level 0 data.

• There is evidence that the ordering systems are highly nonautomated. In
fact I strongly suspect that at times they keep track of orders using lists
created by pen and paper. When one is dealing with a major order, this
means that at times they have no idea of even where they are in terms of
fulfilling the orders. Sometimes we know better than they do, because
their order-tracking system is so disaggregated and incompetent.
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• Sometimes overloaded and the response is slow in producing the routine
products in large volume. Example, the NALC data set for the United
States has taken nerarly a year to copy to CDs.

• When one DAAC manager was asked about why plans for processing
data from one of the EOS instruments were apparently so badly behind,
he responded that the ECS software was not likely to be ready on time so
there was no need for them to be getting ready. This was about a year
ahead of the scheduled launch.

ASF DAAC

• The user interface (V0 IMS) is poorly suited to selecting data for repeat-
pass SAR interferometry; these data must be selected according to viewed
location, date of data collection, spatial baseline, and temporal baseline.
The Web interface I have attempted to use catalogs data by location and
date only, making cross-references to a database of baselines very diffi-
cult.

• Much of the data present in the archive is not visible on the Web inter-
face. Perhaps other interfaces exist but we can’t find them.

• ASF is doing a good job with radar interferometry software.
• The Alaska SAR Facility is an excellent resource for valuable,

multitemporal SAR data. These data are making it possible to do signifi-
cant new science. The data request system is working very well, and we
get large amounts of data in a timely matter. ASF personnel also deal
with us on a personal level and inform us when they have completed
projects that may be of interest to us now or in the future.

• ASF just doesn’t seem to be able to deal with users who want data outside
their station mask.

• When we order data, every single time the order bounces the first few
times. Sometimes we can tell why the order isn’t accepted; usually we
simply receive cryptic messages stating that the order isn’t acceptable.
Finally, after phone calls to the DAAC staff, which are returned when the
people are in town, we can usually straighten out the order. Even if the
order is OK, we often get strange disclaimers such as “the order may not
have been placed even if it appears to have been placed correctly.” On
several occasions, we got multiple copies of data, most likely because we
didn’t know when the order is placed correctly.

• Getting data processed is excruciatingly slow at ASF. This is due to the
processor software, not unwillingness. More thought should have been
given earlier to a software fix.

• The ASF data consistently have errors in the formatting, and there are a
new source of errors with each data set.
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PO.DAAC

• Access via the Web site is well-organized and easy to navigate. Fast file
transfer times.

• They have been helpful and flexible when I have dealt with them from
my position as a data provider. Their performance on distributing and
supporting the ERS-1/2 and NSCAT scatterometer data sets has been
outstanding. Their flexibility and knowledge about the details of the data
sets and processing (resulting from collocation and tight collaboration
with JPL Project Offices and working scientists at JPL) is a hallmark of
the PO.DAAC operation.

• Incredible array of products turned over to the real world in record time
with good documentation and all by folks with nice manners. I remember
the time I griped to Chris about the end-of-line terminators in the draft
final TOGA CD, and he actually changed the whole thing. That’s service.

• The DAAC is very responsive to e-mail questions, data arrive promptly,
and when a revision was produced, all the information required was sent
before I was fully aware I needed to know about it. Supply of data in CD-
ROM is currently, for me at least, a very useful and time saving approach.

• There was a long startup time before systematic data distribution oc-
curred, but I suppose that can be attributed to the new nature of the
TOPEX data and the problems associated with turning production over to
a contractor.

• The JPL PO.DAAC has done a superb job in keeping up with the Geo-
physical Data Records (GDRs) and revised GDRs for the TOPEX altim-
eter ever since the launch in 1992.

• The software provided together with the data for reading and manipulat-
ing purposes could improve, certain standards of portability and software
quality control should be demanded.

• The databases provide students in my classes an opportunity to see and
use data sets in problem assignments. It’s a valuable resource in that it is
readily available and in a form that easily integrates into programs they
can use for analysis (spreadsheet, graphics, statistics, etc.).

• HDF is awkward. Some data sets have much more data than I need.
Media formats are not always easy to transport from system to system. I
would like to see a policy that every data set comes with a sample pro-
gram to read, subset, and write an ASCII file of the subset. Subsetting
should be by variable, time, space, every nth, first mth, last qth. Such a
program should be easily modified by the user. I suggest two versions:
FORTRAN and C. At a minimum these should be supported for a current
PC operating system and a current Sun operating system.
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NSIDC DAAC

• Good homepage, good interface for ordering data.
• NSIDC in particular is very much in touch with user needs. It under-

stands the user’s issues. NSIDC’s and ASF’s (for example) science back-
ground allow them to interact intelligently about the data being provided.
They are always looking at how to best provide the information.

• User services at NSIDC is excellent! Very helpful, promptly address any
questions or concerns. They have a lot of “in-house” expertise which I
think is essential for a data center—that is, a DAAC must be more than
just a “data warehouse,” it has to be a resource center for the user com-
munity and a focus for acquiring data sets, possibly extracting higher-
order data products. I think NSIDC excels at this.

• Communication with the user community is excellent through publica-
tions, the Web site, and the active involvement of NSIDC scientists and
staff in research activities (the latter is very important). For example,
NSIDC staff have attended all of our recent CRYSYS IDS annual meet-
ings and made important contributions to the project.

• Need to have good visualization software for the data. They don’t have a
lot of imagination when it comes to developing methods to work with the
data.

ORNL DAAC

Only one respondent provided written comments:

• DAACs have made strides providing value-added products such as
ORNL’s NPP products. These products show that good science and good
data management are not mutually exclusive.
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Acronyms

ACRIM Active Cavity Radiometer Irradiance Monitor
AMSR Advanced Microwave Scanning Radiometer
API application program interface
ARM Atmospheric Radiation Measurement (DOE archive)
ASF Alaska SAR Facility
ASP Alaska SAR Processor
ASTER Advanced Spaceborne Thermal Emission and Reflection

Radiometer
AVHRR Advanced Very High-Resolution Radiometer
BOREAS Boreal Ecosystem-Atmosphere Study
CERES Clouds and the Earth’s Radiant Energy System
CGED Committee on Geophysical and Environmental Data (NRC)
CIESIN Consortium for International Earth Science Information

Networks
CIRES Cooperative Institute for Research in Environmental Sciences

(University of Colorado)
COTS commercial off-the-shelf
CZCS Coastal Zone Color Scanner
DAAC Distributed Active Archive Center
DAO Data Assimilation Office (GSFC)
DEM digital elevation model
DLT digital linear tape
DMSP Defense Meteorological Satellite Program
DOE Department of Energy
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DVD digital video disk
ECS EOSDIS Core System
EDC EROS Data Center
EOS Earth Observing System
EOSDIS EOS Data and Information System
EPA Environmental Protection Agency
ERBE Earth Radiation Budget Experiment
EROS Earth Resources Observations Systems
ERS-1,2 European Remote Sensing Satellites 1 and 2
ESA European Space Agency
ESDIS Earth Science Data and Information System (Project Office)
ESE Earth Science Enterprise (formerly Mission to Planet Earth)
ESIP Earth Science Information Partner
FIFE First International Satellite Land Surface Climatology Project

Field Experiment
FIRE First ISCCP Regional Experiment
FTE full time equivalent
ftp file transfer protocol
GCMD Global Change Master Directory
GSFC Goddard Space Flight Center
GTOPO30 Global 30 Arc-Second Elevation Data Set
HDF Hierarchical Data Format
IMS Information Management System
ISCCP International Satellite Cloud Climatology Project
IWG Investigators Working Group (EOS)
JERS-1 Japanese Earth Remote-Sensing Satellite
JPL Jet Propulsion Laboratory
LaRC Langley Research Center
LaTIS Langley TRMM Information System
LBA Large-Scale Biosphere Atmosphere Experiment in Amazonia
MISR Multi-angle Imaging Spectroradiometer
MODIS Moderate Resolution Imaging Spectroradiometer
MOPITT Measurements of Pollution in the Troposphere
MOU Memorandum of Understanding
MTPE Mission to Planet Earth (renamed Earth Science Enterprise)
NASA National Aeronautics and Space Administration
NCSA National Center for Supercomputing Applications
NGDC National Geophysical Data Center
NOAA National Oceanic and Atmospheric Administration
NPP Net Primary Production
NRC National Research Council
NSCAT NASA Scatterometer
NSF National Science Foundation
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NSIDC National Snow and Ice Data Center
ORNL Oak Ridge National Laboratory
PGE Product Generation Executable
PO.DAAC Physical Oceanography DAAC (JPL)
PoDAG Polar DAAC User Working Group (NSIDC)
SAGE Stratospheric Aerosol and Gas Experiment
SAP Science Advisory Panel
SAR synthetic aperture radar
SeaSat Sea Satellite
SeaWiFS Sea-Viewing Wide-Field-of-View Sensor
SEDAC Socio-Economic DAAC (CIESIN)
SIR-C Spaceborne Imaging Radar-C
SMMR Scanning Multichannel Microwave Radiometer
SSM/I Special Sensor Microwave/Imager
TOMS Total Ozone Mapping Spectrometer
TOPEX/ Ocean Topography Experiment
   Poseidon
TOVS Television and Infrared Observation Satellite Operational

Vertical Sounder
TRMM Tropical Rainfall Measuring Mission
USGS U.S. Geological Survey
USGCRP U.S. Global Change Research Program
UWG User Working Group
VIRS Visible Infrared Scanner
WDC World Data Center
WWW World Wide Web


