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PREFACE 

Rapid epidemiologic assessment (REA) is a relatively new concept in 
international development. It addresses the problem, keenly felt in 
the health ministries of the Third World, that the cost, time, and 
infrastructure required to carry out even a modest longitudinal study 
of a health problem in a less-developed country are usually not 
available. The consequence is that basic information on disease 
burden, efficiency and coverage of health services, and health-related 
statistics are not reliable, and decisions often must be made on the 
basis of guesswork or quick estimates of questionable epidemiologic 
value. 

REA techniques are designed to be low cost, simple, or rapid, and 
to be within the resource capabilities of the developing countries. 
REA often involves small sample size techniques, sentinal indicators, 
c ase control methodologies, risk factor analysis, and use of uneducated 
community workers to collect health data. Precision is sacrificed in 
the interests of lower costs and simplicity, and for that reason it is 
doubly important to understand the limitations of REA techniques and to 
confine their use to situations where they have been explicitly 
v erified. The development of REA techniques and the definition of 
their limitations and measurement of validity are the goals of the REA 
research program of the Board on Science and Technology for 
I nternational Development (BOSTID), which is a unit of the National 
Research Council. 

The authors of this monograph have contributed to the REA program 
in various ways: as proposal reviewers, participants in technical 
meetings, and volunteer consultants to developing country research 
grantees. Dr. Stanley Lemeshow, Professor and Chairman, 
Biostatistics/Epidemiology Program, School of Public Health, University 
of Massachusetts, Amherst, has developed computer simulation models for 
evaluating various sampling strategies for developing countries, and 
has worked as a consultant for the World Health Organization (WHO). 
Dr. George Stroh, Jr., Epidemiology Program Office, Division of Field 
S ervices, Center for Disease Control, has evaluated health care 
delivery systems in developing countries. Most notably, they have 
played a primary role in developing the Lot Quality Assurance Sampling 
(LQAS) method, which is almost a prototypic REA technique, illustrating 
by its ingenuity and versatility what REA is all about. LQAS has been 
the subject of research projects in Peru and Costa Rica under the 
BOSTID Research Program, and its successful application to evaluation 
of health services and measurement of infant malnutrition prevalence 
has been demonstrated. 

This monograph is not intended to be a primer in the method, but 
rather to put LQAS in the context of other small sample size techniques 
and to illustrate its use and usefulness. Comments, suggestions, and 
reports of experience in the field are welcome. 

iii 
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Sampling Tecbniques for Evaluating Health Parameters 
in Developing Countries 

Stanley Lemeshow, Ph.D., University of Massachusetts, Amherst, MA 
George Stroh, Jr., MPH, Centers for Disease Control, Atlanta, GA 

A typical goal of health workers employing one of the currently popular sampling 
procedures is to ascenain whether or not a population meets cenain standards, such as the 
proponion vaccinated against a certain disease. After identifying the population of interest, 
the researcher would like to take a "representative" sample of subjects and, depending upon 
how many were not vaccinated, decide whether the coverage is adequate or whether 
additional efforts must be initiated to improve coverage in the population. 

Because populations tend to be large and resources and time available for studies 
limited, it is usually not possible to study each person or family comprising a population. 
For this reason there is little choice but to select a sample from the population and, from it, 
make estimates regarding the entire population. In order for such estimates to be made, it is 
necessary that some scientifically valid sampling methodology be employed. 

Several sampling methods are currently in use. These include simple random 
sampling, stratified random sampling, cluster sampling, and a modified method of cluster 
sampling recommended by the Expanded Programme on Immunization (EPI) of the World 
Health Organization (WHO). Recently, lot quality assurance sampling (LQAS), a type of 
stratified random sampling, has been proposed as a potentially useful method. In this 
paper each of these methods will be briefly reviewed and compared for use in health 
surveys in developing nations. LQAS will be described more fully, and an example of 
how this type of sampling might be used will be provided. 

For illustrative purposes the Rural Health System presently intact in Costa Rica, 
which is the first community based health system to be established in Latin America, will 
be considered. The foundation of this system is 294 Health Posts (HPs) that provide the 
first level of care_ in the Costa Rican primary health care system. These HPs are distributed 
among five geographic regions that are responsible for 3,050 rural communities totalling 
more than 750,000 people. Of interest is the estimation of the level of vaccination coverage 
for the Costa Rican Rural Health System as a whole. Recognizing that some of the HPs 
may be functioning far more effectively than others, there is also interest in evaluating the 
performance of each HP for the purpose of identifying and correcting specific deficiencies. 
Each of the possible sampling strategies will be considered in turn. Computational 
formulae will be presented to illustrate the process of estimating the population proportion, 
P, for each of these sampling strategies. A more detailed discussion of strategies for 
sampling from human populations and derivation of formulae may be found in a number of 
sampling textbooks1,2,3.4. 

i. Simple Random Sampling 

Consider the 750,000 individuals in Costa Rica to be the population of interest. 
The population size will be denoted N. The proportion of these individuals possessing 
some characteristic is denoted P, the mean level of some characteristic, X, over all N 
enumeration units is denoted �. and the variance of the N values of X is denoted al. 

1 
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Because N may be very large or the time or budget available to carry out the survey very 
limited, a sample of size n of the original N individuals in the population must be selected. 
From the n selected individuals in the sample, the population proportion, mean and 
variance may be estimated by P, x, and s1, respectively. 

· 

If this sample is selected at random from the population, these estimates will be 
"unbiased." This means that if many (e.g., "k") random samples were selected from this 
population, and if�. x, and s2 were computed for each of these samples, the average of 
the k sample proportions would equal the population proportion, P, the average of the k 
sample means would equal �. and the average of the k sample variances would be cr2. 
Unbiasedness is a desirable statistical property since it assures that the sample values will, 
on average, be correct. The concept of unbiasedness relates to repeated sampling and the 
corresponding averaging process. 

It must be stressed that an estimate computed from any one particular sample may 
be quite different from the population parameter. However, one can compute "confidence 
limits" about an estimate obtained from an unbiased sample, and thus, the degree of error 
due to chance can be controlled by design--mainly by the size of the sample taken. 

In order to select a simple random sample it is necessary to 
(1) Construct a list (or "frame") of the N enumeration units. 
(2) Use a random process (such as a random numbers table) to generate n 

numbers between 1 and N. 
(3) Identify the n individuals in the sample corresponding to the n numbers 

generated. 

Note that there are (�) possible samples which can be selected from this 

population [where (�) = N!/n!(N-n)! and a! = ax(a-l)x(a-2)x ... x2xl]. For example, if 

N=25 and a sample size n=5 is to be selected, there are (�)=53,130 possible samples. A 

simple random sample may then be formally defined as a sample in which each of the {�) 
possible samples has the same chance of being selected (i.e., 1+(�)). Estimating the 

population proportion with simple randon sampling is easily accomplished as follows. The 
point estimate of the proportion is: 

• n 

P = [1�1 Y i 1 1 n 
where Yi = 1 if the ith individual has the characteristic of interest and Yi=O otherwise. The 
variance of P is estimated as: 

ver(P) = 
[N-n] [ P ( 1-P ) ] 

N (n- 1) 

2 
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A 100[(1-a/2)]% confidence interval for Pis contructed as follows: 

P ± z 1-a/2 J Ver(P) 

where z1-o12 is the upper ( l-aJ2)rh percentile of the standard normal distribution. 

The advantages of simple random sampling may be stated as follows: 
• It is simple to conceptualize. 
• It provides the probabilistic foundation of much of statistical theory. 
• It provides a baseline to which other methods can be compared. 

However, because of its numerous disadvantages, simple random sampling is 
rarely employed in actual surveys of human populations and would not be practical for the 
Costa Rican survey. The disadvantages of simple random sampling are: 

• All N individuals (or enumeration units) in the population must be identified 
and labelled w:im:. to sampling. This process is potentially so expensive and time 
consuming that it becomes unrealistic to implement in practice. 

• Individuals selected in the sample may be highly dispersed--visiting each of 
the sampled individuals may be a very time consuming and expensive process. 

• Individuals representing certain subgroups in the population may, by 
chance, be totally overlooked in the sample. 

Fortunately, other methods are available that may provide more precise estimates 
(i.e., narrower confidence intervals) for the same cost. 

n. Stratified Random Sampling 

H a simple random sample were selected from the N individuals comprising the 
population, the possibility exists that, by chance alone, individuals in certain communities 
or in the service region of certain HPs would be either totally missed, oversampled, or 
undersampled. 

Stratified random sampling is the process of creating mutually exclusive and 
exhaustive strata, selecting random samples from each of the strata, and finally combining 
these into a single sample to estimate the population parameters. In stratified random 
sampling, each individual in the population would be associated with exactly one of the 
established strata. In order to obtain the highest precision, individuals within the strata 
should be as homogeneous as possible, while stratum-to-stratum variation should be 
relatively large. 

A stratum may be defined as a nonoverlapping subpopulation of the original 
population. Strata are defined on the basis of some known characteristic about the 
population that is believed to be related to the variable of interest. For example, in the 
Costa Rican project, HPs provide natural strata of individuals who may be similar with 
respect to available health services. 

Notation used for this sampling design may be expressed as follows. Each 
individual in the population is categorized into one of L mutually exclusive strata. Let Nh 
denote the population size in stratum h. In stratified sampling a random sample is selected 
from each stratum. Let nh denote the size of the sample drawn from stratum h. Using the 

3 
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same computational process followed with simple random sampling, �hand v�(Ph) are 
calculated for the hth stratum. An estimate of the proportion with the characteristic in the 
entire population is obtained by computing weighted averages of these statistics. That is 

and 

L 

P =I & Ph h=t N 

.. .. � N� [ Nh -n h l Ph ( 1-Ph ) 1 l 
Ver(P) • L-

h=t N 2 Nh n h- 1 
1\ 1\ 1\ 

A confidence interval for P is established using this P and V ar(P) as was described with 
simple random sampling. 

Once it is decided to use stratified random sampling, a decision must be reached as 
to how many elements are to be selected from each stratum. This is known as allocation of 
the sample. The simplest allocation scheme is known as equal allocation and involves 
selecting an equal number of observations from each stratum, irrespective of the sizes of 
the strata. That is, nh=n/L, where L is the total number of strata, and nh is the number of 
elements selected from stratum h. However, assuming that in advance of sampling, 
reliable estimates can be made of the sizes of the strata (Nh), a preferable allocation scheme 
is proportional allocation. In this scheme, the sampling fraction, nttfNh, is specified to be 
the sam e for each stratum. That is, the number of elements taken from the h th stratum is 
given by 

� = (Nh)(n/N). 
When proportional allocation is used, estimates of the population mean and proportion are 
"self-weighting. " This means that when estimating the population mean, proportion, or 
total, each sample element is multiplied by the same constant, 1/n, irrespective of the 
stratum to which the element belongs. Other allocation schemes are available but will not 
be discussed here. 

The advantages of stratified random sampling may be summarized as follows: 
• A stratified random sample of n=n1+n2+ ... +nL observations may provide 

increased precision (i.e., narrower confidence intervals) over that which is possible with a 
simple random sample of size n. 

• Information concerning estimates within each of the "L" individual strata is 
easily obtainable since random samples have been selected in each stratum. 

• For either administrative or logistical reasons, it may be easier to select a 
stratified sample than a simple random sample. This would probably be the case in the 
Costa Rican study since each of the HPs may have a reasonably up-to-date listing of the 
individuals for which they are responsible. It would be far more economical to take 
advantage of these lists than to create a new list from which a simple random sample would 
be selected. Furthermore, it may be of interest to obtain separate estimates of vaccination 
for each of the HPs so that successful ones as well as unsuccessful ones may be identified. 

The major disadvantage of stratified sampling is that, since simple random samples 
are selected from each stratum, if lists do not exist, it is no less expensive than simple 

4 
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random sampling since detailed frames must be consttucted for each of the L strata prior to 
samplin&. 

m Oamer Sampling 

One solution to the problems associated with simple, or stratified, random sampling 
is to use a cluster sampling strategy. Sampling techniques such as simple random sampling 
and stratified sampling require that sampling frames be constructed that list the individual 
enumeration units (e.g., households). Sometimes, especially in surveys of human 
populations, it is not feasible to compile sampling frames of all enumeration units for the 
entire population. However, sampling frames can often be consttucted that identify IJPUPS 
or clusters of enumeration units (e.g., villages, wards, etc.) without listing all the 
individual enumeration units. The term "cluster," when used in sample survey 
methodology, can be defined as any sampling unit with which one or more enumeration 
unit can be associated 

Ouster sampling can be performed by: 
• listing the clusters 
• taking a sample of clusters 
• obtaining a list of enumeration units only for those clusters that 
have been selected in the sample 

• selecting a sample of enumeration units within each of the 
selected clusters. 

Cluster sampling is a hierarchical type of sampling in which the elementary units 
(e.g., children) are often at least two steps removed from the original sampling of clusters. 
Cluster sampling can be defined as any sampling plan that uses a frame consisting of 
clusters of listing units. Typically, the population is divided into "M" mutually exclusive 
and exhaustive clusters based usually upon geographic, operational, or political criteria. 
Unlike strata, these clusters should each be as hetero&meous as possible. 

The process by which a sample of listing units is selected is typically stepwise. For 
example, if city blocks are clusters and households (HH) are enumeration units, there 
might be two steps involved in selecting the sample of ffil: 

Ste.p 1: select a sample of blocks 
Step 2: select a sample of HH within each block selected at Step one. 

In sampling terminology, these steps are called "stages," and sampling plans are 
often categorized in terms of the number of stages involved. For example, a "single-stage 
cluster sample" is one in which the sampling is done in only one step--i.e., once the sample 
of clusters is selected, every enumeration unit within each of the selected clusters is 
included in the sample. At the first stage, "m" clusters are selected from theM available 
clusters. At the second stage, all Nj enumeration units are studied in the jfh selected cluster. 

A "two-stage" sample is one in which "m" clusters are selected from the M available 
clusters at the first stage. At the second stage, nj observations are selected, using simple 

random or systematic sampling techniques, from the j
lh 

cluster, j=l, .. ,m. Hence samples 
of size n 1,n2, ••• ,nm are selected from the N1,N2, ••• ,Nm elementary units comprising the 
frames of each of the selected clusters. 

5 
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Note that n=n1+n2+ . . .  +nm. If Dj=Ni, i=1, . . .  ,m, we have a "simple one stage 
cluster sample". On the other hand, if ni<Ni for some i, we have a two-stage cluster 
sample. 

A "multistage cluster sample" is performed in two or more steps. For example, to 
carry out the survey ·of vaccination status of school-aged children in rural Costa Rica, the 
3,050 rural communities might be considered as the clusters. In order to select a cluster 
sample the following steps might be followed: 

Ste,p 1: Select m communities from the M mutually exclusive and exhaustive 
communities composing the nation. 

Step 2: Select a sample of townships or other minor civil divisions within 
each of the communities selected at Step 1. 

Ste.p 3: Select a sample of school districts within each of the townships 
selected at Step 2. 

Ste,p 4: Select a sample of schools within each of the school districts selected 
at Step 3. 

Ste,p 5: Select a sample of classrooms within each of the schools selected at 
Step 4. 

Ste,p 6: Take every child within the classrooms selected at Step 5. 
In this example, the children are the "elementary units" and the classrooms are the 

"enumeration units." In sampling involving more than two stages, the clusters used at the 
first stage of sampling are generally referred to as "primary sampling units" or "PSUs. " 

With these multistaged designs, writing down precise expressions for parameter 
estimates and associated standard errors can be difficult since each level of sampling must 
be accounted for. Formulae for these estimates in the simplest cluster survey designs can 
be found in sampling textbooks.l·2.3·4 (Variance estimation techniques such as jackknifeS, 
bootstrap6, balanced repeated replication'· and linearizationS are invaluable for more 
complex, multistage designs.) 

It should be noted that in the cluster sampling schemes described thus far, the m 
clusters were selected at random from the M available clusters--without loss of 
generalizability, this selection may be achieved using systematic sampling as well. When 
clusters are selected with "probability proportionate to size," denoted "PPS," clusters are 
not selected at random. This method has considerable operational advantages and may be 
described as follows: 

As with any cluster sampling method, the population under consideration is divided 
into M groups or clusters usually on the basis of geographic location. The population of 
each cluster must be known or estimable from a government

-
census or other reliable source 

even though a sampling frame is not available for each. 
Although detailed lists of enumeration units (e.g. ,  mi) or elementary units (e.g., 

children) may not exist for each of the clusters on the list, all that is really needed at this 
point is a reasonably accurate population estimate for each cluster (e.g., community) so that 
PPS selection can take place. In practice, this may present some difficulties since it may be 
several years since the last census update. The most imponant assumption that must be 
made in this case is that any changes that have occurred in the population since the last 
figures were compiled affect equally all clusters in the population being studied. For 
example, if cluster A had 3 times as large a population as did cluster B at the time of the last 
census, the same 3:1 ratio is assumed to hold at the time of the survey. If census data are 
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not available, intelligent estimates must be made of the population sizes in the various 
clusters. With PPS sampling, the relative sizes of the clusters are more important than the 
actual sizes. 

At the first stage of sampling, a subset of m clusters is selected from the complete 

list of M clusters. This selection is done in such a way that the probability of a cluster 
being selected is directly proportional to the number of individuals in the cluster. Thus, 
very large clusters have a much higher probability of being selected than do very small 
clusters. In fact, with this method it is possible for certain large clusters to be selected 
more than once in making up the subset of m clusters. Actual selection of clusters is 
carried out using random numbers. 

Once the list of M clusters and associated population sizes has been compiled, "m" 
of the clusters can be selected with probability proportionate to size. This is accomplished 
systematically by computing the cumulative population, cluster by cluster, with the 
cumulative total equal to the total population size, N. By dividing the total population size 
by the number of clusters sought (30, for example), 30 "zones" are identified, each 
containing N/30 = K individuals. K is referred to as the "sampling interval." By selecting 
a single random number between 1 and K (call this "i"), the first cluster to be sampled is 
identified as the one that includes the ith individual on the cumulative list. Starting from 
this position on the cumulative list, 29 further clusters are identified by successively adding 
the sampling interval, K. Thus, i, i+K, i+2K, . . .  , i+29K defme the 30 clusters. This 
type of sampling is called a systematic sample of clusters and the probability that a 
panicular cluster will be include in the sample is directly related to the size of the cluster. 

At the second stage of sampling, ii enumeration units are randomly selected from 
the total population (Ni) of enumeration units in each of the selected m clusters. In the 
formulae that will follow, n represents the common sample size from each selected cluster. 
When carried out in this manner there are a number of distinct computational advantages to 
the PPS strategy. Firstly, resulting estimates are "self-weighting." In other words, the 
sizes of the clusters do not enter into computations of proportions or associated standard 
errors. Secondly, as with any cluster sampling method, PPS cluster sampling has the 
advantage over other methods because detailed frames need be constructed only for the m 
clusters selected. 

To estimate the proportion of the population vaccinated, the following formula is 
used: 

m fi 
P ·II Yij /mn 

i=1 j•1  
where Yij=l if the jth child in the ith cluster has been vaccinated and Yij=O otherwise. This 
can be recognized as simply the total number of children vaccinated over the total number 
of children studied. This estimate is self-weighting since with PPS cluster sampling there 
is no need to incorporate the Ni into the formula. Estimating the variance of the estimated 
proportion (necessary for construction of confidence interval estimates) is also a relatively 
straightforward procedure with PPS cluster sampling, with computation as follows : 

m 
.. .. 1 "' ( .. A. )2 Ver(P) • ( _1) L P1 - 1"" m m 1=1  
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where Pi is the proportion vaccinated in the ith cluster and P is the proportion vaccinated 
over all sample clusters as given above. This expression is considerably easier to calculate 
than typical cluster sampling formulae, since only the variability between the estimated 
proportions in the sampled clusters is needed. 

In general, cluster sampling generally will not produce as precise an estimate as will 
simple random sampling or stratified sampling if each method were to use the same total 
sample size, n. However, due to the greatly reduced cost and administrative ease, a larger 
cluster sample may be selected, for the same cost, than that which is possible using the 
other sampling schemes discussed thus far. As a result of the larger sample size, a 
relatively high level of precision will result 

The two most important reasons cluster sampling is so widely used in practice-­
especially in sample surveys of human populations and in sample surveys covering large 
geographic areas--are feasibility and economy. Cluster sampling may be the only feasible 
method since the only frames readily available for the target population may be lists of 
clusters. If that is the case, it is almost never feasible, in terms of time and resources, to 
compile a list of individuals (or even households) for the sole purpose of conducting a 
survey. However, lists of blocks or other geographic units can be compiled relatively 
easily, and these can serve as the sampling frame of clusters. In addition, cluster sampling 
is often the most economical form of sampling since listing costs and travel costs are lowest 
of any potential method. 

In the special case where n1=n2= . . .  =nm=n, standard errors obtained by cluster 

sampling are approximately "' 1+8x(ii-1) times as large as those obtained from a simple 

random sample of the same total number of listing units , where 8x is the intraclass 

correlation coefficient and ii is the number of listing units selected in each cluster. This 

coefficient 8x can range from very small negative values, when the elements within each 
cluster tend to be very diverse, or representative of the population of elements (this is 
termed "heterogeneity"), to a maximum of one, when the elements within each cluster are 
similar but differ from cluster to cluster (this is termed "homogeneity"). It is clear that 
standard errors with cluster sampling will equal those with simple random sampling when 
8x=O (i.e., heterogeneous clusters) , but can be much larger when the clusters are 
homogeneous. The ratio of the variance with cluster sampling to the variance with simple 
random sampling is termed the design effect. This ratio of variances also applies to the 
total number of sampled elementary units--i.e., when the variance obtained with a simple 
random sample and another design (e.g., cluster sampling) are equal, 

IV. EPI Ouster Sampling 

m 
L. n. = (design effect) x n 
. 1 I s.r.s. ,. 

Since 1978, EPI has been advocating a modification of a PPS cluster sampling 
procedure for surveys of immunization coverage9,to. The method adopted is a modification 
of a survey technique originally used for immunization coverage in the United States II and 
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later updated for use in the Smallpox Eradication Programme in West Africatl. By the end 
ofl982 at least 441 surveys of this type had been carried out worldwidet3. 

The EPI survey, for determining immunization coverage, involves the detailed 
review of immunization status of approximately 210 children by trained reviewers. The 
current convention is to identify and visit 30 clusters which may be cities, towns, or 
villages, and to visit as many HH as necessary in each cluster until 7 children are selected 
in each. As a result, the EPI surveys are commonly referred to as "30 x 7" surveys. 

The rationale for using 210 individuals is as follows: Firstly, it was decided that it 
was necessary to be able to estimate immunization coverage to within 10 percentage points 
of the true population proportion. Using a population proportion of SO% coverage (the 
proportion with which maximal sample variance is obtained) as the basis, and desiring to 
be 95% confident that the resulting estimate would be in the interval 40%-60%, a simple 
random sample of size 96 would be required. To select a simple random sample of this 
size from the population was not operationally feasible and, as a result, a cluster sampling 
strategy was deemed necessary. 

In order to achieve the same precision with cluster sampling as would be possible 
with simple random sampling, experience suggested that a cluster sample of approximately 
twice the size ("design effect") of the simple random sample would be needed. Because of 
the economy afforded by the cluster sampling strategy, this larger sample can be studied 
both more conveniently and less expensively. As a result, the necessary sample size with 
cluster sampling was estimated to be 192. 

Based on procedures adopted for use in the United States at that time3, and taking 
into account practical as well as logistic factors, it was decided that 30 clusters should be 
used. This meant that seven children per cluster must be studied in order to attain the 
specified sample size. There is no particular statistical advantage in using 30 clusters and it 
is perfectly reasonable that operational considerations should dictate the number to be 
selected. (However, it should be noted that if one is satisfied to have an estimate that will 
be within 10 percentage points of the true P with 95% confidence, a different combination 
of m and n might result in significant savings in time and cost On the other hand, for the 
same time and cost, alternative combinations of m and n could yield increased precision. 
Decisions as to the exact value of m and n to use in a particular population would have to be 
tailored to the specific characteristics of that population and its environs. These decisions 
would involve numerous assumptions regarding costs likely to be incurred at each stage of 
sampling, as well as estimates of intracluster correlation coefficients which, in their own 
right, might be of questionable accuracy.) 

The classic PPS cluster sampling scheme previously described has certain features 
that may make implementation in field conditions difficult. In particular, the random 
selection at the second stage may not always be possible--particularly in rural areas with 
scattered populations. The classic methodology was modified by the EPI, and the 30 x 7 
survey currently being used may be characterized as a PPS cluster sample without random 
selection at the second stage. 

Operationally, once the sample cluster is identified, it is then necessary to determine 
which individuals to study within the cluster. The method advocated by EPI is as follows: 
A household is selected "at random" from all households in the cluster. In practice, it may 
not be possible to make this selection truly at random, since the method used will depend 
upon the density of the population as well as other factors such as the availability of lists of 

9 

Copyright © National Academy of Sciences. All rights reserved.

Sampling Techniques for Evaluating Health Parameters in Developing Countries:  A Working Paper
http://www.nap.edu/catalog.php?record_id=19143

http://www.nap.edu/catalog.php?record_id=19143


households. When household lists are available, the households are numbered and one 
random number is selected to represent the fust sampled household. If, on the other hand. 
the cluster is a small village and household lists do not exist, a quick census of households 
should be taken. Households should be numbered and a random number selected to 
represent the fust sampled household In fact, a census is preferred because it reasonably 
assures a complete list. 

Enumerating all households is often impossible in moderately large towns or widely 
scattered rural populations. In those cases, EPI suggests that the interviewer go to a 
centrally located landmark (such as a chun:h, school or market), randomly select a direction 
in which to walk (e.g., north, south, east, or west), and count the number of households 
(L) found in that direction from the central point to the town boundary. Finally, select a 
random number between I and L, which will identify the randomly selected starting 
household. 

In urban areas, the process of identifying a random starting household may be more 
difficult. One procedure that has been used is a two-step process in which the city is 
subdivided into geographically contiguous zones, a zone is selected at random, and a 
starting household is then identified within the zone. If household lists do not exist and if 
the zones are made small enough, it may be possible to carry out a census in the selected 
zone before selecting a household Clearly, there is no single strategy that can be applied to 
all situations, and solutions are often devised on the spot to deal with living arrangements 
such as multiple dwelling units and apartment buildings. 

It should be noted that there are certain situations where valid lists of target 
populations are not available and cannot be reliably constructed. For instance, in certain 
societies there are large numbers of "street dwellers"--i.e., individuals who do not live in 
permanent dwellings--who do not figure in local census data. In fact, the very concept of 
household may not be clear to such individuals, and they are rarely included in household 
lists. 

Upon entering the first household, the interviewer must detennine whether there m 
any occupants who are in the target age group. If there are, the required information is 
collected for each such individual. As presently recommended by EPI, if no one is at home 
in the selected household, the interviewer moves on to the next household. There is no 
provision to revisit households. (The usual procedure in EPI surveys is to schedule the 
times for field work to those during which the dwellings are most likely to be occupied if 
absences in households are common.) 

After the fust household is visited, whether there is an individual in the target group 
or not, the interviewer proceeds to the "next" household. This is defined as that residence 
whose front door is physically closest to the one just visited. The process of visiting 
households is repeated until a total of seven children of the appropriate age have been 
studied in the sampled cluster. As an operating rule, all eligible children in the household 
contributing the seventh child to the sample are studied, even if that results in 8-10 children 
in the cluster rather than the target number of 7. 
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Potential Problems with the EPI Metbodolo&Y 

The EPI survey bas proved to be a useful tool for providing health managers with 
essential information for planning health programs. Normally a survey will require about 5 
days of work for four to six interviewers, and instruction on the survey method is routinely 
included as part of EPI management training. Results from these surveys have provided 
the incentive for resource allocation, which has allowed immunization programs to expand 
and increase their impact. Without these surveys, many national programs would have no 
means for assessing their progress. 

It should be evident from the preceding sections that the procedure followed by EPI 
has diverged from standard PPS cluster sampling methodolgy. This divergence occurs at 
the second stage of sampling (i.e., selection of households). From a statistical point of 
view this is a cause for concern since, in order for the formulae presented earlier in this 
article to hold, it is assumed that households studied at the penultimate stage are the result 
of random selection, and the procedure advocated by EPI does not achieve this. 

Theoretically , the households should be selected independently of each other and 
should be representative of the totality of households in the cluster. The EPI method, by 
selecting a starting household and then visiting proximal households, ensures that this will 
not be the case. The effect of this is impossible to quantify but, intuitively, households that 
are spatially related may have other factors in common, including access to immunization 
facilities, water supply, disease exposure, etc. A particular example of this might be the 
pocketing of unimmunized children in slum areas of cities. There is a risk that surveys of 
adjacent households could either over- or under-estimate the true population coverage 
depending upon where the starting household happens to fall. In practice, where such 
pocketing is suspected, special arrangements are usually made by EPI managers. 

In studies of children's attributes, PPS cluster sampling estimates will be self­
weighting only if selection at each stage is based on the number of children (rather than the 
total number of individuals) in each sampling unit Since lists of children are typically not 
available, selecting an equal number of households in each cluster will provide a set of� of 
children that can be used to provide self-weighting estimates of children's attributes. 
Because the EPI survey methodology is to continue to visit households until a "quota" of 
seven children is identified from each cluster, estimates are not self-weighting. 
Fonunately, ignoring this technicality typically has relatively little effect upon resulting 
estimates. 

In some situations, the distance between the central point and the edge of the 
community may be too large for the prescribed EPI procedure to be practical. Although it 
is not advocated by EPI, the interviewer may find it more realistic to simply select the 
direction to be taken from a fixed starting point and to pick out and visit a house at random 
in that direction without first counting the number of households in that direction. Strictly 
speaking, this method of selecting a starting household is not random, and although it does 
assure that the interviewer does not exercise personal judgement in the selection process, it 
still introduces statistical bias. 

Leaving selection of successive households to the interviewer presents another 
opportunity for bias. This may occur when an interviewer must decide which household is 
closest to the one just visited. If, for example, this choice is between one household in a 
slum area and another not in a slum area, there is a possibility that the interviewer's 
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preferences may result in one or the other not being adequately represented. Areas that are 
not easily accessible may be underrepresented if left to the discretion of the interviewer. 

A further potential for bias is inherent in the practice of not revisiting households 
that were unoccupied at the time of the interviewer's visit since cenain subgroups may not 
be adequately represented. 

The selection of the starting household is also a cause for concern because the 
exigencies of field operations may rule out the possibility of a ttuly random selection. This 
may result in households inadvertently being selected on grounds of convenience. In a 
scattered rural community, for example, the tendency may be to select the starting 
household in the area of densest population. Such selection is subject to bias because those 
centers may also be the focus for outreach services and other health care facilities. In these 
circumstances, even if the direction in which the interviewer is to walk is selected at 
random and the household is selected at random from all houses lying in that direction, 
considerable bias may still result 

Finally, there is a potential problem in having to use nondocumented evidence of 
immunization status. This problem cannot be fully overcome but is often taken into 
account when analyzing the data. 

Considering the potential sources of bias with the EPI survey strategy, there has 
been relatively little published research evaluating the perfonnance of this methodology. In 
one such studyl6 a computer simulation model was developed to evaluate the EPI survey 
strategy as compared to a more traditional PPS cluster sample in artificially created 
populations having specific characteristics. In addition to comparative measures such as 
bias and variability of resulting estimates, it was also of interest to investigate whether the 
resulting estimates were accurate to within 10 percentage points of the actual levels. It was 
found that within particular clusters the EPI method performed poorly when there was 
pocketing of vaccinated individuals; the more traditional PPS cluster sampling technique 
gave more accurate and less variable results under a variety of situations. However, the 
stated goal of the EPI, that is, being able to produce population estimates accurate to within 
10 percentage points of the ttue levels in the population, was satisfied in the artificially 
created populations studied. This would appear to provide reassuring evidence to users of 
EPI surveys that it is possible to provide estimates of population parameters accurate to 
within 10 percentage points. It also sets forth a warning to those users who might make 
inferences about individual clusters or groups of clusters. Such disaggregation of cluster 
survey results is inadvisable. 

Other t\p.plicarions of the EPI MetbodoiQC 

The EPI survey was designed for the express purpose of measuring immunization 
coverage, either in the absence of data, or when data of doubtful validity exist. In recent 
years, the sampling methodology developed for these surveys has been applied not only to 
assessments of immunization coverage but also to assessments of changes in immunization 
coverage over time. With some modifications, the methodology has also been applied to 
studies of the incidence of poliomyelitis, neonatal tetanusl4, and diarrhea, as well as to 
studies of mortality due to measles. Recently, the same procedure has been used in 
surveys to assess various factors relating to the availability and use of health services. 
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Based on the above discussion, it should be clear that the particular methodology 
developed by EPI specifically for coverage surveys might not be appropriate for other 
surveys having different objectives. For example, for surveys designed to document the 
expansion of coverage of an immunization program over time, sample size computation 
should incorporate factors such as the estimated coverage rate before expansion, the 
anticipated coverage rate after the expansion, as well as requirements for type I and type II 
error rates. The rationale underlying the number 210 does not take these factors into 
account and if this number were used, the study could involve an extremely high type n 
error rate (i.e., the probability of failing to detect a difference or change that actually 
occurred). 

However, much of modem knowledge concerning neonatal tetanus and 
poliomyelitis in developing countries arises from information from EPI type cluster sample 
surveyslS. Researchers studying the incidence of these diseases recognized that the 
procedures advocated for coverage surveys needed to be modified and, in particular, that 
larger sample sizes were required. A common practice is that in each of 30 clusters (the 
continued use of 30 clusters is based more on tradition and intuition than on statistical 
theory), 70 live births that occurred within a stated recall period (usually 4 to 6 months) are 
sought. The deaths among these live births are investigated and the proportion due to 
neonatal tetanus is estimated. All children aged 5-9 years in the households visited during 
the survey are examined for evidence of lameness due to poliomyelitis. This usually results 
in at least 500 children 5-9 years of age studied in each of the 30 clusters. 

The need to consider carefully the choice of sample size can be illustrated by 
another example. If a study was planned to estimate the prevalence of a comparatively 
unconmon disease such as leprosy, the total required sample size would be much greater 
than that required in either of the previously described surveys in order to make estimates 
with acceptable precision. Specifically, if the rate of leprosy in a country is 1 per 1,000 
(i.e., P=.001), then a simple random sample of size 15,350 would be required to be 95% 
confident that the sample estimate would be within 50% of the true value (i.e. , between 
.0005 and .0015)4. An even larger sample would be required if a more complex sampling 
scheme were used or if greater precision is required. 

For surveys of health service utilization and health status, there are often numerous 
and unrelated parameters being estimated in a wide age range. This difficulty is 
compounded by the fact that some of the parameters being studied are unlikely to be 
distributed homogenously within communities and are associated with different units. For 
example, households or communities are associated with available water supply or access 
to services, while individuals are associated with immunization status, specific types of 
health services, etc. Planning sample size requirements under these conditions is extremely 
difficult, but it is an issue that must be confronted by those needing the infonnation 
resulting from such studies. Acceptance of a survey design involving 210 individuals 
intended to obtain infonnation on immunization coverage may seriously compromise the 
results of a survey meant to measure characteristics associated with units other than 
individuals. 
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V. Quality Asalrance Sampling (QAS) 

The origin of QAS methods is in sampling and inspecting a manufactured product 
where it was necessary to keep labor and other sampling costs to minimal levels. One type 
of QAS sampling, LQAS, is identical to stratified sampling, but the samples are too small 
to provide what are usually considered acceptably natTOw confidence intervals for estimates 
for a specific stratum (usually called a "batch" or "lot"). Rather, a decision is made about 
the quality of a particular batch or lot based on the probability that the number of defective 
items in the sample from it is less than or equal to a specified number. The results of the 
samples taken from all the mutually exclusive and exhaustive batches can be combined to 
provide a precise overall estimate of the average quality of the total product. The average 
quality of a product is  often continually monitored by the manufacturer to ( 1 )  identify 
where improvement can be made in the manufacturing process and (2) adjust the sample 
design as the average quality of the product changes. 

The strategy and goals of QAS in the health field are similar to those in the 
manufacturing field. The pun:haser of the goods does not want to accept a batch with more 
than a certain percentage (P1)  defective whereas the manufacturer wants to continually 
monitor production to identify products with more than an expected percentage (P� of 
defectives, as supervision can then be focused on causes of defective production. It is not 
unusual for P1 and P2 to be unequal. 

Generally, a lot is an "operationally useful" unit. For example, in an indusnial 
application, if there were several machines producing the same part, and if there were three 
operators assigned to each machine, then 'lots' could be chosen that are produced by the 
same machine--particularly if any variation in the parts produced is most likely to be due to 
machine drift as opposed to operator input. The manufacturer's sampling interval should 
be shon enough to identify any drift in measurements before tolerances were exceeded. 
For this type of application, it would also be wonhwhile to monitor the sequences of 
measurements for early identification of tendency to drift. 

In order to provide a more familiar framework for health workers , QAS will be 
discussed and illustrated via the vaccination example, using LQAS. For public health 
work, a national manager might define lots as recipients of services from a single 
operational unit--such as a HP immunization team--over a specified period of time. The 
amount of time between sampling might be related to intervals between "high incidence" 
seasons for immunizable diseases, but would probably be related as much to the amount of 
time and cost associated with the sampling than any other single consideration. However, 
a HP supervisor who, for example, had three different immunization teams, might define 
the lots as the populations immunized in a specified period of time (e.g., the time required 

for a cycle of visits to all the villages/wards by each team) . 

In public health work a serious error would be made if the population were judged 
to be adequately covered ("accept the lot") when, in fact, it is not. In order to control for 
this possibility, the procedure is set up as a one-sided test. Let d denote the number of 
persons not vaccinated out of our sample of n subjects. Let P denote the true proportion of 
individuals not vaccinated in the population of size N. It is assumed that N is very large 
relative to n. (If it happens that N is not large relative to n then the reader should consult a 
text such as Brownleel7 (Sec. 3. 15) that demonstrates how the hypergeometric distribution 
is used to evaluate the LQAS procedure.) 
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The null hypothesis is * flo: P � P 0 (i.e., proportion of unvaccinated children � .SO ) 
versus 

H.: P < P 0 (i.e., proportion of unvaccinated children < .SO). 

The four-celled table presented in Table 1 describes the consequences of the testing 

procedure. 
Table 1: Consequences of Hypothesis Testing in LQAS Procedure 
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Note that in this table, because the test i s  set up as one-sided, and because we assume the 
population is not adequately covered unless we reject flo, the type I ClTOI', i.e., accepting 
the lot when it is defective (false negative), whose probability we can control, is the most 
serious error. That is, if (using the example of immunization) a population Oot) of children 
is thought to have an acceptable proportion immunized when, in fact, it does not, the larger 
number of susceptibles in the population increases the risk of transmission of the disease 
when introduced into the lot. Hence, we consider the "cost" of declaring that the 
population is adequately vaccinated, when in fact it is not, to be high. On the other hand, 
the type n error, rejection of an acceptable lot, is judged not to be as serious since the result 
of a false-positive decision would be to concentrate program resources on an already 
adequately vaccinated population. 

The fundamental problem in LQAS sampling is not so much simply determining 
sample size as choosing an appropriate balance between sample size and critical region. 
The computation of � will, in all cases, depend upon what the actual value of P is when it 
is assumed to be different from P 0• 

The level 50% is chosen here as one example. Actually ,  any level could have been chosen. 
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In practice, the critical � of the activity would be chosen first. That is, initially a 
"standard" minimal level for delivery of a service would be defined on the basis of the 
probable distribution of service levels across lots as well as in terms of practicality (i.e., a 
level that could be achieved). Once this level is defmed, sample size options may be 
considered relative to the numbers of lots that would be misclassified with stated type I and 
type n errors. If the sample size were too large to be practical to use, there would be 
several options including: 

• Retaining the sampling scheme, but lengthening the time interval between 
sampling. 

• Choosing another "standard" (critical region) that will allow use of a smaller 
sample size. 

• Choosing another sampling scheme, such as double sampling (perhaps even 
sequential sampling) that will meet the objectives of classifying the lots and 
still be operationally feasible. 

• Abandoning a QAS scheme. 
One means of computing probabilities and determining necessary sample sizes can 

be accomplished using the binomial distribution. (As previously noted, with small N, the 
hypergeometric distribution may be applicable; with large N, the Poisson can be practically 
substituted for the binomial.) The binomial distribution is the statistical distribution that 
describes the probability of a particular configuration of dichotomous outcomes when the 
total number of trials is finite (e.g. ,  the number of times a "head" appears in seven tosses of 
a coin). If P denotes the probability of observing the characteristic, then the chance that 
there will be exactly d individuals with the event in a sample of size n is given by the 
expression 

p(d) = (�)pd(l-P)D-d, 
where (�)= n!l[d! (n-d)! ] ;  (a ! =  ax(a- l )x(a-2)x ... x2xl and, by defmition, 0! = 1 ). Thus, if 
SO% of the population is not vaccinated, the chance that there will be only one person who 
is not vaccinated in a sample of seven subjects is 

p(l) = (r)<O.S)l ( l -0.S)6 = 0.0547. 
Similarly, the chance of obtaining exactly one unvaccinated subject, if  70% of the 
population is not vaccinated, is 

p(l ) = (r)<0.7)1 (1 -0.7)6 = o.oo36. 
Suppose that the sample size is seven. The rejection region for the test states that 

He, should be rejected (and "accept the lot" as adequately vaccinated) if d S d* (i.e., if the 
number of subjects in the sample found to be unvaccinated is less than or equal to the 
critical value, d*). First consider whether there is a value of d* such that the probability 

that d S d* when He, is true is exactly equal to a =  .OS. The probability of d S d*, for a 
specified sample size n, probability P 0, and number d* is given by the expression 

d* d* 

Pr{ds.d*} • :L p(d) • :L ( � ) ( P0 ) d ( 1 - P0 ) n-d 
d•O d•O 
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To establish the existence of a d* such that Pr(�*)=a, Pr(�*) must firSt be 
computed for a number of values of d*. In the example where n=7 and P=O.S, these 
values are presented in Table 2 as follows: 

Table 2: Actual Probability of a Type I Error for Possible Values of d*, n=7, P=O.S 

d* 
0 1 2 3 4 5 6 7 

Pr(d'd *) .0078 .0625 .2266 .5000 .7734 .9375 .9922 1 .0000 

From Table 2 we see that choosing d*=O would yield an a = .0078 level test and 

choosing d*=1 would yield an a=.0625 level test. If it was decided to take n=7 subjects, 

then choosing d*=1 would probably be safe; but only d*=O results in a value of a less than 
or equal to .05. 

Now, if we decide to use d*= 1 (a=.0625), what is the power of the test if 70% of 
the population is actually unvaccinated? The probability of rejecting He, (i.e. , accepting the 
lot or declaring it to have an acceptable vaccination level) is the chance that d S d*=1 , given 
P=0.7 and is computed as follows: 

1 
Pr{ds. 1 }  • I (� ) (0 .7)

d 
( 1 - 0 .7 )7-

d = .0038.  
d=O 

We may graph the results of a particular choice of n and d* into what is called an 
operating characteristic (OC) curve where the variable on the horizontal axis is the 
proportion, P, in the population who have not been vaccinated. The vertical axis presents 
the probability of rejecting the null hypothesis He,: P=P 0 and concluding that the vaccination 
coverage in the population is adequate. Each combination of n and d* will generate a 
unique curve. We know that if no one in the population is vaccinated then P= 1 and there 
will be no chance of rejecting He,. On the other hand, if everyone in the population is 
vaccinated then P=O and we would always reject He,. We look for rules that give us a very 
high probability of rejecting Ho when there is adequate coverage (i.e. , P small). Figure 1 
presents a typical OC curve for n=7, d*=l .  
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Figure 1: Operating Cllaracteristic Curve for n= 7 and d*= 1 
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The power of the test is reflected in how steeply the cwve rises to 1 .0 in the region 0 S P S 
P 0• For each value of n, there will be only one value of d* at or about the chosen value of 
a. It is usually not possible to attain the level a exactly. Thus one choice for d* will have 

the type I error less than a and d*+ 1 will have type I error greater than a. The investigator 

will usually choose the value of d* yielding the type I error less than a. Sometimes this 
strategy results in an extremely conservative test such as the one illustrated in the example 
above where, with n=7, d*=O and P 0=0.5, a equalled .0078. Here the use of d*=l with a 
= .0625 might be justified. Table 5 (see appendix) presents values of d* for small n (S20) 
such that a will not exceed the stated type I error probability (.01 ,  .05, or . 10) for various 
combinations of n and P 0 • Details for the construction of this table are presented 
elsewherelB, 

The choice of the sampling scheme comes down to one of combining the desired 
power, 1-�. with the desired a level. Rather than providing curves, which are difficult to 
read precisely, for this discussion we developed Tables 6a-i (see appendix) which present 

values of (n,d*) pairs for chosen values of a, �. P 0 and P a· In these tables, (n,d*) are 
chosen so that Pr{dSd* l n,P0) S a  and Pr{dSd*+l l n,P0) > a. (More details are provided 
elsewhere I S. )  

The LQAS swvey problem is a one-sided test of H0:P=P 0 versus H8:P=P •• where 
P8<P0 (i.e . ,  it is a test of the hypothesis that the proportion unvaccinated is a specified 
level, versus the alternative that the proportion unvaccinated is less than the specified level). 

A sample size is chosen that will yield a test with stated a and � errors for the particular 
null and alternative hypotheses specified using the standard sample size formula. Use of 
this formula is based on the assumption that the normal approximation to the binomial is 
valid. The value of d* for the necessary n is determined by using the formula 

1 8  
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d* • nP. - z J nP. ( 1 -P. ) 0 1-ct 0 0 

where values of d* are always rounded down (e.g., [5.3] = S; [6.8] = 6). When nS20, d* 
is determined by exact computations with the binomial distribution. The (n,d*) pairs are 
presented in Tables 6a-i. 

EXAMPLE 
For CX=.05 and �.20, if P 0=0.5 and P 8=0.4, Table 6e shows that d� 66 when n= 153. In other 

wmis, if in a sample of 153 children 66 or fewer are unvaccinated, Ho would be rejected and the population 

would be accepted as being adequately vaccinated. On the other hand, if 67 or more children were not 

vaccinated, the hypothesis would not be rejected, and the population would be declared "inadequately 

vaccinared." 

This table clearly shows the trade-off one must make between power and sample 
size in LQAS surveys. It is essentially impossible to have a.=.05, J3=.2 and use n=5 
unless P a under the alternative was actually close to 0. Hence investigators with limited 

resources must be ready to compromise on the value of J3 or the difference between P0 and 
P •. The more serious error of concluding that an inadequately vaccinated population has 

adequate coverage is being guarded against by the value of a., which can always be 
controlled. 

The method of quality assurance sampling described to this point is known as 
"single sampling" because only one sample is taken before a decision is reached tegarding 
the disposition of the lot. A modification of this LQAS procedure incorporates a "double 
sampling" strategy and may be useful under certain field conditions. With this method, a 
sample is frrst selected of size n1•  If this sample fails, a second sample of size n2 may be 
selected. This requires the specification of two acceptance numbers: the first, d1,  applies to 
the observed number of defectives in the first sample alone, and the second, d2, applies to 
the total number of defectives in the frrst and second samples combined. In practice, the 
advantage of the double sampling scheme is that, if the defective rate is relatively low, it 
may be possible to study fewer subjects than with single sampling because n1 is typically 
less than the n required in single sampling. However, if it becomes necessary to go to the 
second sample in many of the lots, the procedure may require a larger overall sample size. 
In most cases, the total sample size would be less than n1+n2 because sampling stops as 
soon as the critical value d2 is exceeded. Details for this procedure are presented 
elesewherel9 and an example will be presented in Section VI. 

Estimatin� the Oyerall PQpulation Proportion with LOAS Sampline 

Besides the binary decision to "accept" or "reject" the lot, because there are simple 
random samples within each HP, the sample may be considered a stratified sample and an 
overall population estimate can be constructed. 

For example, suppose all 294 HP's were sampled selecting seven children from 
each and rejecting fio: P�.5 (and accepting the lot) if dSl (then a.=.0625). 
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Table 3: Example of Decisions in Four Health Posts 

HP N; • Unv1ccin1ttd n; Pi D.cision 

1 250 1 1 7 0 . 1 4 ICCtpt tht lot 

2 3366 5 7 0 .7 1  r t  J-et tht lot 

3 1 498 0 7 0.00 ICCtpt tht lot 

: : : . 
294 2703 4 7 0 .57 rt�ct tht lot 

Tot1l 750000 

The results can be combined over all 294 strata using the standard stratified 
sampling formulae as presented on page 3. Confidence intervals may be established as: 

P - z 1 _«12 Jver(P ) 1 P s. P + z 1-cr12 Jver(P ) 

Hence, LQAS is really a stratified sample in disguise. Does it provide more: 
information than conventional stratified random sampling? Of course not, because 
confidence intervals could be established for each stratum (or lot) and decisions could be 
based on values covered by each such interval (if sample sizes were made large enough to 
provide useful confidence intervals). 

For example, if a lot is rejected when P is �.25 and if, in HP 3, 

.30 S P3 S .33 

then the lot would be rejected. 
The question then reduces to: how large should n be in order to achieve the desired 

precision in each stratum. It is precisely the question " . . .  how large should n be . . .  ?" that, 
when answered by calculating the n required for strata in a conventional stratified random 
sample scheme, is a reason for considering the use of an LQAS scheme. Although the n 
for each stratum with an LQAS scheme are too small to provide useful confidence intervals 
for estimates for each stratum, an appropriately designed LQAS scheme may provide a 
means for continually testing strata and classifying them as "acceptable" or "unacceptable" 
in terms of a particular outcome. Because LQAS sample sizes are relatively small, there is 
greater likelihood that sampling can be done more frequently. Perhaps samples can be 
drawn concurrently with other duties that take staff to the field. Because the rules are 
simple to follow, the surveyor/classifier needs minimal training. And, because LQAS 
samples are, in fact, stratified random samples, the results for strata can be combined to 
provide adequately precise estimates for groups of strata, such as for districts, regions, or 
the nation as a whole. 

The potential benefits of using an LQAS scheme must be weighed against the loss 
of precision expected with the small samples taken in each stratum. Perhaps the best way 
for the reader to judge whether LQAS might be useful is an example in which a 
conventional stratified random sample survey approach is compared with an LQAS 
scheme. 
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VL AN EXAMPLE OF THE APPLICATION OF QUALITY ASSURANCE SAMPLING 
(QAS) 

The example is set in cin:umstances similar to those in Costa Rica, and is applied to 
immunization coverage of children. The manager of the EPI in the country would like to 
know the percentage of children 12-23 months of age who have received all of the 
immunizations that should have been given during their fU'St year of life. Based on the 
immunizations that have been reported by staff, the manager thinks that the coverage level 
for the nation is about 60%, but the coverage that has been reported by the 294 individual 
HPs varies from 20% to 100% . Mter plotting the estimates of coverage for the individual 
HPs on a graph, the distribution of coverage rates is considered uniform across the range. 
The EPI manager suspects that the estimates of coverage provided on reports may not be 
completely accurate because of numerator and denominator ell'Ors. As a result, it is decided 
that a survey of HP areas should be made to obtain estimates of coverage for each of the 
294 areas, because it would be important to be able to concentrate supervision on those 
HPs that have "low" coverage. 

The fU'St plan for the survey that the EPI manager evaluates is a "conventional" 
stratified random sampling scheme. Coverage estimates are required for each of the 294 
HP, and each estimate should have confidence bounds no larger than an absolute 10%, 

with a=O.OS. Since the average HP population is approximately 2,500, and because it can 
be estimated that 3.5% of the population are children between the ages of 12 and 23 
months, it is estimated that the number of children available for sampling in each HP will 
be approximately 2,500x.035 = 88. The formula for sample size determination that 
incorporates a finite population cOITeCtion is as follows: 

Solving for n: 

n • 

Nz �-cx/2 [P( 1 -P)]  
n = -------------------------------------------

z 2 
[P ( 1 -P)] + (N- 1 )d2 

1-cx/2 

88( 1 .96)
2

[ .5( .5) ] 
• 46. 1 7 . 

( 1 .  96)
2 

[ .5( .5) ]  + (87)( . 1 )2 

Thus, in each of the 294 HP areas, 47 (53%) of the 88 children between the ages of 
12 and 23 months will be surveyed. In the entire country, 53% of all children in this age 
group will be surveyed, producing a combined sample size of 1 3,8 18 .  For the national 
estimate of coverage, the 95% confidence interval for P, based on the formula on page 17, 
will be 

p - 1 .96( .002 9 ) 1 p 1 p + 1 .96( .0029 ) 

p - .005 1 p 1 p + .005 .  

Hence, P can be estimated to within .5% (assuming the worst level of  coverage for 
precision (50%) and little variation in HP populations). 
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The manager then considers a QAS scheme. It is decided that any HP that has a 
coverage level of 70% or lower is performing poorly and should be identified f�r increased 
supervision. The manager wants to be able to identify a HP with coverage of 70% with a 
probability of about 0.95, and HPs with lower levels of coverage with even higher 
probability. Several QAS schemes are considered and a double sampling scheme is 
proposed. 

The particular scheme recommended is a double sampling scheme in which 
n1 :d 1=10:0 and n2:d2=14:3. This means that in each HP area an initial sample of 10 
children will be surveyed for their immunization status. Regardless of how many children 
are found unimmunized in the 10 children, all 10 will be surveyed. The number of children 
found unimmunized among each HP sample of 10  children will be used to compute 
estimates for combined areas and ultimately for the national estimate of coverage. If upon 
completion of a survey of the first sample of 10 children in an HP area, none were found 
unimmunized, the HP will be categorized as having "acceptable" coverage. If four or more 
children were found unimmunized, the HP will be classified as having "unacceptable" 
coverage. In either of the above two cilcumstances, no further sampling is required in the 
HP area. However, if upon completing the survey of the initial 10 children, 1 ,  2, or 3 
children were found unimmunized, a second sample of 14 additional children is drawn. 
During the survey of the second sample of children, whenever a total of four unimmunized 
children is reached (including those from the first sample of 10) the survey in that HP area 
is stopped, and the HP area is classified as having "unacceptable" coverage. If, however, 
upon completion of the second sample of 14 children, a total of only 1 ,  2, or 3 unimunized 
children have been found (including those unimmunized in the ftrst sample of 10) the HP 
area is classified as "acceptable." 

Figure 2 shows the operating characteristic curve for this particular sampling 
scheme. 
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Figure 1: Operating Characteristic Cmve for Double Sampling Scheme with n1 :d1=10:0 
and n2:drl4:3 
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An OC curve allows one to predict what the probabilities are for correctly 
classifying HP areas on the basis of the level of coverage. As assumed for purposes of this 
example, the distribution of the 294 HPs was uniform (i.e., there would be 36 or 37 HPs 
in each decile of the percent coverage range from 20- 100 percent). Let us also assume that 
all HPs in each decile have a coverage that corresponds to the midpoint value for each 
decile: those in the 20-30% decile actually have a common value of 25%, those in the 30-
40% decile have a common value of 35%, etc. If the probabilities of accepting a HP as 
having acceptable coverage are read from the OC curve and are applied against the numbers 
of HPs in corresponding deciles, it is possible to predict the number of HPs that would be 
accepted and rejected, as having acceptable levels of coverage. The results of this 
projection are shown in Table 4. 
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Table 4: Expected Oassification of 294 HP With Use of Double Sampling Scheme 
n1 :d1=10:0 and n2:d2=14:3 

Percutare Cow,.,. NUL)tr of HP Classifie4 as :  
D. HP  Aru R  NUL)tr or HP > ?OR Coft"" '?OR Coft"" 

20�0 36 0 36 
3 1--40 3? 0 3? 
�1-50 3? 0 3? 
5 1-60 3? 0 3? 
6 1-?0 3? 1 36 
?1-80 3? ' 30 
8 1-90 3? 21  16 
9 1-100 36 3� 2 

Tottl 294 63 23 1 

Number of HP with Coverage S70% = 184 
Number Correctly Oassified = 183 (99%) 

Number of HP with Coverage > 70% = 1 10 
Number Correctly Oassified = 62 (56%) 

As computed from the results shown in the table, greater than 99% (183 of 1 84) of 
the HPs that had coverage less than 70% were "rejected" (i.e. ,  they were classified as 
having an unacceptable level of coverage). Of the 1 10 HPs that had coverage above 70%, 
62 (56%) were accepted (i.e., they were classified correctly as having an acceptable level of 
coverage). Although a substantial portion of the HPs (48 of 1 10) that had coverage higher 
than 70% were incorrectly classified as having "low" coverage, it should be noted that 63% 
(30 HPs) had coverage that was in the "marginal" range (i.e. , 70-80% range). 

Because the initial samples of 10 children were completed for each of the 294 HP, a 
national estimate can be computed from the combined sample size of 2,940 as with any 
stratified random sample. Using the assumptions that were made for the "conventional" 
plan , the 95% confidence interval on the national estimate of coverage from the QAS 
scheme results would be 

p - 1 . 96( .009 1 5) 1 p s. p + 1 .96( .009 1 5) 

p - .0 1 79 1  p s. p + . 0 1 79 

which is a level of precision that is adequate for the EPI manager. 
It should also be noted that the total number of children that would be surveyed in 

each HP area would vary between 10 and 24. In fact, with the particular distribution of 
coverage levels assumed in this example, the majority of HPs would be classified on the 
basis of the initial sample of 10 children (i.e. , of the 1 84 HP with <70% coverage, about 
98% would be classified as unacceptable from the initial n 1 :d 1=10:0 sample) . Of the 
minority of HPs that were not classifiable on the basis of the initial sample, few would 
require surveying all 14 children in n2• Thus, the "average" number of children sampled 
across all 294 HP would be substantially less than n 1 + n2• 

In conclusion, LQAS may have useful application in cenain settings in which 
conventional stratified random sampling--requiring sufficient size samples from each 
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sttatum to produce useful confidence intervals for the estimates obtained--is too cosdy and 
or time consuming. LQAS is, in fact, nothing more than another way of interpreting data 
obtained with a stratified random sample with samples too small to provide meaningful 
confidence intervals. Because it may be possible to do such small sampling more 

frequently, the potential exists for establishing a program for continual monitoring of an 
activity, perhaps using staff who, with minimal training, could include monitoring activity 
with other field duties. 

Although confidence intervals will always provide much more information than a 
simple binary decision, the sample sizes required to obtain any useful level of precision on 
estimates for relatively small strata may be prohibitive. In such instances, an appropriate 
QAS scheme may be an alternative approach worthy of consideration. 
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Alpha (a) 

Beta (�) 

False Negative Rate 
False Positive Rate 
Ha 
Ho 
HH 
HP 
K 
L 

Ld 
LQAS 
M 
m 
� 
n 
. n 

p 

p 

PPS 
PSU 
QAS 

Glossary 

The probability of rejecting a null hypothesis when it is true [Type I 
error]. 
The probability of failing to reject a null hypothesis when it is false 
[Type n error].  
Number of persons not vaccinated out of n subjects studied. 
Critical value for number of defectives. If dSd•, flo is rejected. 

Intraclass correlation coefficient. 
Ratio of variance with cluster sampling to variance with simple 
random sampling. 
Probability of accepting a lot that is not adequately covered. 
Probability of rejecting a lot that is adequately covered. 
Alternate hypothesis. 
Null hypothesis. 
Household. 
Health Post. 
Sampling interval for systematic sampling. 
Number of strata into which the population is divided for stratified 
sampling. 
Group of individuals receiving services from a common source. 
Lot Quality Assurance Sampling. 
Number of clusters into which population is divided. 
Number of clusters selected for inclusion in sample. 

Mean level of a random variable, X, in a population. 
Size of sample selected from the population. 

Number of sampling units selected from each cluster in cluster 
sampling. 
Size of sample drawn from stratum h. 
Population Size. 
Population size in stratum h. 
Operating characteristic curve: plots probability of rejecting He, vs 
various values of P. 
Proportion of individuals in population possessing some 
characteristic. 
Value of population proportion under null hypothesis. 
Value of population proportion under alternate hypothesis. 

Proportion of individuals in sample possessing some characteristic. 

Proponion of individuals in sample selected from stratum h 
possessing some characteristic. 
Probability proportionate to size cluster sampling. 
Primary sampling unit. 
Quality assurance sampling. 
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Sensitivity 
Sped.ftdty 
sl 

ol 
II 

Var{P) 
A II 

V.-(P) 
A II 

Var(P.J 
X 

-

J: 

Probability of rejecting a lot that is not adequately covered. 
Probability of accepting a lot that is adequately covered. 

Variance of the n values of X in the sample. 

Variance of the N values of X in the population. 

Variance of the estimated proportion. 

Estimate of the variance of the estimated proportion. 

Estimate of the variance of the estimated proportion in stratum h. 
Characteristic (or random variable) of individuals in the population. 

Mean level of a random variable, X, in the sample. 

Upper 100(1-a/1.) percentile of the standard normal distribution. 
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Appendix 

Table S: Values of d* for Combinations of Po and n to Achieve alpha S .01 ,  .OS, or . 1  0 

Po, alpha s .01 Po, alpha S .OS Po, alpha s . 1 0  

l 0.50 0.60 0.70 0.80 0.90 o.so 0.60 0. 70 0.80 0.90 o.so 0.60 0.70 0.80 0.90 

; • • 0 1 2 0 0 1 1 2 0 1 1 2 3 

o • 0 0 1 2 0 1 1 2 3 0 1 2 3 3 

: 0 0 1 2 3 0 1 2 3 4 1 2 2 3 4 

! 0 1 1 2 4 1 2 2 3 s 1 2 3 4 s 

� 0 1 2 3 s 1 2 3 3 s 2 3 4 s 6 

:u 0 1 2 4 s 1 2 4 5 6 2 3 4 s 6 

a 1 2 3 4 6 2 3 4 5 7 2 4 5 6 8 

12 1 2 4 5 7 2 3 5 6 8 3 4 5 7 8 

:3 1 3 4 6 8 3 4 5 7 9 3 5 6 8 9 

;4 2 3 5 6 9 3 4 6 8 1 0 4 5 7 8 10 

lS 2 4 s 7 9 3 5 7 8 10 4 6 7 9 1 1  

!6 2 4 6 8 10 4 5 7 9 1 1  4 6 8 10 12 

17 3 4 6 8 1 1  4 6 8 10 12 5 7 8 10 13  

18 3 5 7 9 12 s 6 8 10 13 s 7 9 1 1  14 

19 4 5 7 10 13 s 7 9 1 1  14 6 8 10 12 14 

:n 4 6 8 1 1  13 5 7 10 12 15 6 8 10 1 3  1 5  

' So  test for this sample size 
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Table 6a: Sample Size and Decision Rule for LQAS, Alpha • .01 ,  Beta = . 10, One-sided Test 

Po 

Pa 0.50 0.60 0.70 0.80 0.90 
n ' d* n ' d* n ' d* n • d* n • d* 

0.05 1 1 , 1 7 ' 0 5 ' 0 • • 
0. 1 0  1 5  ' 2 10 ' 1 6 ,  0 • • 
0. 1 5 22 . 5 13 . 3 8 • 1 5 • 1 • 
0.20 32 . 9 18 ' 5 10 . 2 6 ,  1 • 
0.25 48 . 15  24 , 8 1 3  • 4 8 • 2 • 
0.30 77 . 28 34 ,  13  18 . 7 10 . 4 5 • 2 
0.35 140 . 56 50 . 21  23 ' 1 1  12 . 5 6 .  2 
0.40 321 . 1 39 79 . 37 32 . 16 16 . 8 8 '  4 
0.45 1298 . 606 141 • 7 1 47 . 25 21 • 12 9 .  5 
0.50 3 18 . 170 73 ' 42 28 ' 17 12 . 7 
0.55 1264 . 7 17 130 . 78 40 , 26 15 . 9 
0.60 287 .  183 61 • 41 20 . 1 3  
0.65 1 126 ' 752 106 ' 75 28 . 21  
0.70 231 • 170 42 ' 33 
0.75 883 ' 678 70 ' 57 
0. 80 147 . 1 23 
0.85 535 . 465 

• Sample size less than 5 
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Table 6b: Sample Size and Decision Rule for LQAS, Alpha=O.Ol , Beta=0.20, One-sided Test 

Po 

Pa 0.50 0.60 0.70 0.80 0.90 

n ' d* n ' d* n ' d* n ' d* n ' d* 

0.05 9 '  0 6 ,  0 • • • 

0. 10 13 ' 1 8 ' 1 5 ' 0 • • 

0. 15 1 8  ' 3 1 1 , 2 7 ' 1 • • 

0.20 25 , 6 14 ' 3 8 ' 1 5 ' 1 • 

0.25 38 ' 1 1  19 ' 5 1 1 , 3 6 '  1 • 

0.30 60 ,  21 26 ' 9 14 ' 5 7 ' 2 • 

0.35 109 ' 42 38 ' 16 18  ' 7 9 '  3 • 

0.40 249 '  106 61 ' 27 25 ' 12 12 ' 5 5 ' 2 

0.45 1001 ' 463 108 ' 53 36 ' 1 8  15  ' 7 7 ' 3 

0.50 244 ' 128 56 ' 3 1  21  ' 12 8 , 4 

0.55 972 ' 547 98 ' 58 30 ' 1 8 1 1 , 6 

0.60 219 ' 137 46 '  30 14 , 9 
0.65 862 ' 572 79 ' 55 20 ' 1 3  

0.70 174 ' 126 30 ' 23 

0.75 671 ' 5 12  5 1  ' 40 
0.80 108 , 89 

0.85 399 ' 345 

• Sample size less than 5 

3 1  
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Table 6d: Sample Size and ll<cisl<>n Rule for LQAS, Alpha..0.05. Beta..O.IO, One-sided Test 

Po 

Pa 0.50 0.60 0.70 0.80 0.90 
n '  d· n ' d• n ' d· n • d• n , d• 

0.05 6 • 0 • • • • 

0.10 10'  I 6 ,  I • • • 

0.15 14 • 3 8 . 2 5 • I • • 

0.20 20 . 5 I I ,  3 7 • 2 • • 

0.25 31 • 10 16. 5 9 • 3 5 • I • 

0.30 so .  19 22 , 9 1 2 .  5 7 • 3 • 

0.35 92. 38 3 3 .  14 1 6 .  7 8 • 3 5 • 2 
0.40 211 • 93 52 • 25 22 .  II I I  , 5 6 .  3 
0.45 853' 402 93. 48 31 • 17 14 • 9 7 .  4 
0.50 210. 114 49. 29 1 9 .  II 9 ,  5 
0.55 834. 477 87 • 53 27. 18 I I ,  7 
0.60 191 • 123 42. 29 14 • 10 
0.65 746 . 501 72, 52 20. 15 
0.70 156. 116 30 . 24 
0.75 589 . 455 49. 40 
0.80 102 • 86 
0.85 362 . 316 

• Sample size less than 5 
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Table 6e: Sample Siz.e and Decision Rule for LQAS, Alpha a 0.05. Beta a 0.20, One-sided Test 

Pa 0.50 0.60 0.70 0.80 0.90 
n d' n d' n • d' n • d' n . d' 

0.05 5 0 • • • • 

0.10 8 I 5 0 • • • 

0.15 II 2 7 I • • • 

0.20 15 3 9 2 5 I • • 
. 

0.25 23 7 12 3 7 2 • • 
• 

0.30 37 13 16 5 9 3 5 I • 
• 

0.35 67 26 24 10 I I  • ·. 4 6 2 • 

0.40 153 • 66 38 17 16 7 8 3 • 

0.45 617 • 288 67 33 23 • 12 10 5 5 2 
0.50 151 • 80 35 • 20 13 7 6 3 
0.55 601 • 340 62 . 37 19 II 7 4 
0.60 137 • 86 29 19 10 6 
0.65 535 • 356 50 35 13 9 
0.70 109 • 80 20 15 
0.75 419 • 321 33 27 
0.80 69 . 58 
0.85 253 • 219 

• Sample size less than 5 
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T&ble 6f: S&mple Size llld Decision Rule for LQAS, Alpba=0.05, Beoa=0.50, One-sided Test 

Po 

Pa 0.50 0.60 0.70 0.80 0.90 
n ' d· n , d• n ,  d• n • d· n • d· 

0.05 • • • • • 

0. 10 5 • 0 • • • • 

0.15 6 ,  0 • • • • 

0.20 8 .  I 5 ,  I • • • 

0.25 1 1 ,  2 6 .  I • • • 

0.30 17 • 3 8 ,  2 • • • 

0.35 31 • 10 11 , 3 s .  I • • 

0.40 68 ,  27 17,  6 7 , 2 • • 

0.45 271 • 122 29. 13 10 • 4 • • 

0.50 65 .  32 IS , 7 5 • I • 

0.55 260. 143 26 • 14 7 • 3 • 

0.60 57 • 34 1 1 ,  5 • 

0.65 228. 148 20. 12 • 

0.70 44 ,  30 7 • 4 
0.75 174 • 130 11 , 7 
0.80 25 .  19 
0.85 98. 83 

• Sample size less lhan 5 
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Table 6g: Sample Size and Decision Rule for LQAS, Alpba..O.IO, Beta..O.IO, One-sided Tesc 

Po 

Pa 0.50 0.60 0.70 0.80 0.90 
n ' d· n ,  d· n ,  d· n ' d• n '  d· 

0.05 s . 0 3 • • • 

0.10 7 • I s .  I • • • 

0.15 10 • 2 6 .  I • • • 

0.20 IS , 4 9 .  3 s . I • • 

0.25 23 • 8 12 • 4 7 , 2 • • 

0.30 38 • IS 17 • 7 9 . 4 s . 2 • 

0.35 70. 29 25. I I  12. s 7 .  3 • 

0.40 162 • 72 40 ,  19 17 • 8 9 ,  s s .  3 
0.45 655 . 310 72, 37 25. 14 I I ,  6 6 ,  3 
0.50 162. 88 38.  23 15 • 9 7 • 4 
0.55 641 • 368 67 . 42 22. 14 9 ,  6 
0.60 148 • 96 33 • 23 12 • 8 
0.65 516 . 388 57, 41 16 • 12 
0.70 122 • 91 24, 19 
0.75 457 . 354 40, 33 
0.80 81 • 69 
0.85 284. 249 

• Sample size less chan S 
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Table 6h: Sample Size and Decisioo Rule for LQAS, Alpha.O.IO, Beuo.0.20, One-sided Test 

Po 

Pa 0.50 0.60 0.70 0.80 0.90 
n , d• n '  d• n ' d• n ' d• n '  d· 

0.05 • • • • • 

0.10 5 .  0 • • • • 

0.15 8 .  I 5 • I • • • 

0.20 I I ,  2 6 ,  I • • • 

0.25 17 • 5 9 ,  3 5 • I • • 

0.30 27 • 10 12 • 4 6 ,  2 • • 

0.35 49. 19 17 • 7 8 • 3 5 • 2 • 

0.40 Ill • 48 28 ,  13 12.  5 6 ,  3 • 

0.45 450. 211 49 . 25 17 • 8 8 • 4 • 

0.50 Ill , 59 26 ,  15 10.  5 5 • 3 
0.55 439 . 250 46 ,  27 14 • 8 6 ,  3 
0.60 100. 64 22. 15 8 • 5 
0.65 392 . 262 38. 26 10 . 6 
0.70 81 • 60 15 • II 
0.75 308 . 237 25 ,  20 
0.80 5 3 .  44 
0.85 188 • 164 

• Sample size less !han 5 
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Table 6i: Sample Size and Decision Rule for LQAS, Alpha.O.IO, Beta.O.SO, <>no-sided Test 

Po 

Pa o.so 0.60 0.70 0.80 0.90 
n ' d" n ' d· n ' d· D ' d" n '  d" 

o.os • • • • • 

0.10 • • • • • 

0.15 • • • • • 

0.20 5 • 0 • • • • 

0.25 7 • I • • • • 

0.30 1 1 , 2 s .  I • • • 

0.35 19 • 6 7 .  2 • • • 

0.40 42. 16 10 • 3 • • • 

0.45 165 • 74 18 • 7 6 .  2 • • 

o.so 40 ,  19 9 ,  4 • • 

o. ss 158 • 87 16 • 8 s .  2 • 

0.60 35 • 21 7 • 3 • 

0.65 139 • 90 12 • 7 • 

0.70 27. 18 • 

0.75 106. 79 7 ,  4 
0.80 IS , II 
0.85 60 .  so 

• Sample size less than 5 
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