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PREFACE

This report contains two essays commissioned by the Panel on Tech-
nology and Women' Employment in conjunction with its study for the
Women's Bureau of the U.S. Department of Labor. The panel, an offshoot
of the Committee on Women's Employment and Related Social Issues, was
established in the spring of 1984 by the Commission on Behavioral and
Social Sciences and Education and funded initially by the Women's
Bureau and a National Research Council consortium of private
foundations and corporations; subsequent sponsors include the National
Commission for Employment Policy and the Economic Development
Administration. Our charge is to study the likely impact of
technological
change on women's employment conditions and opportunities.

In initiating its review of changes that have occurred and are
likely to occur in the next 10 years, the panel decided that because
clerical work is a major source of women's employment, it would focus
on the effects of technological change in microelectronics and informa-
tion processing that are currently transforming clerical work. As
background, however, the panel commissioned two review essays about the
more general employment effects of technological change in order to
provide the context for its study of employment sectors that are
especially relevant to women.

The first paper, by H. Allan Hunt and Timothy L. Hunt of the W. E.
Upjohn Institute for Employment Research, offers the authors' assessment
of the suitability of available national data bases for the study of the
effects of technological change on the structure and level of employ-
ment. They conclude from their exhaustive review that the available
data sources are sorely inadequate, because information on technological
change is very difficult to link to information about levels of employ-
ment in given occupations and to demographic characteristics of workers.
They discuss the ingenuity of some researchers who have attempted to
bridge the gap and suggest that some of these research strategies offer
possibilities for further development.

The second paper, by Philip Kraft of the University of Massachu-
setts, reviews selected recent social scientific research reports on
the employment effects of several types of technological change. Dr.
Kraft concludes that many issues remain open, some of them rather
troubling. Current social science research has not provided definitive

vii
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AN ASSESSMENT OF DATA SOURCES TO STUDY
THE EMPLOYMENT EFFECTS OF TECHNOLOGICAL CHANGE

Timothy L. Hunt and H. Allan Hunt

SUMMARY

The past five years have seen a resurgence of interest in the
employment effects of technological change. A careful assessment of
the data sources that are available to study the subject is therefore
timely, for it is critical to learn everything possible from currently
published data. Such a systematic review is also necessary to diagnose
what is lacking in the available information. This report compiles
information about the major data sources and critically assesses their
usefulness in studying the employment impacts of technological change.

The major public and private data bases available to study the
employment effects of technological change are described briefly.
Information is presented about each, including the agency responsible
for the data; the publication(s) in which the data appear; the major
characteristics of the data in terms of demographics, geographic areas,
and industries; and, finally, special comments about the data. However,
it should be emphasized that the focus of the full report is a critical
assessment of the existing data from the standpoint of their usefulness
in studying the employment effects of technological change. The report
also describes what would be an ideal data base for this purpose,
reviews selected examples of existing research, discusses the diffi-
culties of forecasting the employment effects of technological change,
and offers some conclusions and recommendations. The focus of this
summary is on the conclusions and recommendations.

To some degree the essence of change in the way goods and services
are produced is the substitution of machines, or capital, for labor.
The nature of productive processes tends to be specific to given
products; each product tends to require a unique combination of special
machinery, labor, and materials. Thus, to study the employment impacts
of changes in process technology, one must be able to measure the cost

Timothy L. Hunt is senior research economist and H. Allan Hunt is
manager of research at the W. E. Upjohn Institute for Employment
Research. The facts and observations presented in this paper are the
sole responsibility of the authors and do not necessarily represent
positions of the W. E. Upjohn Institute for Employment Research.
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both of machinery and equipment and of labor as inputs to the firms in
a particular industry. Since these measures are generally unavailable,
it is difficult to study the past or present employment effects of
technological change, let alone forecast future impacts.

Office automation and the use of computers in business are not new.
The first computer revolution occurred 25 years ago when electronic
data processing began to enter our offices and factories. What were
the patterns and pace of diffusion of computers in the past? What were
the employment effects? How did computers affect the skills required
for employment? Clearly, the problems of forecasting the future employ-
ment effects of technological change are compounded by our lack of
knowledge of such impacts in the past. This in turn reflects the lack
of adequate data with which to study the employment effects of tech-
nological change.

The central problem is that the data we do have about technology on
the one hand and employment on the other are not linked. The existing
sources of occupational employment data were developed with particular
functions in mind and they do not include any information about the
amount or cost of machinery and equipment or changes in technology.
There are measures of the demographic characteristics of the work
force, but not on a basis that makes it possible to assess the impact
of technological change on particular groups. In the area of the
technology itself, we lack even the most rudimentary data with which to
address policy concerns surrounding innovation, growth, and produc-
tivity. Studying the employment effects of technological change with
currently available data is like trying to put together a jigsaw puzzle
with many of the pieces missing--most of the pieces that are present do
not fit together.

The existing federal statistical system was not designed to address
this issue. The system is an outgrowth of the administrative require-
ments of individual agencies or the data needs of the constituent popu-
lation served by those agencies. It produces reasonably high-quality
data that are fairly reliable if used for the purposes originally
intended. But this system has led to a patchwork quilt of data sources,
and there does not appear to be a strong movement to support the
integration of some of the existing data bases. In addition, potential
progress on this front has been forestalled by cuts in the federal
budget over recent years.

If we are to design conscious policies to prepare for technological
change, we must have better information than we have right now. The
intense interest over the last few years on the part of policymakers in
the employment implications of technological change has not drawn forth
a definitive analysis of the problem. In truth it cannot, because the
empirical base to support such a definitive analysis does not exist.

New Initiatives in Data Collection

The development of a new, comprehensive data base to study the
employment effects of technological change should be given high
priority. These data must be collected from the firm; there is no
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other feasible approach. Establishment-oriented data are critical
because all of the data items required can be gathered in a consistent
way only at the level of the firm.

We recommend the development of a "Current Establishment Survey® of
firms to parallel the Current Population Survey of households. A
nationally representative sample of firms representative of the indus-
trial and size distribution of all firms would be surveyed periodically
to measure technology in use, investment activity (including changes in
technology) , employment by occupation (including some demographic char-
acteristics of the workers), raw material inputs, shipments of finished
goods, inventory levels, sales, and other variables of interest. 1In
this way inputs and outputs of the productive process could be measured
consistently at the appropriate level of observation--the firm. Occupa-
tional employment data collected within such a comprehensive framework
would be vastly more valuable than currently available data in explain-
ing occupation-employment trends. With careful design and optimum
coordination with other existing programs, we believe such a data
collection effort would repay the required investment many times over.

Regardless of whether a new, comprehensive establishment-based data
source is to be instituted, the development of technological indicators
that make it possible to track the diffusion of specific technologies
should be undertaken. Such indicators might be based on data such as
the number of robots in use by application and industry, the number of
computers being applied in different environments, or the type and
number of word processors installed. In the not too distant future we
might wish to know the number and type of artificial intelligence or
voice recognition systems in place, among other emerging technologies.
Data for these indicators would have to be collected, though their
collection would not necessarily entail the more comprehensive estab-
lishment survey discussed above. Direct measurement of the technologies
is required to determine specific occupational impacts.

The key to unlocking the black box of technology and employment is
to link for the first time selected technological indicators to occupa-
tional employment in a systematic way at the level of the firm.

Although more comprehensive data collection is a necessity if we
are to gain an adequate understanding of the occupational impacts of
technological change, the cost of data collection for the reporting
units must be weighed as well. A thorough review of current data
collection efforts should be conducted with the intention of improving
their overall efficiency. We believe that elimination of some data
requests or aggressive consolidation efforts could result in a net
decrease in the burden of reporting, even with the new initiatives
outlined above. A key principle is that business firms must see the
value of the information collection activity. A major share of the
resistance to data reporting currently comes from a conviction that
nothing useful is ever done with the information tendered. We believe
it is essential that the business community be convinced of the
usefulness of such information for vital policy purposes. Without
their commitment, such a program is not feasible.
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Making Better Use of Existing Data

Greater priority must be given to the full use and integration of
existing data bases. This approach would improve data effectiveness
and not add to the paperwork burden imposed by the federal government
on private firms. There are four related tasks. The first involves
linking existing data series now collected for disparate purposes. As
stated earlier, the existing data bases provide reasonably high-gquality
data, but they are not adequately linked to each other. The Small
Business Administration data base, the development of which is still in
process, represents one such attempt to build a relatively thorough
data base on the firm or establishment level by combining several cur-
rently collected independent series. The more complete the better; much
more of this work needs to be done, particularly if a new, integrated
data collection effort cannot be developed.

The second task is to continue the development of the Occupational
Employment Statistics (OES) program that has been developed by the
Bureau of Labor Statistics. The OES system, based on a survey of
employers, is the major federal program designed specifically to
provide occupational employment data. It was developed in the 19708 in
conjunction with the state employment security agencies, and only two
complete national OES survey cycles have been completed to date. 1Its
occupation-industry matrix, coupled with estimates of technological
change and economic growth, form the basis for its employment projec-
tions by occupation (and industry). The OES program may be the leading
candidate to supply the foundation for the Current Establishment Survey
suggested above. The program has the scope and generality to accom-
modate the immense quantity of specific data necessary to build a data
base that can measure and help illuminate the employment effects of
technological change.

The third task involves more effective coordination of case studies
and more effective use of their findings. The best empirical work on
technological change is that characterized either by intensive mining
of available data from a variety of sources or by special fieldwork
that yields measures of capital inputs that are more specific to the
productive process than are available in national data sets. Frequently
this intensive work occurs in case studies of firms or industries
because only by restricting the variety of productive processes can
sufficient specificity be achieved to yield useful results. But then
the generality of the results is limited. It may be that there is no
way around this problem. Since the nature of productive processes
tends to be specific to given products, there will always be a trade-
off between specificity and generality. Accepting the fact that
technologies tend to be specific in application, firm or industry case
studies may be the most appropriate way to study the employment effects
of technological change.

It is therefore critical to develop a way to systematize the results
from narrow case studies. The OES program offers some hope in this
regard. It creates an occupational-industrial employment matrix that
could be used to organize the study of impacts of technology on specific
occupations in specific industries. If such an organizational framework
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guided the design and interpretation of individual case studies, the
generality of the results would be increased. At a minimum it would be
possible to focus the intelligence gained from each separate case study.

The fourth task in improving our existing data system is establish-
ing priorities across the agencies that produce and use data. How can
we update and change definitions yet retain consistency in the data?
Can we reduce some of the small differences in data across agencies
that render these sources noncomparable? Could data collection efforts
of different agencies be combined to reduce the burden on respondents?
How can we make more data available to researchers without loss of
confidentiality? If there is a social need for integration of the data
to study the employment effects of technological change, many of the
steps necessary to a plan of action to satisfy that need would also
bring other coordination and integration benefits to the current
statistical system.

Conclusion

As a society we need to come to grips with the ultimate forecasting
guestions. How much can we know about the future? How much must we
know in order to prepare for the future? We should concentrate our
efforts on improving our information where it is most critical and most
productive. 1In our opinion, the impacts of technological change become
virtually impossible to anticipate accurately much beyond a l0-year
planning horizon. Occupational forecasts based on technological change
will accordingly lose some realism beyond that point. We should not
squander precious resources trying to forecast the unknowable.

In the long run, technological changes have significantly raised
our living standards and improved the quality of life. 1In the short
run, however, some of them have caused disruption of the lives of some
individuals and have occasionally led to social conflict. Will this
pattern be repeated in the case of the diffusion of recent advances in
computer technologies? The truth is that no one knows, but it is
possible to gain far better insights into the impacts of technology on
employment by improving the data available to study the problem.
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INTRODUCTION

The emerging technologies of the 1980s have raised new concerns
about the future levels of employment and the structure of work. There
is no doubt that the robots being installed in our factories, especially
in the auto industry, threaten some highly paid but relatively unskilled
positions. Sophisticated word-processing systems are dramatically
raising the productivity of secretaries, while linking individual ter-
minals offers the prospect of direct transmission of messages, perhaps
bypassing clerical workstations entirely. Indeed, the rapid advances
in computer technologies coupled with the new telecommunications
capabilities have the potential to change the traditional ways in which
we communicate, shop for goods and services, pay our bills, and so on.
If these events occur, many occupations in banking, retail trade, and
other services will either be transformed or eliminated entirely as
more transactions are accomplished through the ever-expanding array of
computer terminals.

At the same time that some are raising concerns about the potential
loss of jobs, others are speculating about the nature of the new jobs
that will be created by these same technologies. Who will maintain the
robots in our factories? Who will write the user-friendly software
that will be required in the information age? Will these new jobs
require dramatic increases in education and training to prepare young
people for those jobs? Will we be able to retrain existing workers for
these jobs? These are but a small sampling of the many concerns and
qguestions that are being raised about the employment effects of tech-
nological change.

Given this resurgence of interest in the employment effects of tech-
nological change, it is time to make an assessment of the data sources
that are available to study the subject. Clearly, it is critical to
glean everything possible from currently published data. Such a review
is also necessary to diagnose what is lacking in the available informa-
tion. The modest purpose of this paper is to compile the major data
sources and critically assess their efficacy in studying the employment
impacts of technological change.

The paper is divided into three major sections plus an appendix.
The purpose of the introduction is to discuss the difficulties of
forecasting the employment effects of technological change and to
describe the ideal data base to study the subject. The next section
then addresses the realities of the available data bases. The discus-
sion includes a review and assessment of the major data sources plus a
critique of selected examples of research, emphasizing the data
analysis. Conclusions and recommendations are drawn in the final
section.

The major data bases available to study the employment effects of
technological change are described briefly in the appendix. Information


http://www.nap.edu/catalog.php?record_id=19295

7

is presented such as the agency responsible for the data, the publica-
tion(s) in which the data appear, the major characteristics of the data
in terms of demographics, areas, and industries, and finally special
comments about the data. Thus the critical assessment of the data is
emphasized in the text, and the interested reader can consult the
tables in the appendix for a brief sketch of each of the major
available data sources. There is also a brief introduction to the
appendix that describes some basic concepts as well as the criteria
used to include data bases in the tables. The appendix might be
especially valuable to those readers unfamiliar with data bases,
especially those of the U.S. government.

Dangers in Forecasting the Employment Effects
of Technological Change

Technological change is one of the key elements in the dynamic
structure of any economic system. It is one of the means through which
we grow and prosper. It enables us to produce more goods and services
for all of our citizens. Since technological change lies at the heart
of economic growth and structural change it is not an easy subject to
study. It encompasses the process of change itself, far more challeng-
ing than studying stable relationships in the economic system. Techno-
logical change is forward looking, an element of instability as we move
toward an unknown future. For these reasons, there appear to be certain
dangers endemic to studying the subject. The discussion which follows
draws much of its tone and inspiration from the ideas of Whitley and
Wilson (1982).

The first danger in forecasting the employment effects of techno-
logical change is that we tend to exaggerate the revolutionary aspects
of any new technology. The automation of our factories is not new;
there are few manufacturing industries where the labor share of total
cost exceeds 25 percent. Stated bluntly, labor-saving and therefore
labor-displacing technology has been and will continue to be installed
in our factories. Blue-collar factory jobs have not been a growth
occupation since World War II, and total employment in the manufac-
turing sector has been stagnant for almost 20 years, except, of course,
for the vagaries of the business cycle.

It is true that hard automation and hard-wired systems are now
giving way to more flexible configurations--soft-wired systems and
reprogrammable robots, to name only two examples. But it is surprising
how unimpressive an industrial robot is when compared to the maze of
other factory automation that surrounds it. Process technology
especially tends to be much more evolutionary than revolutionary. This
reflects two major facts of life in manufacturing: (1) it must work,
and work reliably; (2) it must be cost-effective. These are not
characteristic of new technological breakthroughs. It would not be
surprising if the primary effect of today's new technology is much like
yesterday's technology--to change the structure of work much more than
the total quantity of work.
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One of the most often repeated arguments to support the contention
that microelectronics is truly revolutionary involves the rapid de-
creases in cost per computation over the last 20 years. No one would
dispute the impressive gains that have been realized. But the reduction
in cost also leads to increases in the number of applications that are
economically feasible. It is simply not true that there is a fixed
amount of information to be processed. The silicon chip allows us to
dream about processing vastly more information and doing more work, not
less. So even if we can do the old amount of work with fewer people,
the total number of jobs may still increase.

The second danger in forecasting the employment effects of techno-
logical change is excessive optimism about the diffusion of new tech-
nologies. It occurred with numerically controlled machine tools in the
late 1950s, computers in the early 1960s, and industrial robots in the
late 19708 and early 1980s. Utilization of new technologies is not an
effortless process. Firms do not scrap all of their capital equipment
just because something new becomes available. There are economic con-
straints on the rates of investment, and there are human constraints on
our ability to assimilate new knowledge and put it into practice. Bela
Gold, an economist who has studied technological change for over 25
years, concludes (1981:91) that even major technological changes have
"fallen far short of their expected effects."

It is natural to be euphoric about the new technologies with which
we have had very little experience. This may have occurred recently in
the markets for home and small business computers, where many experts
have visions of computers in every home and business. Microcomputer
manufacturers dramatically increased production in anticipation of the
boom. Initial sales gains were impressive and encouraged even further
increases in output. The adoption of mass production techniques and
competitive pressures contributed to significant price declines, thus
fueling more speculation about the potential markets for microcomputers.

The surprise is that in 1984 many of the largest microcomputer
manufacturers are reporting lower sales than anticipated. According to
one report, the home computer industry is cutting its own sales
projections for 1984 by 50 percent ("Expected boom in home computers
fails to materialize." New York Times, June 14, 1984). There is even
a new study from SRI International that suggests that the long-term
growth of the business market for personal computers may be exaggerated
(Stanford Research Institute, 1984). These events are all the more
surprising because economic growth in 1984 has progressed more rapidly
than expected. Apparently, consumers have decided to buy autos, video
recorders, and other goods instead of computers. Perhaps both
consumers and businesses are unconvinced of the utility of computers in
spite of the values attributed to them by the experts. The market for
microcomputers might be one illustration of technological capabilities
differing significantly from our willingness to use the technology.

The third danger in forecasting the employment effects of techno-
logical change is that it is far more difficult to identify the new
jobs that will be created in the future by new technology than to
identify the jobs that will likely be lost. According to economists,
employment is a derived demand, based on the level and composition of
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the demand for the goods and services that workers produce. The
occupational structure and the demand for goods today are known, but
not the new goods and new demands that may arise tomorrow. Given some
insight about impending productivity-enhancing technological change, we
can compile the number of jobs lost using today's occupational data.
But tomorrow's events have not yet occurred, so projecting the number
of employees that will be needed to produce goods not yet invented is
close to impossible.

Since it is so difficult to specifically identify the new jobs that
will be gained in the future, analysts generally resort to identifying
the reasons to expect increases in the number of jobs. First, there
will likely be increased demand for all goods (including goods we have
not yet dreamed about) because of higher real incomes and lower costs
and prices from use of the new technology. Second, there might be
improved performance in the export/import markets. Third, there will
likely be increased demand for capital goods both to build and support
these new technologies. Finally, there will be long-term multiplier
effects as income, consumption, and investment increase in concert.
All of these output effects will lead to increased employment in
general--more jobs in the economy.

The fourth danger in forecasting the employment effects of techno-
logical change is in inappropriately generalizing results from par-
ticular case studies. This is a well-known problem of the case-study
methodology but particularly acute in assessing the employment effects
of technological change. There is a tendency to study showcase
installations that may have little in common with other production
activities. Even if the new technology studied is deemed to be located
in a representative firm, generalizations remain treacherous for many
reasons. A researcher may carefully study the activities of a sec-
retarial pool, but not all office typing and filing activities are
accomplished in such pools. Indeed, many secretaries outside such
pools may spend the bulk of their activities accomplishing other
tasks. Robots may perform some painting functions phenomenally well
but fail miserably at others. Economists have found that process
technologies tend to be unique to a particular industry and not easily
transferable to other industries without further research and develop-
ment. It is therefore difficult to generalize from case studies, no
matter how revealing.

The fifth danger is the potential misuse and misunderstanding of
data and statistics. Some confusion has occurred recently in under-
standing the difference between relative and absolute growth rates. A
rapidly growing occupation from a very small absolute base will not
create very many new jobs. On the other hand, a slow-growing but large
(in terms of current employment) occupation may create hundreds of
thousands of jobs. This is even more true when occupational replace-
ment needs are considered. This misunderstanding has caused some
people to overestimate the importance of high-technology jobs in the
future. The truth appears to be that the bulk of our employment will
remain in very ordinary jobs for some years to come, despite the rapid
growth of jobs in the high-technology sector.
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It is important to remember that statistics about occupational
employment are aggregations of hundreds of thousands of specific jobs
that are actually being done in our economy. Thus, if federal data
indicate that there are one million welders in the nation, that does
not mean that one million workers are performing welding tasks eight
hours per day nor does it say anything about the type of welding tasks
that are being accomplished. For example, some have suggested that we
no longer should offer welding training since robots and other automated
systems are now available to do the work and are being installed in our
factories. Undoubtedly it is true that machines are doing more and
more welding tasks, but that tells us nothing about the total quantity
of welding tasks, nor does it identify the welding tasks that cannot be
done by machine. It is by no means obvious that welding is an
occupation in danger of extinction.

The final danger in forecasting the employment effects of techno-
logical change is that it can strain the limits of what is truly
knowable in advance of events. Projection of past trends can provide
some guide to the future, but it is not possible to project a trend
that has not yet emerged. It is difficult to predict market forces and
it is even more difficult to say how market results will change people's
behavior. It is not possible to anticipate inventions and technological
breakthroughs in any meaningful way, nor have we been very successful
in predicting the diffusion of known innovations.

The United States has become a nation engrossed in forecasting the
future, and we are pushing forecasters toward longer time horizons and
more detail. We wish to know for the next 20 years the probable growth
in output by detailed industrial sectors; the new technologies that will
appear during the forecast period; the total number, type, and skill
level of jobs that will be required in the future by detailed occupa-
tional category; and the education and training requirements for those
jobs. Of course, all of these forecasts must be precisely time-phased
so that we know exactly when to begin our preparations for the future.

It is time for reasonable people to assess the limits of meaning-
fully projecting future events. Even the ideal data base discussed in
the next section will not provide answers to some of the questions
being raised today about the course of future events. There are severe
limits to our knowledge of the future--especially about technological
change and the employment effects that might emanate from such change.
Unfortunately, we will have to continue to struggle with inadequate
information that, at best, provides only a hazy picture of the future.

Ideal Data Base

It is helpful to describe the ideal data base for studying the
employment effects of technological change in order to gain a better
perspective about the strengths and weaknesses of the data bases that
are actually available. It may also help in identifying and assigning
priorities to new data development efforts. The ideal data base is
discussed in terms of five dimensions that the data themselves must
address: technology, employment, demographic characteristics, geo-
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graphic detail, and qualitative aspects. Then the necessary statis-
tical properties of the data are presented. Finally, a possible
projections supplement to the data base is described, and its role in
assessing the employment effecte of technological change is discussed.

Since technological change generally involves the substitution of
machines or other nonhuman devices for people, it is important that the
ideal data base for studying this process have specific content about
both populations. If we are to predict the employment effects of
technological change, this focus is sharpened even more. It is
necessary to have detailed information about the capital equipment
being used and about the humans currently employed to provide a firm
foundation for any projections of the future.

As far as possible, the measurement of any technology should be
direct--number of blast furnaces available, robots installed, numeri-
cally controlled machine tool population, computers by type and use,
etc. These direct measures should be available both in guantity terms
and value terms. The value terms are necessary to relate the direct
measures of the technological structure of the industry to the overall
industry data on total investment and output. These data should also
make it possible to identify what capital equipment (if any) is being
discarded or replaced.

Economic research indicates that much of process technology--the
technology that is used to produce goods--is unique to a particular
industry. Thus, the ideal data base for studying technological change
must provide detailed industrial disaggregation. Preferably, the
industry classification scheme would be closely aligned to the primary
commodities that those industries produce. The goal is to identify
industries that are homogeneous in terms of output and thus subject to
similar market forces.

The direct measures of the technology and capital investment data
provide important insights about the future structure of an industry.
But another link is data about research and development in the industry
(basic and applied research, product versus process development),
including an assessment of the probable impacts of this research. Thus,
the ideal data base will provide information about trends in research
and development for each industry as well as information about the
current changes in technological structure of those industries.

The occupational employment content of the ideal data base is
crucial to studying the employment impacts of technological change.

The occupations must be detailed and related to the specific technology
of the industry. Then it becomes possible to anticipate the occupa-
tional effects of installing new technology in that industry. For
example, if we know how many production welders are employed in body
assembly operations, it is easier to predict the effects of installing
automated body-welding systems. We can also differentiate these
impacts from those on other welders, perhaps doing specialty welding in
a tool and die shop, who will be unaffected by the automated welding
systems for body assembly.

At the same time it is also important to have information about the
skill levels of those jobs--not the skills of the workers currently
doing the jobs but the skills required in the jobs. This will provide
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important job content information and also help to assess the trends in
overall skill levels. It would also help prevent being misled by
possible "credential effects™ in particular jobs due to labor market
conditions. Obviously, these data are valuable to educational
institutions and government agencies, especially those involved in
planning programs and setting policies for vocational education.

Although occupational employment data are critical to the ideal
data base, it is also necessary to have demographic data about the
employees currently in those jobs. Such characteristics as age, gender,
race, and education of the workers provide important information about
the work force. The age data provide clues about likely retirement
patterns in the industry and subsequent hiring needs. The gender and
race data help us to assess the achievement of our equal opportunity
goals by tracking the progress of specific groups in our society. It
is also these data that help us determine if technological change will
adversely impact specific populations, such as women or minorities. If
the demographic characteristics of those affected by technological
change are not known, it will be much more difficult to design
appropriate intervention or remedial strategies.

Data are also required about various qualitative factors of the
workplace. This information may be as important as the quantitative
data. Are workers satisfied with their jobs? What are the predominant
management structures in industry? What is the nature of labor-
management relations? What are the working conditions and how have
they been changing? What role does the specific technology used in the
industry play in these factors? Studies have shown that the organiza-
tional and human aspects of the workplace interact with the technology
used to produce output. These subjective data provide important clues
about the future of the industry and the entire social system.

In the ideal data base, geographic analysis will be possible at any
meaningful level of aggregation--neighborhoods, cities, counties,
Standard Metropolitan Statistical Areas (SMSAs), states, and broader
regions as necessary. The industrial detail at the regional level
should also be the same as that which is available at the national
level. Special tabulations would be available on the location of firms
and establishments by industry, with special focus on the birth and
death of firms in different circumstances. These data would allow the
tracking of industry growth and decline by region and improve our
understanding of the job creation and destruction processes.

It is also important to have data on a regional basis about the
migration of workers. This would help identify developments in
regional labor markets. Together with the information about the skills
of the work force, it may also suggest training and retraining
strategies appropriate to a given region, labor market, or industry.
Such a data base would be invaluable in assessing the displaced worker
problem and designing retraining efforts.

Another set of major characteristics of the ideal data base are the
statistical properties of the data. Some of these have been implied in
the discussion of the data themselves, but it is important to identify
them explicitly. First, the data must be collected and reported on a
consistent time-series basis. That basically means that the definitions
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of industries and occupations will remain the same, or if changed, the
series will be reconstructed with the new definitions. Consistency
ensures that meaningful comparisons can be made across time. wWithout
statistical consistency, we do not know if the measured trends and
relationships among the data are real or simply an artifact of changes
in the definitions.

The ideal data base is a complete census with universal coverage.
If sampling is necessary, the data should be benchmarked to census data
periodically. When sample data are used, it is vital that they be
based on a scientific probability sample with random selection. The
resultant sample estimates of the entire universe then are unbiased,
with sampling errors that can be calculated. Without random selection,
no sound statements can be made about the total population on the basis
of sample data.

Other requirements are that the data should be timely and current.
Historical observations should be available as necessary. The confiden-
tiality of the respondents and participants must be protected but
without degrading the geographic and industrial detail.

The last major aspect of the ideal data base to be discussed is the
comprehensive projections supplement. It is a supplement because it is
necessary to clearly separate the factual data base from any forecasts.
Among other variables, the projections will include labor force
estimates by age, race, and sex, with special emphasis on the quantities
and likely skill levels of labor market entrants. This labor market
information is crucial for educational institutions, human resource
planners, and policymakers. The projections will also include estimates
of aggregate output, productivity gains, and occupational staffing
patterns, all disaggregated by industry. The expected effects of tech-
nological change should be easily integrated with these industry fore-
casts. The projections will use state-of-the-art forecasting
techniques.

Users of the projections supplement must be informed about the
tentative nature of the estimates because, even with the ideal data
base, the projections of the future trends in technological change and
other areas will remain treacherous in their uncertainty. For these
reasons, the projections must be completely open and assumptions stated
explicitly.

In summary, the ideal data base will be comprehensive and fully
integrated. Tabulations will be available by industry, by occupation,
by area, or by individual characteristics. The data base will have the
structure necessary for longitudinal analysis, for following individuals
and/or firms over time. This will provide important information about
the migration and the location of firms and people. Finally, the data
base will have a projections supplement to facilitate forecasting the
employment effects of technological change. The projections will be
open and assumptions clearly stated to allow for the fact that
reasonable people will continue to disagree about the future.
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CRITICAL ASSESSMENT OF THE AVAILABLE DATA SOURCES

Currently available data bases bear little resemblance to the ideal
data just described. The best occupational employment data do not
contain information about skill levels, nor do they really describe the
work content of jobs. The Standard Industrial Classification (SIC)
system used by the U.S. government to identify industries, even at the
most detailed levels, constitutes aggregates of related commodities
rather than single commodities. While regional data are available,
they are limited in geographic scope, industrial detail, and compre-
hensiveness. Finally, and most importantly, direct measures of indus-
trial technology are nonexistent except for a few highly specialized
cases.

The most overwhelming data problem in studying the employment
effects of technological change, however, is the lack of a compre-
hensive, consistent data base that combines the required measurements
in a way that makes it possible to relate cause and effect. There are
sources of occupational employment data, but they are developed with
particular functions in mind and do not include any information about
capital inputs or technology measurements. There is fragmentary
information available about the qualitative aspects of worklife, but
these cannot be related to any other measures. We have measures of the
demographic characteristics of the work force, but not on a basis that
makes it possible to assess the impact of technological change on
particular groups.

Studying the employment effects of technological change with
currently available data is like trying to put together a jigsaw puzzle
with many of the pieces missing, so that most of the pieces that are
present do not fit together. What is needed is a comprehensive,
integrated data base with the multiple dimensions discussed earlier.
What is available are unidimensional measures that cannot be related to
anything else. Each data source arises in some way out of government
regulatory efforts, or was developed for some particular policy
purpose. In neither case is it likely that any thought was given to

- how the information collected might be made to relate to other needs or

other programs.

Before proceeding, it is necessary first to review some of the
general problems and cautions in using the major data bases available
in the United States. This includes the difficulties of comparing
household data, establishment data, and that which is constructed from
administrative records. It also encompasses the federal confidentiality
and disclosure rules. Finally, the question of possible errors in the
data is briefly addressed.

Household, Establishment, or Administrative Records

Most existing data are either household-based, establishment-based,
or developed from administrative records. The advantage of individual
or household data are the virtually boundless possibilities for quali-
tative content. However, that information is limited to the percep-
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tions of the person being interviewed. The interviewee will probably
provide less accurate information about other family members, and the
quantitative data will not be precise. It is also likely that inter-
viewees will present themselves and their background in a favorable
manner. Thus, when occupational data are requested, a bookkeeper may
become an accountant, a technician may become an engineer, a draftsman
may become an architect, etc. Survey and interview forms attempt to
overcome these problems, but they cannot be eliminated entirely.

Establishment-based data are generally thought to be more accurate
quantitatively in part because firms presumably use their proprietary
records in completing the survey form. Establishment data are place-of-
work data, so employment and payroll are reported for the site or
physical location of the plant. This is important to recognize,
especially at the regional level, where place of residence and place of
work may differ due to commuting patterns.

Given the significant differences in the way in which household and
establishment data are obtained, these data series are generally non-
comparable, even at the broadest levels of aggregation. A recent
article (Stinson, 1984) attempts to reconcile estimates of total U,.S.
nonagricultural employment from the Current Population Survey, which is
a household survey, and the Current Employment Statistics program,
which is an establishment-based survey. In the last 3 years the two
series have tended to differ by slightly more than 8 percent. Some of
the variation is quantifiable and occurs because the nature, scope, and
purposes of the surveys differ somewhat. Examples include the treatment
of self-employed workers, domestics, agricultural workers, unpaid
absenteeism, and others. The bulk of the remaining differences, nearly
3 percent, is thought to be due to multiple jobholders, sampling errors,
and other factors. The bottom line is that these differences, quan-
tifiable or not, clearly illustrate how difficult it is to compare
household data series with establishment data series even when they
purport to measure the same thing.

Data series developed from administrative records are by-products
of the agency or program served by those records. For this reason the
data are usually highly specialized and sometimes limited in scope and
coverage. State agencies collect data on employment and payroll to
serve the needs of the unemployment insurance system, but the data are
limited to total employment and payroll. The IRS collects a voluminous
amount of financial data from individual and corporate taxpayers, but
it is limited to the accounting data required to complete tax returns.

Since data from administrative records primarily serve the needs of
the collecting agency, there may be significant differences between
those records and other primary data series. Furthermore, it is always
difficult to assess the importance an agency assigns to verifying and
checking the summary statistics that are released publicly as a
by-product of their operations.

Federal Confidentiality and Disclosure Rules

Federal and state agencies are forbidden by law to release data
that will reveal the identities of individuals or firms. Individual or
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household data are usually thought to be a lesser problem because
social security account numbers and other identifying characteristics
can be scrambled while leaving intact the data required for research
purposes. However, even for Social Security Administration individual
or microdata files and similar files in other federal agencies, concerns
about privacy and the cost of constructing specialized data sets may
restrict the release of individual data to researchers (Alexander and
Jabine, 1978).

The problem of inadvertent disclosure of confidential information
has always been more acute for establishment-based data. Disaggregation
by industries and areas inevitably leads to small numbers of establish-
ments. The data for a city, county, or state may be withheld because
of the limited number of firms or because there is a dominant firm or
establishment in the area. This problem increases for more detailed
establishment data, such as investment and energy use.

Errors in the Data

Census-based data have a certain appeal because they do attempt to
cover the universe of the target population. That does not mean,
however, that census data are without error. First, there can be
undercounting of the units of interest, perhaps new firms that are not
yet registered on the tax rolls or people who prefer not to be counted,
such as illegal aliens. Second, there can be various interpretations
of the same questions on the survey instrument, or the answers to
survey questions may simply be wrongly recorded. Finally, there can be
errors due to respondents' reporting the wrong information--willfully
or otherwise. Together, all of these are known as nonsampling errors.

Survey-based data are subject to both nonsampling and sampling
errors. These latter errors arise whenever the researcher is using a
sample from the universe instead of a census. A scientific random-
probability sample is used in most surveys to enable the researcher to
construct unbiased estimates of universe parameters. The ramdomness of
selection is the key to ensuring that the sample estimates are unbiased.
It is also necessary to use the laws of probability to estimate probable
sampling errors. Contrary to the popular impression, a large sample is
not an adequate substitute for randomness.

Realities of Available Data Bases

The purpose of this section is to critically review and evaluate
the data bases that are available to study the employment effects of
technological change. The focus is on consistent, time-series data
bases because they are the most useful in the study of technological
change. The data bases reviewed are individually summarized in the
appendix of this paper. Readers who are not familiar with a particular
series may wish to refer to the appendix when a given data source is
first mentioned.
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No attempt is made here to be all-inclusive. Since an integrated
data base does not exist, the criteria were to include major ongoing
time-series data bases that contain information about any one of the
critical characteristics of technology, occupations, or demographics.
But that also implies that innumerable specialized data bases developed
for individual studies have been excluded. For more information about
the criteria used to select the data sources, see the appendix. Only
those data bases that appear most useful in studying the employment
effects of technological change are discussed here. Comments are
organized according to the following areas: (1) Technology and
Technological Change, (2) Occupational Employment, (3) Demographic
Data, and (4) Areas and Industries. Following the general assessment,
some particular examples of research on technological change are
reviewed to illustrate the way the existing data have been used.

Technology and Technological Change

Direct measures of the technology used in industry are generally
unavailable. Private firms may keep records about the technology
utilized in their operations, but it is not required recordkeeping for
tax accounting or for any other governmental reports. Thus the
scattered records of private firms that might be useful in assessing
the employment effects of technological change are likely ill-defined,
probably incomplete, and certainly inconsistent with the records of
other firms. Even so, potential private sources of data that might
directly measure some aspects of the technological structure of
particular industries were surveyed. These included trade associations,
independent research organizations, and others. The results were
generally disappointing. The data that are available are fragmentary,
inconsistent, and of dubious statistical validity. Some of these data
sources are reported in the appendix.

In lieu of direct measures of technology, both the Bureau of
Economic Analysis (BEA) and the Bureau of Industrial Economics (BIE) of
the U.S. Department of Commerce have constructed capital stock series
based on data for investment in structures and machinery and equip-
ment. The BEA series directly supports the national income and product
accounts of the United States, while the BIE series supports industrial
analysis for 201 3-digit industries. The BIE and BEA data are not
strictly consistent with each other, but they are very similar. Both
series construct capital stock estimates using the perpetual inventory
method (PIM). The basic relationship in the PIM method is

Ke = (PLiy) Ip + (1-d) Koy o
where
Ky = stock of capital in year t
PI, = price index for investment goods in year t (base = 1.0)
I, = gross investment in year t
d = constant depreciation rate.
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If sufficient historical data are available for investment, the current
capital stock can be found by iteration of this equation given some
value(s) for the depreciation rate, d. 1In other words, the capital
stock is constructed from the flow of investment less that part of the
capital stock that is worn out. The capital stock estimates can be
obtained for either the net or gross stocks, as shown by Kendrick and
Lee (1976).

Obviously, the determination of the depreciation rate is trouble-
some because it is not observed directly. One solution is to use tax
information, but that suffers from the fact that the tax laws do not
reflect true depreciation. A second approach is to use industry
surveys, but these are generally not available. The standard approach
taken by most economists is to (1) take the Bulletin F service lives
published by the Internal Revenue Service about 40 years ago, (2)
update those lives by multiplying by some figure less than one to
account for the standard belief that service lives today are shorter
than those in Bulletin F (BEA chooses .85), and then (3) choose a
depreciation method, say, straight-line or double-declining, to finally
estimate d.

Regardless of the statistical adequacy of these procedures, there
are obvious weaknesses from the standpoint of studying the employment
effects of technological change. First, the measures are highly
aggregated estimates of structures and machinery and equipment. The
components of the capital stock are unknown and unknowable from the
current data on investment. Secondly, the PIM method is ill-equipped
to handle technological change. For example, the energy crisis may
render some forms of capital goods obsolete. Newer capital goods may
be very unlike older capital goods because of innovation. But the PIM
method treats each unit of investment like those that came before.

Such homogeneity denies the very essence of technological change.
Nonetheless, the BIE and BEA statistical estimates of the capital stock
are the most comprehensive measures available.

Unfortunately, these constructed measures of the capital stock
provide no information that would allow us to determine the occupational
employment effects of technological change. Moreover, it bears repeat-
ing that the newer components of that capital stock may have much
different occupational effects than the older capital stock. But only
the quantity of investment is estimated, not the gquality of the
investment in terms of cost reduction or labor-saving potential.

Another source of technology data is the patent counts from the
U.S. Patent and Trademark Office. Obviously, patent counts do not
measure the value of a patent, whether an industry is using the
innovation identified in the patent, or whether an industry will ever
use a given patent. It is also true that many industries are not
characterized by patenting at all, including much of the fast-growing
service sector. Nonetheless, patents remain a gross measure of
innovativeness and may signal the speed of technological change in
selected industries. An example of research that uses patent counts to
measure innovation is described later.

Another vein of data about technology comes from the National
Science Foundation. NSF provides various series on research and
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development spending in private industry, as well as data about the
employment of scientists and engineers. The employment of scientists
and engineers is generally taken as another surrogate for innovative-
ness, or the relative importance of research and development to an
industry. The research and development spending data do not appear to
be disaggregated sufficiently to have more than limited usefulness in
studies of the employment effects of technological change. Further-
more, the links between doing R&D and applying R&D are not clear-cut.

In summary, the best national sources of data on the technological
structure of American industry are grossly inadequate to study the
employment effects of technological change. And, for the most part,
the private sources on specific technologies are either nonexistent,
fragmentary, or of dubious statistical validity.

Occupational Employment

The second critical link in studying the employment effects of
technological change is data on employment by occupation. It is
surprising, however, how many data sources provide information only
about aggregate employment. For instance, the economic census of
manufactures provides data on employment but disaggregated only into
the broad categories of production and nonproduction workers. County
Business Patterns (CBP) data provide a wealth of information about
total regional employment by industry but absolutely no data about
occupations. This reflects the stated purposes of the data bases but
it also indicates the lack of priority given to the development of
occupational data by the federal government, at least until the last
decade or so. The two primary sources of occupational data today are
the Occupational Employment Statistics (OES) program and the Current
Population Survey (CPS). Broad occupational groupings are available
from the EEO-1 files, but the discussion of that data is deferred until
the next section, which addresses the demographic characteristics of
available data bases.

The OES data base evolved in the 19708 as a cooperative effort of
the Bureau of Labor Statistics (BLS) and the state employment security
agencies to make career guidance information available to educators,
guidance personnel, human resource planners, students, and other
interested parties. It is based on a survey of nonagricultural
employers. All three-digit SIC industries are grouped into one of
three primary areas. Each of the three primary areas is sampled on a
rotating schedule every three years. Thus, for instance, the individual
three-digit manufacturing industries were sampled in 1977, 1980, and
1983--similarly for the other two sectors. Periodically the BLS pulls
all these data together into a national occupational-industrial matrix;
the most recent one was for 1982.

The OES system includes tabulations of nearly 1,700 occupations.
The emphasis is on ease of administration, so the occupational classi-
fication system reflects employers' use of job titles. This means that
there is actually less detail available than is implied by the 1,700
occupational titles in the OES system. A large number of the titles
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are actually quite specific to a particular industry or sector.
According to the most recent OES data, there are almost 1,000 OES

occupations with 5,000 or fewer employees nationwide. The occupational
definitions were developed prior to those in the Standard Occupational

Classification (SOC) system of the U.S. Department of Commerce. Thus,
BLS, like other federal agencies, has tried to make its definitions
consistent with the SOC. A crosswalk is available from the OES
definitions to those in the SOC.

Employers are surveyed using either a short or a long form; the
short form is used for smaller establishments to reduce the reporting
burden on those firms. The long form lists no more than 200 occupa-
tions for each firm, although firms are encouraged to list new occupa-
tions and to provide definitions for those occupations. The sample of
establishments is stratified by industry and size class, but all
establishments with 250 or more employees are included with certainty.

The OES data base provides the most detailed data available about
occupational employment in the United States. However, it is oriented
to job title and does not really provide much skill level information.
The Dictionary of Occupational Titles (DOT) (Employment and Training
Administration, 1977), which does provide this general type of informa-
tion, lists over 12,000 specific occupations by work level. While the
DOT covers an impressive array of occupations, it includes no informa-
tion at all on employment levels for those occupations. It was
developed as an occupational guidance tool for use in the employment
service offices to match unemployed workers with possible occupational
opportunities. The emphasis is on the requirements for entry into the
occupation, not on the number of people employed in the occupation.

In general, there are trade-offs between the specificity of the
occupational categories, the skill levels reflected in those occupa-
tions, and the cost to collect the data. As the number of occupations
increases, the definitions for those occupations will become narrower
and will more adequately convey skill levels. Clearly the occupational
category of professional and scientific workers is less informative
about skill requirements than that of chemical engineers. At the same
time it should also be obvious that costs may increase dramatically as
the detail of occupational information increases. It also adds to the
reporting burden on firms or households where the data are collected.

The OES system is used primarily as a data base for BLS employment
projections by occupation. The occupational employment projections for
the United States in 1995 were released late in 1983. The 1995 projec-
tions for manufacturing utilize the OES survey results from 1980 and
industry employment figures for 1982 as a baseline. It is instructive
to examine the OES forecasting system in more detail for the insight it
offers into the complexity of occupational forecasting.

The OES forecasting system is actually a group of separate projec-
tions that are linked to each other for consistency. Aggregate economy-
wide activity is forecast first. This includes, among other variables,
labor force projections by age, race, and sex, and aggregate output
decomposed into its major components. Due to BLS budget constraints
and the large amount of staff time necessary to maintain an aggregate
econometric model, the most recent aggregate forecasts were purchased
from Chase Econometrics, Inc.



http://www.nap.edu/catalog.php?record_id=19295

21

The second step in the OBS forecasting system is to develop industry
output projections that are consistent with the aggregate output projec-

tions of step one. The 156-sector input-output (I/0) model, prepared
by the Bureau of Economic Analysis, U.S. Department of Commerce, is

used for this purpose. Given a set of industry demand figures, the I/0
model can calculate the total industrial production required to meet
those demands. The I/0 system utilizes "bridge tables® to allow for
anticipated shifts in demand for inputs and outputs.

Once the industry output projections are determined, productivity
gains are forecast to arrive at industry employment. The productivity
gains are estimated separately for each industry, with an econometric
equation. Worker-hours are estimated as a function of the industry's
output, capacity utilization, relative price of labor, and--as a proxy
for technology--the output/capital ratio. The implication of the
technology proxy is that more capital per unit of output implies the
need for fewer worker-hours. Finally, the estimates of total worker-
hours are combined with other estimates of average annual hours per
person to arrive at the industry employment levels.

The last step in the OES projections system is to forecast occupa-
tional employment within these industry levels. The basis for these
projections are the occupational staffing patterns from the latest OES
surveys. The individual occupational coefficients are adjusted on a
judgmental basis to account for the changes in occupational demand
anticipated as a result of technological change or other reasons. For
example, computer-related occupations will likely become relatively
more important in many industries as computers are more widely applied
in those industries, so the coefficients for these occupations are
increased correspondingly. These revised staffing coefficients are
then applied to the previously forecast level of industry total
employment. The sum of the occupational employment across all
industries, then, becomes the new occupational projection of BLS.

Several features of the OES system should be noted, particularly
those that relate to technological change. Technological change
actually enters the system in at least three places. First, the
industry output projections should account for anticipated changes in
demand induced by technological change. Second, the estimated
productivity gains forecast for each industry should be influenced by
technological change. Finally, the staffing patterns themselves are
altered directly to account for technological change. 1In other words,
technological change will have specific effects on some occupations, it
will have an overall impact on the productivity of workers, and it will
affect the demand for goods and services generally.

It is worthy of note that this system involves a considerable amount
of judgment, especially in anticipating the effects of technological
change. There are no simple equations that predict changes in staffing
patterns within an industry. 1In fact, the BLS staff has found that
trends in industry employment levels can be predicted more accurately
than the changes in occupational employment (Office of Economic Growth
and Employment Projections, 198l1). This is due in large part to the
difficulty of projecting specific occupational impacts of technological
change.
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The Current Population Survey (CPS) is the second major source of
occupational data in the United States. However, the main function of
the CPS is to provide reliable monthly estimates of employment and
unemployment. It is a random survey of about 60,000 households each
month. The March supplement to the survey includes detailed questions
about occupation, work experience, multiple job holding, educational
status of workers, etc. The sampling strategy is carefully developed
to ensure the accuracy and quality of the monthly unemployment
estimates. The CPS appears attractive for the study of the employment
effects of technological change, but there are limitations to this data
source.

First, the sample size is not sufficient to provide detailed
estimates by industry and occupation. The CPS now uses the coding
scheme of the Bureau of the Census, as published in the 1980 Census of
Population: Classification Index of Industries and Occupations (Bureau
of the Census, 1982). That system consists of about 500 occupations
and 231 industries--the number of industry-occupation cells is nearly
double the number of households sampled. For these reasons, industries
are aggregated into broad groupings for publication. The detailed
occupational data are published separately as occupational totals
without indicating the industry of employment.

The second problem with the CPS for occupational analysis is that
the data are not always consistent or comparable across time. The 1980
census classification was actually adopted for the CPS in January 1983.
The new classification system is based on the Standard Occupational
Classification (SOC) system, mandated by the Office of Federal Statis-
tical Policy and Standards in 1977. 1It represents a movement toward
standardization of occupational definitions, but there is no linkage to
the earlier CPS occupational system based on the 1970 census classifi-
cation scheme. Furthermore, the changes in concepts and definitions
are significant, even for some major occupational groupings.

BLS has attempted to bridge this gap in the data (Klein, 1984).
They developed conversion factors for the old and new series based on
six months of overlap data in 1981-82; this was in lieu of direct
recoding since funding was not available to accomplish the laborious
task of analyzing individual CPS records. The statistical estimation
procedure utilized by BLS was judged reliable enough to produce annual
estimates only for the period 1972-1982. However, that reliability did
not extend to the detailed occupations, but only to the major occupa-
tional groupings.

In addition, there are the old questions about the reliability of
the occupational information gathered from household surveys, including
the decennial census. Such data are susceptible to reporting bias, as
each respondent may be prone to inflating occupational status. There
is the problem of second-party reporting of occupational information,
which is a characteristic of household surveys. There is also some
question of whether a survey designed principally to measure the number
of unemployed persons can adequately serve the goal of measuring
occupation among those who are employed. For these reasons, among
others, the BLS decided to develop the separate, employer-based OES
survey described earlier.
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In summary, the CPS is a major source of occupational data but it
must be used cautiously. It cannot provide detailed industry-occupation
estimates. Rather, it provides estimates of occupational or industry
employment. Clearly, experience has taught us that both are required
when studying the employment effects of technological change. Further=-
more, the break in the historical series in 1983 is so great that
comparisons with earlier estimates are not valid, except for major
occupational groupings. Thus, the series is not available on the con-
sistent time-series basis needed for tracking the effects of techno-
logical change.

A third source of occupational data is the decennial census of
population itself. A census has the considerable advantage of full
representation of all the occupational, industrial, geographical, and
demographic information desired, limited only by the difficulty and
expense of collecting, tabulating, and reporting it. Clearly, the
decennial census could become a more valuable tool in tracking tech-
nological impacts on employment patterns over long periods of time.

But since it includes no information whatsoever about the technology
itself, it is only half the story. To become really useful, the census
of population would have to be linked to a data base on firms and
establishments so that changes in technology could be linked to changes
in individual situations.

It is also clear that l0-year intervals are not sufficient to cap-
ture the details of changes that are occurring as a result of techno-
logical change or other factors. The period of observation would have
to be more frequent to make these data really valuable for forecasting
the employment effects of technological change.

There is also the problem of consistency of measurement across such
long periods of time. The problem of the 1980 revisions in occupational
codes was discussed above. It should not be inferred from this discus-
sion that the changes in occupational definitions have been arbitrary
or capricious, or that federal statistical practitioners are misguided.
Indeed, the SOC resulted from the pressures inside and outside of
government for some standardization, and the 1980 census classification
system does represent emerging occupations in such fields as computers
much better than the 1970 system.

Even though both the OES and CPS are now nominally based on the
SOC, this does not mean that these two sources of occupational data are
statistically compatible either. What it does mean is that researchers
can perform a complicated crosswalk between the two systems using the
SOC as the bridge. However, the differences between classification
systems of 500 and 1,700 occupations are enormous. We know of no
analyses of the adequacy of the crosswalk but cannot recommend comparing
numerical estimates of employment. The crosswalk is better reserved
for trainers or guidance counselors who wish to know the relationship
between an OES or CPS occupation and the detailed listings in the DOT.

There are a few other data sources that address labor market
information but are of lesser current significance than those already
mentioned. First is the data base that arises out of the administrative
needs of the federal unemployment insurance system. The Employment and
Wages Program of the BLS (commonly called the ES-202 program) yields
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detailed information for nearly every employer in the nation on total
employment and total payrolls on a quarterly basis. This data source
is probably underutilized, in part because of the confidentiality
problems that arise when smaller regions or areas are the unit of
analysis. Unfortunately, these data do not include any information
whatever about occupations.

A related data source is the Current Employment Statistics (CES)
program, commonly called the 790 program. This is a monthly survey of
employment, payroll, and hours of work for nonsupervisory, production,
and construction workers. Limited data are published by gender, but
there is no occupational content. These data, published in Employment
and Earnings, are one of the longest time-series data sets on employment
extant anywhere. Unfortunately, they cannot contribute to an analysis
of the specific employment effects of technological change beyond
measuring industry employment levels.

Two other BLS programs are also noteworthy: the Industry Wage
Survey and the Area Wage Survey. In each case the goal is to provide
data on occupational compensation levels; in one case by industry and
in the other by geographic location. These sources are useful in
giving rough indications of labor market results for various common
occupations. Unfortunately, while there is some occupational employ-
ment detail in these surveys, the surveys are not based on random
probability sampling procedures; it is thus impossible to make
population estimates from the sample data.

Before proceeding, it may be best to summarize the discussion of
the occupational data that are available as measured against the ideal
data base. First, there are no detailed, consistent occupational data
over a substantial period of time. The best data are those from OES,
which are based on surveys of each industry once every three years.
Second, none of the available quantitative occupational data relate
very well to skill levels, actual work responsibilities, or to the
multitude of job definitions used by private industry. Once again, the
most detailed source of occupational data, the OES, is an aggregation
of the thousands and thousands of job titles that are used by employers
in the U.S. economy. Third, there is currently no way of linking the
OES occupational employment data collected from the firm to the
necessary information about the technology in use by the firm or to
other critical elements of firm structure. Thus it is only half the
story.

To illustrate this problem: It is impossible to relate the employ-
ment of welders and flamecutters to the circumstances that exist for
that occupation in a specific firm or a specific industry. It is not
known what the welders are actually working on or how they fit into the
overall organization. For example, if they are working in maintenance
and repair the impact of technological change will be quite different
from that experienced if they are working in direct production
activities. The OES occupational data base that is in place in the
United States is an excellent skeletal structure but it needs further
development. These matters will be discussed again later in the paper.
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Demographic Data

Demographic data frequently are collected in a way that makes it
artificial to discuss them independently of employment data, but it is
convenient to treat these issues separately. For the sake of brevity
demographic characteristics considered are restricted to age, gender,
race, and education. It is interesting to note that the major source
of occupational data, the OES, contains no demographic information.
This can be taken as a general attribute of data that are collected
from employers rather than from individuals.

In this section the CPS is examined as a source of demographic data;
the EEO-1 files and the specialized data from the National Science
Foundation on science and engineering personnel are also discussed. We
begin, however, with some thoughts on the possible role that these data
might play in assessing the employment effects of technological change.

Technological change might appear to be neutral vis-ad-vis different
demographic groups but it can and does have impact on specific occupa-
tions. As we are all very keenly aware, jobs are not distributed
randomly among individuals, without regard to their age, gender, race,
or educational level. Discrimination is a factor in labor markets and
in labor market outcomes. But if technological change has the power to
influence the demand for particular types of labor, then specific
age-gender-race groups can be affected disproportionately. The value
of demographic data in studying the employment effects of technological
change is that it allows one to identify these differential impacts.

It is important that equal opportunity goals not be subverted by
other goals that might be adopted. If we were to adopt a national
policy goal of more rapid technological change, for instance, it would
be vital to be able to discuss the impact particular policies might
have on other goals. We cannot reach rational compromises between
different policy goals without an adequate understanding of how they
may conflict with or reinforce each other. Clearly, this is another
strong reason for studying the demographic aspects of the employment
effects of technological change.

Besides providing occupational data, the CPS also provides demo-
graphic data. Once again, the detail is limited somewhat by the size
of the sample. In terms of the detailed occupations, data are pub-
lished by gender and race (caucasian, black, and other). For broader
aggregations of occupational groupings additional data are available.
However, the 1983 revision of the CPS and the switch to the 1980 census
occupations create a break in the occupational data by gender and
race. In fact, according to the BLS, the conversion factors, even for
the broad occupational groupings, were not judged to be reliable for
age and racial groups (Klein, 1984). Thus, consistent time-series data
are available only from 1972 to the present by broad occupational
groups and gender from the CPS.

Six separate data files are maintained by the Equal Employment
Opportunity Commission to assess compliance with the nation's equal
opportunity laws. The files pertain to private employers, apprentice-
ship, unions, education, and state and local government. But the data
base on private employers, or EEO-1 file, appears to have the most
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potential for studying the employment effects of technological change.
The EEO-1 reports have been required since 1966 of all private employers
with 100 or more employees. Special procedures apply to federal con-
tractors and to employers in Hawaii due to the unique racial and ethnic
composition of the population in that state. Multiestablishment
employers must report separate employment data for the headquarters

unit and for all establishments with 50 or more employees (25 employees
for most years prior to 1983). Considerable detail is available for
three-digit industries, a variety of geographic areas, and nine broad
occupational groupings, subject to confidentiality requirements.

The strength of the EEO-1 data derives from the purpose of the
survey itself--to provide data on employment by gender and minority
status. Separate data are shown for each of four minority groups:
Blacks, Hispanics, Asian Americans, and American Indians. In fact, it
is one of the few data sets with information about Asian-Americans and
American Indians. The demographic detail in the EEO-1 files may be the *
best that is available for race and gender, cross-classified by occupa-
tion and industry. The data are also on a continuous time-series basis
(annual) and relatively current (1983 data are available). It is
noteworthy that the definitions of the nine broad occupations have
remained unchanged since the inception of the survey.

Although the EEO-1 data have significant potential for assessing
the employment effects of technological change there are some limita-
tions in the data as well. First, the EEO-1 surveys are a virtual
census of private employers with 100 or more employees. But that also
implies that coverage of the survey varies substantially across
industries. Specifically, the EEO-1 files are less comprehensive for
those industries characterized by large numbers of small employers
and/or small establishments. Coverage generally ranges from 30 percent
in trade and services to 70 percent in manufacturing, transportation,
communication, and public utilities, although it can be very low in a
few cases like agriculture and construction. 1In comparison with the
BLS data from the CES program, overall EEO-1l nonagricultural coverage
is about 45 percent.

Second, the EEO-1 survey is obviously not random nor does it pretend
to be a scientific probability sample, i.e., universe estimates are not
published. To some degree the EEO-1 data may be more appropriately
regarded as a large-firm data base, where the primary sampling units
move in and out of the sampling frame depending on the level of their
employment. That characteristic is not a desirable statistical
property because the excluded population of small firms may be
significantly different from large firms. Of course, a sample of
smaller firms would have the potential of remedying this flaw.

In summary, the EEO-1 data have potential in the study of the
employment effects of technological change, but the occupational
groupings are quite broad. The statistical properties of the sample
are uncertain since firms move in and out of the survey depending on
employment. And, of course, there is no linkage to other establishment
data that relate to the technology in use by the firm or plant.

Another data base that appears to have significant potential in
terms of its demographic content is the specialized data maintained by
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the National Science Foundation (NSF) on scientific, engineering, and
technical personnel. Considerable data are available by gender and
race. The racial groups are generally defined as white, black, Asian,
Native American, and Hispanic, although breakdowns vary depending on
the particular series. Among other activities, NSF surveys recent
graduates in science and engineering. It also utilizes the Doctorate
Records File of the National Academy of Sciences (a virtual census of
individuals holding doctorates in the United States in all fields) to
survey highly skilled, experienced workers in science and engineering
fields on a routine but infrequent basis.

The NSF data provide a specialized source very rich in detail
within the technical fields. The surveys explore qualitative questions
about the work experience as well as quantitative questions about
employment, salaries, etc. The use of this data source to study the
employment effects of technological change may be limited but it
deserves consideration.

Another massive data source for demographic information that is only
of limited use for the purposes at hand is the Social Security Adminis-
tration's Continuous Work History Sample. This sample of individual
employment records allows analysis of earnings levels and duration of
employment by age, race, and sex. By reference to the location and/or
industry of the employer, additional detail can be garnered. However,
there is no information about occupation, and employment coverage is
not universal due to Social Security Act exemptions for certain types
of employers. It is possible to track the earnings and employment
history of particular demographic groups; it is just not possible to
relate the results either to technological change or to the occupation
of the individuals.

The National Longitudinal Surveys of Labor Market Experience (NLS)
should be mentioned here as well. While this is not a regular time-
series data collection program, the NLS, conducted by the Center for
Human Resource Research at Ohio State University since 1966, is a
unique and rich data base. It is longitudinal in design, so the
emphasis is on tracking particular individual respondents across many
years of labor market experience. Occupational and industry information
is gathered, as is a wealth of demographic detail. There is also
qualitative information about the work environment in the NLS. However,
the samples are quite small and are targeted on particular demographic
groups, particularly older men and women, youth, and minorities. while
these data are excellent for assessing progress in the labor market of
particular groups of people, they are not well adapted to studying the
employment effects of technological change. There is no way of knowing
whether the experiences of such a target group are representative of
the working population as a whole when looking for the impact of tech-
nology. Still, these data can be indicative of trends for the wider
population.

Another similar effort is the Panel Study of Income Dynamics (PSID),
conducted by the Institute for Social Research at the University of
Michigan. The primary thrust of the PSID is the well-being of low-
income families. Thus, unlike most other data collection efforts, the
basic unit of observation is the family rather than the individual.
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Again, there is very rich detail on the demographic characteristics of
the sample, and occupational information is generously collected as
well (including detailed work histories). But there is really no way
to relate the labor market experiences of the sample to the broader
society, and the sample sizes are too small to permit much disaggrega-
tion by occupation or industry.

In general, the available demographic data are rich and varied but
not well integrated with the major sources of occupational and indus-
trial data. The EEO-1 and the NSF data offer the greatest opportunities
for future research. They will be discussed again later in the paper.

Areas and Industries

Many data sources have both a regional and industrial dimension.
Since there appears to be increasing demand for regional and industrial
detail, this type of information has been included for the data sources
listed in the appendix. Specifically for each data source the avail-
ability of the data by areas and industries has been highlighted. A
brief introduction to the Standard Industrial Classification (SIC)
system is also provided in the appendix for those readers unfamiliar
with the assignment and meaning of SIC codes at various levels of
industrial aggregation.

Although considerable data exist by areas and industries, it is
difficult to construct statistical interrelationships. First, federal
guarantees of confidentiality prevent disclosure of data as the area
and industrial detail increases. It is virtually impossible to study
any U.S. industry by area and keep the property that the area data
aggregate to the U.S. totals for that industry. This incompleteness of
the data is sometimes further complicated by omitted data elements,
where specific information for a given year has been suppressed to
prevent disclosure of individual firm data. This occurs especially in
detailed series such as those on investment, energy use, etc.

Second, the comparability of the area data is limited because so
much of the data is developed as a by-product of administrative
records. Since those data primarily serve the needs of the agency,
they tend to be limited to specific items of interest defined by the
agency, thus contributing to a lack of comprehensiveness. The Social
Security Administration records obviously are limited to those workers
who participate in the program; likewise for the unemployment insurance
program, etc. The net result is a hodgepodge of area and industry
measures that differ in coverage, definition, and data items.

Another factor that may affect the comparability of data from
administrative records is that some of the data is collected from the
state agencies responsible for those programs. The federal government
is not in a position to verify the submissions of the state agencies,
80 quality control could be a problem. Unfortunately, state agencies
have been operating under extreme budgetary pressures, so it is
probably unreasonable to think that data verification, coding, and
statistical aggregation are high-priority tasks. Thus the quality of
the area and industry data from administrative records is unknown. It
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may vary within data bases due to differing priorities assigned to the
task by the states and it may vary across the data bases.

It should be emphasized that statistical errors and other noncom-
parabilities in the data become greater problems in establishing
statistical interrelations for smaller regions. An extremely small
error in the U.S. total for some variable may constitute a large and
significant component of the regional value for that variable. Some-
times even standard rounding procedures can make detailed area and
industry data virtually useless for analysis. For instance, the dollar
value of variables are frequently rounded to millions of dollars, or
the number of workers may be rounded to the nearest thousand. But for
a small area or industry the total may be only a few million dollars or
a few thousand workers. Thus the rounding effect can introduce a
significant distortion to the total figure.

The third reason that it is difficult to construct statistical
interrelationships with area and industry data is that the industries
identified in the SIC system produce similar or related products rather
than single commodities, even at the detailed four-digit level of
industrial disaggregation. For instance, about 60 products are included
in SIC code 3634, Electric Housewares and Fans. These include electric
blankets, food mixers, portable electric ovens, and electric razors, to
name only a few. These products may be similar (electric housewares)
but it is difficult to defend the notion that the production processes
that create electric blankets are the same as those that create electric
razors. Thus one cannot be at all confident that the application of new
technology in the production of razors has any implications whatsoever
for the production of electric blankets, albeit the identical SIC codes.

Finally, before proceeding to a discussion of the major area and
industry data sources themselves, it should be mentioned that the cost
of improving these data bases is a major impediment. Given an
acceptable statistical precision level, the cost of collecting area and
industry data is nearly proportional to the number of areas and indus-
tries desired. Indeed, one of the advantages of using administrative
records to develop area and industry data is the cost efficiencies
achieved in the process. The price of those cost efficiencies is a
fragmented area and industry data base that is far less comprehensive
and comparable than national aggregate series.

The primary source of detailed industrial data for areas and
industries are the economic census of manufactures and the annual
survey of manufactures. Subject to federal disclosure rules, data are
available on a multitude of individual data items such as investment,
inventories, materials usage, energy usage, etc. But the employment
data are reported only for production and nonproduction workers, so the
occupational content is virtually nil. Furthermore, the definitions of
the industries and areas may change, so some particular series may not
be comparable over time. Each of these matters will be discussed in
turn.

The definitions of industries in the SIC system generally undergo
revision every economic census (five-year intervals). The 1972 revision
was particularly significant, while the 1977 revision was relatively
minor. The purpose of these revisions is to more adequately reflect
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the current industrial structure of the United States. The cost,
however, is that it creates a break in the data over time. For

instance, the 1972 economic census data at the two-digit level cannot
be compared with the data for 1967 because of substantial changes in

some of the three- and four-digit groupings; nor did the Bureau of the
Census reconstruct the earlier data with the new definitions (Vaughan,
1977:142) . Unfortunately, it is becoming more common for federal
agencies not to reconstruct historical data when new definitions are
adopted because of severe budget limitations. Thus researchers must be
extremely cautious in using any time-series data. Occasionally, major
series are benchmarked to new definitions or procedures; however, that
is less likely as data are disaggregated industrially or regionally.

Special note should be made of the changing spatial coverage of
Standard Metropolitan Statistical Areas (SMSAs). SMSAs are defined as
integrated economic and social units where the central city has at
least 50,000 population and the outlying areas, generally counties, are
tied to the city by the dominant commuting patterns. Researchers have
focused on SMSAs because this emphasis on economic integration con-
stitutes a better unit of measure for regional analysis in many cases
than legal boundaries.

However, the SMSAs are redefined periodically, generally after each
decennial census of population, to account for changes in the population
of cities and in commuting patterns. Thus, counties may be added to or
deleted from SMSAs as commuting patterns change, rendering the time-
series data noncomparable. It should also be mentioned that the level
of disaggregation of SMSA data varies widely, so it is difficult to
construct spatial series in any case.

One other problem with the economic censuses is that the data for
areas and industries are not published on a timely basis. For instance,
the annual survey of manufactures is complete only through 1978, and
nothing but the most aggregated series are available so far from the
1982 Census of Manufactures. It is not unusual for economic census
data to be available only after a lag of three to five years. Thus the
economic census data appear to have impaired value to researchers who
wish to study the employment effects of technological change.

The second primary source of area and industry data is the County
Business Patterns (CBP) program. The CBP data provide estimates of
total employment, total payroll, and the number of establishments. The
detail of the data series is limited in the CBP, at least compared to
the economic census of manufactures. However, CBP data are more timely,
available through 1982 currently, and they do provide disaggregated
data for counties and four-digit industries, subject to federal dis-
closure rules, of course.

The source of the CBP data are various administrative records from
the Internal Revenue Service, Social Security Administration, and
others. The program also relies on the annual company organization
survey of multiestablishment firms. The employment estimates parallel
those from other programs such as the unemployment insurance program,
but the data are not directly comparable. Given the lack of occupa-
tional content and the lack of industrial data on outputs, the pos-
sibilities of using CBP data to study the employment effects of
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technological change appear remote. Still, the CBP data have been and
probably will continue to be the starting point for many area and
industry research studies.

Another data base, newly developed, which has potential for industry
and area analysis, is that of the Small Business Administration (SBA).
It is a voluminous data base constructed from the credit records of Dun
and Bradstreet and other private sources. It includes data on employ-
ment and other financial information. More importantly, it also
specifically identifies branch plants and their parent firms. Thus, it
is a longitudinal file of individual establishments with which the
researcher can study establishment births, deaths, expansions, and
contractions, among other topics. There are questions about the
completeness and accuracy of this source, but the SBA has attempted to
verify and check the data. There is no occupational or technology
content in the data base, but it remains a possibility for use in
future research studies.

As stated earlier, there are many data bases that have a regional
dimension. Some of these have been discussed in other sections, such
as the CPS or the OES programs, so it serves little purpose to repeat
those discussions here. 1In general, the more specific the geographic
focus, the less adequate the data available. Data are withheld to
prevent disclosure, and noncomparabilities and inconsistencies abound
in area and industry data. These problems tend to be much more acute
than at the national level, and thus the data series tend to be far
less comprehensive.

Selected Examples of Research

In this section selected examples of research that have explored
the impacts of technological change are discussed, highlighting the
role that the data sources played in the analysis. This critical
review is limited in a number of ways. First, time and cost con-
straints did not permit us to explore the full scholarly literature.
Second, the review is not strictly limited to the employment impacts of
technological change because some of the research reviewed has
addressed other concerns as well. Third, there is an unmistakable bias
toward economic research. The purpose of the review is to provide some
insight about the data sources utilized in a variety of research
approaches rather than to comprehensively review the literature on the
employment effects of technological change.

There is a voluminous economic literature about technological
change, economic growth, productivity growth, research and development
activity, etc., but the articles that address the employment impacts of
technological change are much less numerous. The recent research
studies of Denny and Fuss, Leontief and Duchin, the Office of Technology
Assessment (OTA) of the U.S. Congress, Smith and Wilson, Ayres and
Miller, Rumberger, Mansfield, and Scherer are reviewed. Four of the
studies address the employment implications of technological change
directly--Denny-Fuss, Leontief-Duchin, OTA, and Ayres-Miller, while
another (Rumberger) addresses it indirectly. The three remaining
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efforts address other aspects of technological change. They illustrate
the difficulties of measuring technology and demonstrate the
state-of-the-art in analyzing technological change.

Denny~-Fuss

Michael Denny and Melvyn Fuss (1983) estimated the impact of
automation on the occupational demand for labor by Bell Canada. The
researchers had access to a unique micro data set at the level of the
firm. Detailed data were available on four occupational groups:
operators, plant craftsmen, clerical workers, and the diverse category
of white-collar workers. Technological change in the firm was measured
by a single indicator--the percentage of telephones with access to
direct distance dialing. Data were also available on material costs,
and the capital stock was constructed using the perpetual inventory
method.

Denny and Fuss use standard economic production function theory but
they estimate the model in a two-stage process employing the newer
flexible functional forms now common in the economic literature. Among
other advantages, these newer functional forms, such as translog, do
not restrict the substitution possibilities between inputs. Thus, they
permit testing of some of the assumptions of production theory itself.
Furthermore, they facilitate the consideration of technical change
within the production function approach.

Denny and Fuss conclude that for Bell Canada the technical change
examined was significantly labor-saving for all four occupational
groups, but especially for operators, who were directly affected by the
technology. 1In general, technical change had the most adverse impact
on the least-skilled occupations. On the other hand, as one might
expect, output growth had positive impacts on all occupations, but the
greatest positive impacts occurred in the most highly skilled positions.

The Denny-Fuss study appears to be unique among production function
studies in its use of an explicit measure of technology in assessing
the occupational demand for labor. While some might criticize the
highly formalized assumptions of production theory, the Denny-Fuss
methodology offers the significant promise of untangling the separate
influences of output levels, factor prices, and technological change in
order to isolate the role that each has played in contributing to
changes in employment levels. Obviously, this is an exciting develop-
ment in the study of process technology that is used directly to
produce goods and services.

On the other hand, no econometric estimation techniques can handle
hundreds of detailed occupations or dozens of different technology
indicators. The data are not of sufficient quality to permit this type
of analysis, nor are such historical data available in the case of most
technological change. Still, the newer flexible econometric production
functions permit testing for consistent aggregates. Thus, some advances
in empirical work, such as the Denny-Fuss research, are possible if
meaningful technology indicators can be constructed.
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One final comment that is applicable to the Denny-Fuss research as
well as to the other research reviewed here: The fitting of historical
data, however elegant the procedure, does not provide total insight
regarding future technological change. One might argue that it provides
no insight whatsoever about new technologies. While analogies may be
indicative, no one seriously believes that the diffusion of machine
tools or computers helps determine the diffusion of robots. Process
technologies tend to be unique and specific to the industries that
utilize them. So historical studies of technological change help us
understand what has taken place in the past but do not provide us with
an infallible forecasting tool.

Leontief-Duchin

Wassily Leontief and Faye Duchin (1984) have attempted to isolate
the impact of computer-based technologies on employment by industry and
occupation. They use a comprehensive input-output (I/0) framework with
four separate but interrelated matrices. The model is dynamic in that
investment is a function of output changes in the individual producing
sectors. The Leontief-Duchin study begins with the various BEA I/0
tables, including the preliminary 1977 tables (unpublished by BEA at
time of writing) and the census-based employment data by occupation.
The key forecasting task is to alter the individual technical
coefficients in the producing and using sectors to account for the new
computer-based automation.

The analysis is limited to robots, computers, computer-numerically
controlled (CNC) machine tools, electronic office equipment, electronic
education devices, and the industries that will use the aforementioned
equipment. The technological forecasting is open in that the assump-
tions are clearly stated and based primarily upon the expert judgment
of the researchers. The overall model is then driven by the same final
demand forecast used by the Bureau of Labor Statistics in the OES
occupational projection effort.

Leontief and Duchin conclude that there will probably not be a
labor surplus by the year 2000 due to the introduction of computer=-
based technologies. They find significant gains in employment due to
the production of capital goods. Thus, however surprising it may
appear to some, the projected total employment of blue-collar workers
in the economy does not fall, even with significant automation, because
these workers are also important in the production of capital goods.

There are no particular problems with the underlying input-output
data of the Leontief-Duchin study. However, there are serious questions
about some of the technological assumptions that drive the conclusions
of the model. For instance, clerical workers are forecast to decrease
in importance relatively and absolutely. This occurs because the study
assumes that the productivity gains attributable to office automation
will outweigh any work-creating aspects of the technology, and the
technology itself is assumed to diffuse widely throughout the economy
during the forecast period. Obviously, this scenario will lead to a
decline in the number of clerical workers, but it is important to
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understand that this result is built into the assumptions of the model;
it is not an outcome of the model. Reasonable people have always
disagreed about these kinds of judgments, especially when they apply to
future events.

Twenty years ago many experts were also predicting severe declines
in clerical occupations due to the introduction of computers, but these
occupations actually grew in importance, both relatively and absolutely.
In fact, throughout the last recession white-collar jobs continued to
expand even as the total number of jobs in the economy fell. These
comments are not offered to indicate that the Leontief-Duchin assump-
tions are wrong but rather to indicate how treacherous such assumptions
can be and how sensitive the conclusions may be to the assumptions.

A second major problem arises in the Leontief-Duchin study because
one of the assumptions is that no technical change outside computer-
based technologies is allowed to affect future employment levels. This
leads to projection of dramatic gains in employment for occupations
that are largely unaffected by computer technologies such as farmers,
bakers, truckers, etc. While this assumption isolates the pure impact
of computers in a modeling sense, the Leontief-Duchin approach seriously
limits the usefulness of the occupational projections. No one seriously
believes that farmers, bakers, and truckers will be the growth jobs of
the future.

In short, the Leontief-Duchin study is a heroic attempt to model
the employment effects of technological change. However, the model
itself merely provides a way of working out the implications of the
judgmental assumptions about technological change. In our opinion, the
current version of the model does not permit valid generalizations
about the probable employment impacts of technological change.

Office of Technology Assessment

Perhaps the best example of the kind of research that can be done
without a more adequate data base is the study by the Office of
Technology Assessment (OTA) of the U.S. Congress (1983), which assesses
the impacts of computerized manufacturing automation. The OTA approach
must be termed eclectic. OTA commissioned case studies of individual
applications of technologies, utilized a panel of experts to estimate
the likelihood and probable date of specific technological break-
throughs, sought empirical data wherever possible, and gained the input
of individual expert advisors, among other activities.

The OTA study can actually be regarded as a synthesis of the
available data and opinions of many experts about technological change
and its impacts. OTA concludes that the emerging technologies are too
embryonic to forecast specific quantitative changes in employment. But
the study does identify the likely direction of change and the probable
areas of greatest impact. The validity of the qualitative conclusions,
as in other studies, rests with the adequacy of the judgments of the
authors of the study and the experts they consulted. It is instructive
to examine briefly how OTA uses available data in arriving at its
qualitative conclusions.
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One of the major themes of the OTA study is the possibility that
the emerging automation technologies may exacerbate the employment
problems that already exist in the Great Lakes and Middle Atlantic
states. OTA notes that these regions are heavily concentrated in
manufacturing employment both relatively and absolutely (economic
census of manufactures data). Furthermore, a disproportionate share of
that employment tends to be found in the traditional metalworking
industries of autos, appliances, steel, machine tools, etc., which may
be most susceptible to the emerging automation technologies (expert
opinion). OTA also shows that, historically, states with heavy
concentrations of manufacturing have tended to have well above average
rates of unemployment, and that the current rates of unemployment are
high in these areas (CPS data). Finally, OTA notes that many fore-
casters think that the growth in demand for the products of the
metalworking sector, especially autos and steel, may be laggard in the
future. Obviously, this is not a direct "cause and effect™ chain of
reasoning but represents the considered judgment of the authors based
on some quantitative descriptive data and the expert opinion of others.

Another major portion of the OTA study examines the future of
specific occupations, again in qualitative terms. OTA utilizes the OES
data of BLS frequently in this section. It also cites the NSF data on
scientific and technical personnel in assessing the future demand for
engineers. It utilizes the economic census of manufactures data to
show that the growth in technicians between 1977 and 1980 exceeded the
growth of engineers, thus suggesting that technicians are being sub-
stituted for engineers. OTA also describes the technologies and the
effects that these technologies may have on specific occupations, a
description largely based on expert opinion.

The utilization of data in the OTA study is exhaustive. The
authors seem to have tapped all the major data sources. Furthermore,
it is exemplary that OTA did not make comparisons of data across
sources or over time that were basically noncomparable. However, the
authors did not provide a unified theoretical or analytical structure
within which their methods and results could be easily summarized. It
is therefore difficult to objectively assess some of the qualitative
conclusions, because one cannot be certain on what data or opinions
those conclusions are actually based. Many of the case studies are
also not published, probably because the firms requested anonymity. In
brief, this eclectic, qualitative approach, while it may represent the
best judgment available about the impacts of technological change,
cannot be easily evaluated or related to other data bases and studies.

Smith-Wilson

The University of Michigan/Society of Manufacturing Engineers
(UM/SME) Delphi forecast of industrial robots, authored by Donald N.
Smith and Richard C. Wilson (1982), assesses future trends in robotics.
The current UM/SME Delphi forecast reports results of three rounds of
questioning on many technical, marketing, and sociological aspects of
the development of industrial robots. Over 200 questions were asked in
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round one, while rounds two and three repeated some questions of round
one as well as adding supplemental questions suggested by the experts.
The total number of participants ranged from 36 to 60, with as many as
90 percent from corporate user firms.

The Delphi technique itself is one method of gathering expert
opinion about subjects where there may be little or no known facts. It
is an iterative forecasting process in which experts independently
input their own forecasts of the future by responding to a consistent
series of questions. The objective of the Delphi methodology is to
gain consensus through iterative polling. The assumption is that the
collective opinion of the group is better than that of any single
person. It should be mentioned that the current UM/SME Delphi forecast
is an interim report and does not yet meet the usual Delphi require-
ments for consensus and precision.

The specific UM/SME Delphi forecasts are not of interest to this
study. From the standpoint of data analysis, however, the significant
feature of this study and other similar polling techniques is that they
represent attempts to construct data in the absence of facts. The
UM/SME Delphi study estimates the current population of robots as well
as the future population of robots and current displacement per robot
as well as future displacement per robot, among many other variables.
The adequacy and quality of the estimates depend on factors such as the
quality of the experts who participate in the polling, the clarity of
the questions, etc.

One of the difficulties of this approach is that the questions must
be framed in such a way that they truly probe the expertise of those
polled rather than encourage wild speculations. Nonetheless, this
approach may be useful in situations where it is too early for
systematic data collection, case studies, or other methods of inquiry.
It offers the advantage of systematizing the judgments of many people
rather than depending on the judgments of only a few people, albeit
with no way of being sure that the collective judgment is truly well
informed.

Ayres-Miller

Robert Ayres and Steven Miller (1983) of Carnegie-Mellon University
have also addressed the displacement potential of robotics. The basis
of the job displacement estimates of Ayres and Miller is a survey of
corporate users of robots (with 16 respondents) that asked them to
provide estimates of potential job displacement in 32 occupations by
today's commercially available robots and tomorrow's robots that would
be sensor-based with rudimentally tactile and/or visual perception.

The occupations were chosen by Ayres and Miller as those most likely to
be robotized. The responses were weighted by size of firm (six classes)
to obtain a weighted-average response. These sampled occupations were
then combined with other nonsampled occupations (based on similarity),
and job displacement estimates were derived for manufacturing.

The occupational data utilized in the Ayres-Miller study were the
OES data from BLS. These employment-by—occupation estimates were
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multiplied by the survey results for the potential displacement in those
occupations due to robots to arrive at total potential displacement for
manufacturing. According to Ayres and Miller (1983:205), today's com~
mercially available robots could theoretically replace 1.5 million
manufacturing workers while tomorrow's more sophisticated robots could
theoretically replace an additional 4 million workers.

The Ayres-Miller research illustrates the dangers of overgeneraliza-
tion from a narrow empirical base. Using their very small sample of
survey responses, they generalize to a broad group of occupations and
industries that they believe may be affected by robotics technology-.
Even granting that the authors are attempting to estimate the engineer-
ing potential for robots in the unbounded future, all welders in a
particular industry are not necessarily performing the same work tasks,
nor are industries similar in terms of production techniques. In other
words, neither occupations nor industries are homogeneous in terms of
the work tasks that may be automated by new technology. Thus, in our
opinion the Ayres-Miller projections rest on a false generalization
about the nature of manufacturing.

There is also some question about the validity of the survey on
which the estimates of potential displacement are based. Sixteen
respondents are an extremely meager sample from which to estimate the
potential displacement due to robots for all of manufacturing. FPurther-
more, the largest number of firms using robots in 1981 (the date of the
survey) were auto or auto-related, and the weighting procedure appears
to favor large firms. Thus, the survey results may be more representa-
tive of large auto firms than of all manufacturing.

In short, in our view Ayres-Miller overgeneralized in forecasting
the empldyment effects of technological change. Their empirical base
was not sufficient to make broad displacement forecasts. Technological
change tends to be very specific to industries and specific work tasks
within industries. Simple extrapolations from readily available data
may not be an adequate guide to policy.

Rumberger

Russell Rumberger (198l1) estimates the change in skill distribution
due to (1) shifts in occupational employment and (2) shifts in skill
requirements within individual occupations. The data for individual
occupational skill requirements are from the third and fourth editions
of the Dictionary of Occupational Titles (DOT), published in 1965 and
1977, respectively. The second set of data, that for the distribution
of employment, comes from the 1 in 1,000 Public Use Sample, published
in 1960, and the 1976 Current Population Survey (CPS).

Since the census occupations employ a different coding scheme from
the DOT, and all four of the coding schemes changed between 1960 and
1976, Rumberger faced a major task in splicing these series together
and in making intertemporal comparisons. First, Rumberger found other
research that cross-referenced the CPS to census occupation codes as
well as to DOT codes. Using this information, Rumberger was able to
specify or assign the probability that a specific General Education
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Development (GED) level from the DOT was likely to be associated with a
specific census occupation. The GED skill level thus becomes the
measurement of the average skill requirement for individual occupations.
Finally, another cross-reference had to be used to translate the third
edition DOT information into equivalent fourth edition information.

For instance, the fourth edition DOT reports three components for the
GED scales while the third edition reports only one. PFinally, all of
these data are aggregated to the major occupational group level (11
occupational groups) for the comparisons in the study.

Rumberger concludes that changes in the distribution of occupational
employment increased average skill levels, while changes within indi-
vidual occupations narrowed skill level differentials. In particular,
within occupations there was a decrease in the percentage of jobs that
required the highest levels and those that required the lowest levels
of skills. Rumberger admits that these results should be viewed with
caution and says the major difficulty in all of these studies is com-
bining DOT data with census data.

Because of the widespread tendency of other researchers to misuse
the DOT, it is worth reviewing this document in more detail. While the
DOT may appear to be the richest vein of occupational information in
the United States, it is only a description of occupational content,
completed over a long period of time by the employment service to
provide detailed information about occupations based on the tasks
performed in those occupations. It was designed to be used to match
applicants with jobs. Data are collected on 46 variables in all.

The General Education Development levels, of which there are six,
represent the judgments of the interviewers rather than any hard set of
tangible criteria. The interviews for the third edition of the DOT
occurred throughout the early 19608 while the interviews for the fourth
edition of the DOT were completed between 1965 and the mid-1970s.
According to a National Academy of Sciences study (Miller et al.,
1980), over two-thirds of the occupations described in the fourth
edition of the DOT reflect three or fewer interviews. According to
them (Miller et al., 1980:10), "the extent to which the occupational
descriptions rest on such limited observations raises some question
about their adequacy."

The actual sampling for interviews was somewhat haphazard. First,
the national office of the employment service assigned particular
industries to 11 field offices. The field offices then chose "typical®
establishments within those industries. Finally, the field offices
negotiated with the employers to secure their agreement on the type and
number of jobs to be evaluated. Approximately 75,000 job descriptions
were completed in this way, ranging from 762 for material handlers to
none for 16 percent of the more than 12,000 occupations in the DOT.
Obviously, the DOT is not based upon a random sample, nor do the GED
levels reflect skill levels in an objective way.

Perhaps Russell Rumberger should be applauded for making this
effort to estimate the changing skill requirements of jobs in the
United States. However, the data sources utilized really do not permit
the kind of analysis undertaken. The basic problem is that Rumberger
linked four essentially noncomparable data sets to answer questions
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that none of the data sets were intended to answer. The result is that
it is impossible to tell which employment effects are real and which
are induced by the specific measurements used and the crosswalks
between data bases. ,

Mansfield

Edwin Mansfield of the University of Pennsylvania has devoted much
of his professional life to the study of technological change. One of
his early contributions was the development and fitting of logistics
curves, the parameters of which measure the rate of diffusion of a
specific technology. Mansfield has also been interested in organiza-
tional factors that affect success in R&D and social and private rates
of return from industrial innovations, and has conducted numerous
studies of specific innovations in firms and/or industries. For an
introduction to the Mansfield work the interested reader might consult
his most recent book, The Production and Application of New Industrial
Technology (1977).

In a recent paper Mansfield (1983) attempts to determine the effect
of technological change on industrial concentration. The primary data
were obtained from a random survey of 34 firms that voluntarily partici-
pated in the study. These 9 chemical, 12 petroleum, and 4 steel firms
all agreed to indicate the scale effect of major process innovations
since 1920. The process innovations themselves were drawn at random
from published 1lists of major new processes. In this first part of the
research Mansfield concluded that process innovations were overwhelm-
ingly scale-increasing. In other words, they increased the cost
advantage of large firms. He also concluded that there has been no
change in this result since 1950. Indeed, he found that the proportion
of scale-increasing innovations was actually higher in the more recent
period.

In the second part of the research Mansfield asked these firms to
assess the effect of major product innovations on the four-firm concen-
tration ratio (a common measure of market power) in that industry. 1In
the petroleum and steel industries product innovations were overwhelm-
ingly concentration-increasing, while in the chemical industry there
was no discernible trend. To test whether the perceptions of those
surveyed reflected actual developments in those industries, Mansfield
regressed the observed changes in the concentration ratios in these
industries on the percent of product innovations that were perceived to
be concentration-increasing from the survey. The correlation was
moderate (r=.51) but statistically significant only at the 0.10 level.

This recent research is particularly interesting because it illus-
trates a number of points about data sources that recur frequently in
other studies of technological change. First, data on technological
change are generally not available directly. If the research requires
such data, that dictates the need for an original survey. Second, the
results of these surveys, based upon the perceptions and knowledge of
the interviewees only, are not necessarily conclusive. At best they
illustrate what happened historically in a particular industry. Never-
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theless, there have been and likely will continue to be many one-time
specialized data sources developed to study some aspect of technological

change. Each of these data sets is unique and noncomparable, but they
can provide valuable insights into the implications of technological

change.

Scherer

In recent years F. M. Scherer has attempted to mine one particular
data set extensively--the Federal Trade Commission's Annual Line of
Business Survey, now discontinued. This data base covers 443 corpora-
tions that account for about three-fourths of private firm R&D outlays.
Scherer linked these data with patent data (classified as process or
product technology), industries of origin and utilization, and in other
ways. One of Scherer's major contributions was the construction of an
interindustry matrix of technology flows. This matrix depicts an
industry's own R&D performance as well as its use of R&D from other
industries. This is important because some sectors, such as services,
rely almost exclusively on R&D performed outside the sector. Thus,
substantial technological change may occur without a sector performing
the research that causes that change.

In a recent article Scherer (1983) investigates the possible role
of R&D in contributing to the well-publicized productivity decline of
the 1970s. The technology flows matrix is used to derive R&D estimates
for 25 industries at roughly the two-digit SIC code level. Then that
information is utilized in a relatively simple productivity regression
following Terleckyj (1974). sSpecifically, the change in labor pro-
ductivity is estimated as a function of the change in the capital-labor
ratio, the rate of return on R&D expenditures, and, of course, the
technology flows relative to output. Actually, the technology data are
measured in three different ways—--product R&D, process R&D, and R&D
imported from other industries. Scherer concludes that the 1970s
productivity slump did not result from a fall in the productivity of
R&D.

The Scherer research illustrates once again the necessity of
developing an original data set--one that may have taken several
person-years to construct--to explore the impacts of technological
change. It is also interesting to note that the particular starting
point for this effort, the Federal Trade Commission's Line of Business
Survey, has now been discontinued due to budget considerations. Scherer
(1983:218) calls this survey the "best disaggregated data on R&D
spending.” While that may be true, it is still limited to R&D outlays
(both company-financed and under contract, mostly to the federal govern-
ment). Thus, the key to constructing the technology flows matrix is to
link the patents data, appropriately lagged, to the R&D spending, to
identify the patent as process or product oriented, and to determine
whether the patent was used internally or sold as a product externally.
Obviously, these tasks require considerable painstaking effort and
judgment.
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In both the Mansfield and Scherer research the technology measures
are indirect, relatively unidimensional, and highly aggregated.
Mansfield's survey of major process innovations assesses the direction
of the scale effects, while Scherer attempts to disentangle process
from product R&D spending. Neither author asserts that these measures
are anything more than crude approximations or surrogates for
technology and technological change. Mansfield (1983:205) notes that,
"we know little or nothing about the effects of the various process and
product innovations that have occurred in recent years in various
industries.” We have barely begun to systematically construct measures
of the technology that is used to produce goods and services.

Summary

The Mansfield and Scherer studies clearly illustrate the data
problems in studying technological change. Most of the economic
research on technological change uses indirect estimates of capital
input. This is not a matter of choice, but of necessity, since such
data have not been developed. The best empirical work is that charac-
terized by intensive data mining or special field work that yields more
specific measures of capital inputs to the productive process. One of
the reasons that the Denny-Fuss research shows promise is that the
authors were able to construct a technological indicator; another is
their use of the newer flexible functional forms.

Several studies that may have seriously misused the data have also
been reviewed. Ayres-Miller applied limited survey results about
displacement due to robots across occupations and industries that may
in reality be quite heterogeneous. Rumberger attempted to determine
the direction of skill levels in the United States using data sets that
are so inconsistent that it is difficult to interpret or judge the
results. One cannot tell whether the results are representative of the
facts or merely reflect the "noise" introduced by the measurement and
translation process. This is not to impugn the motives of these
researchers in any way; when the question is important enough that it
must be answered, one makes do with whatever is available. But this
also does not mean that the answer is satisfactory or cannot be
improved upon with better data or more sophisticated analysis.

Finally, a theme that emerges clearly from the discussion of the
selected examples of research is that a heavy dose of judgment may be
required to bridge the gaps in data for the study of technology and
employment. The Delphi technique is one method to gather expert
opinions or judgments and to create data in the absence of any facts at
all. Leontief and Duchin developed a new I/0 model that will prove to
be extremely valuable in working out the implications of particular
technological assumptions. But these assumptions still are based on
judgment. Finally, the OTA study found the data so insufficient that
they were forced to rely on description and qualitative reasoning in
their analysis as well. It is significant that the OTA study, which is
the most thorough and comprehensive in terms of assessing the tech-
nologies and their impact on employment and the workplace, ultimately
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used judgment to determine the probable trends in employment and
technology.

The conclusion to be drawn from these studies is that there is a
wide variety of approaches to the study of the employment implications
of technolgical change. They all suffer from the lack of an adegquate
data base. What has been demonstrated here is the ingenuity of the
research community in trying to overcome this basic deficiency in the
data.

CONCLUSIONS AND RECOMMENDATIONS

The shortcomings in the data available to study the employment
effects of technological change have been emphasized repeatedly
throughout this paper. The gap between existing data sources and the
ideal data base for the study of technological change and employment
has been explored. While many of the desired elements are present in
one data source or another, there is nothing close to an integrated
data source that can address the critical variables for such a study.

To some degree the essence of change in process technology is the
substitution of machines, or capital, for labor. It is also true that
the nature of productive processes tends to be specific to given
products. Thus, to study the employment impacts of process technology
changes, we must be able to measure both capital and labor as inputs to
the firms in a given industry. Since these measures are generally not
available, it is difficult to study the past or present employment
effects of technological change, let alone forecast future impacts.

Office automation and the use of computers in business are not
new. The first computer revolution occurred 25 years ago when
electronic data processing began to enter our offices and factories.
How much do we know about the past diffusion of computers? What were
the employment effects? How did computers affect the skills required
for employment? Clearly, the problems of forecasting the future
employment effects of technological change discussed in the intro-
duction of this paper are compounded by our lack of knowledge of such
impacts in the past. This in turn reflects the lack of adequate data
with which to study the employment effects of technological change.

We have occupational data, but it cannot be linked to specific
technologies in use. We have demographic data, but it does not possess
sufficient occupational or technological content. 1In the area of the
technology itself, we lack even the most rudimentary data with which to
address policy concerns.

The existing federal statistical system has not been able to solve
these problems. This system is a natural outgrowth of the administra-
tive requirements of the individual agencies or the data needs of the
constituent population served by those agencies. The system produces
reasonably high-quality data; it is also reliable if used for the pur-
poses originally intended. But this system has led to a patchwork
quilt of data sources. Currently, there does not appear to be a strong
movement to support the integration of some of the data bases. 1In
addition, potential progress on this front has been forestalled by the
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wave of budget cutting that has been sweeping over data collection
efforts recently.

If we are to design policies to prepare for technological change,
we must have better information than we have right now. The intense
interest over the last few years on the part of policymakers in the
employment implications of technological change has not drawn forth a
definitive analysis of the problem. 1In truth it cannot, because the
empirical base to support such a definitive analysis does not exist.
This review has concentrated on these gaps in knowledge. Now it is
time to discuss what can be done to begin to close these gaps so that
we can effectively grapple with the challenge of the employment impacts
of technological change.

New Initiatives in Data Collection

Highest priority should be given to the development of a new, com-
prehensive data base to study the employment effects of technological
change. These data must be collected from the firm; there is no other
feasible approach. We have stressed throughout this paper that
establishment-oriented data are critical because it is only at the
level of the firm that all of the data items required can be gathered
in a consistent way.

We recommend the development of a "Current Establishment Survey® of
firms to parallel the Current Population Survey of households. A
nationally representative sample of firms stratified by industry and
size would be surveyed periodically to measure technology in use,
investment activity (changes in technology), employment by occupation,
raw material inputs, shipments of finished goods, inventory levels,
sales, and other variables of interest. 1In this way inputs and outputs
of the productive process could be measured consistently at the
appropriate level of observation. Occupational employment data
collected within such a comprehensive framework would be infinitely
more valuable in explaining occupational employment trends.

We are cognizant of the difficulties in implementing such a new
survey. Technical issues such as a reliable method for enumerating
technologies would require some development. Sampling strategies and
optimum periodicity of observation would have to be worked out. Costs
would need to be carefully estimated. It is to be understood that such
an initiative would have to be coordinated with existing data programs.
A survey of this type would be extremely useful in updating data from
the Census of Manufactures and other major data sources. It should
also be useful in extending them, to nonmanufacturing sectors, for
instance. Such a survey could be valuable in updating input-output
tables that are so expensive to produce but that can become outdated in
a few years. With careful design, we believe such a data collection
effort would repay the required investment many times over.

Regardless of whether a new, comprehensive establishment-based data
source is to be instituted, it is vital to consider the development of
technological indicators that make it possible to track the diffusion
of specific technologies. Such indicators might include the number of
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robots in use by application and industry, the number of computers
being applied in different environments, or the type and number of word
processors installed. In the not too distant future we might wish to
know the number and type of artificial intelligence or voice recognition
systems in place, among other emerging technologies.

To illustrate an incremental and cost-effective way to develop
technological indicators for a specific technology, consider the case
of robotics. At the simplest level a question might be appended to the
Annual Survey of Manufactures asking whether the establishment is a
robot-user, and if so, how many robots? That would provide for the
first time tabulations of the number of user establishments cross-
referenced to the other data collected in this survey such as the size
of the establishment, SIC code, etc. The number of robot-users by size
of establishment might be particularly interesting because the common
wisdom today is that these users are large firms. With annual data it
would be possible to track the diffusion of robotics to progressively
smaller establishments. Although this approach would provide no infor-
mation about the occupations affected by robotics, it would be possible
to follow overall employment trends in establishments using robots.

Direct measures of technology should make it possible to take the
indicative or qualitative research efforts such as the OTA study a
little farther down the line. The research of Denny and Fuss is one
example of what can be accomplished if technological indicators are
available. Without measurement of the technologies, however, there is
no way to determine specific occupational impacts. Thus, the key to
unlocking the black box of technology and employment is to link for the
first time selected technological indicators to occupational employment
in a systematic way at the level of the firm.

Although more comprehensive data collection is a necessity if we
are to gain an adequate understanding of the occupational impacts of
technological change, the cost of data collection for the reporting
units must be weighed as well. A thorough review of current data
collection efforts should be conducted with the intention of improving
the overall efficiency of data collection. We believe that elimination
of some data requests or aggressive consolidation efforts could result
in a net decrease in the burden of reporting, even with the new initia-
tive outlined above. A key principle is that business firms must see
the value of information collection. A major share of the resistance
to data reporting currently comes from a conviction that nothing useful
is ever done with the information tendered. We believe it is essential
that the business community be convinced of the usefulness of such
information for vital policy purposes. Without their commitment, such
a program is not feasible.

Making Better Use of Existing Data

Greater priority should also be given to the full use and integra-
tion of existing data bases. This approach would improve data
effectiveness and not add to the paperwork burden imposed by the
federal government on private firms. As stated earlier, the existing
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data are not necessarily bad; they are just not linked to each other in
any meaningful way. The Small Business Administration data base, the
development of which is actually ongoing, represents one such attempt
to build a relatively thorough data base on the firm or establishment
level by combining many independent series. The more complete the
"better; much more of this work needs to be done, particularly if an
integrated data base cannot be developed.

Most of the economic research on technological change uses indirect
estimates of capital input. This is not a matter of choice but of
necessity since adequate direct measures have not been developed. The
best empirical work is that characterized by intensive data mining or
special fieldwork that yields more specific measures of capital inputs
to the productive process. FPrequently, this occurs in case studies of
firms or industries, because only by restricting the variety of
productive processes can sufficient specificity be achieved to yield
useful results. But then the generality of the results is compromised.

It may be that there is no way around this problem. Since the
nature of productive processes tends to be specific to given products,
there will always be a trade-off between specificity and generality.
Accepting the fact that technologies tend to be specific in application,
firm or industry case studies may be the most appropriate way to study
the employment effects of technological change.

Nevertheless, it is critical to try and find a way to systematize
the results from narrow case studies. Both the BLS occupational
projections program and the Leontief-Duchin model offer some hope in
this regard. The occupational-industrial employment matrix appears
promising as a device to help systematize the impacts of technology on
specific occupations in specific industries. If such an organizational
framework guided the design and interpretation of individual case
studies, the generality of such efforts could be improved. At a minimum
it would be possible to focus the intelligence gained from each separate
case study.

If we are serious about studying the employment impacts of techno-
logical change, the OES occupational projection system of the Bureau of
Labor Statistics requires further nurturance and development. Actually,
there have been only two complete national OES surveys to date, so the
OES system remains a relatively new data base. It is the major federal
program designed to provide occupational data. It may also be the
leading candidate to develop the scope and generality to accommodate
the immense quantity of specific data necessary to accomplish the goal
of building a data base adequate to cope with the issues of employment
and technological change.

There are other data bases that offer promise in studying the
employment effects of technological change. The NSF surveys of scien-
tific and technical personnel appear promising for the study of those
occupations, including the age, gender, and race characteristics. The
EEO-1 data are definitely underutilized. Although limited in terms of
the occupational content, the EEO-1 data are strong in demographic and
industrial content. What is needed to greatly improve the EEO-1 data
is a random sample of smaller firms by industry so that sample
estimates of the universe of all firms are possible.
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There is also a need to establish priorities across the agencies
that produce data and the users of those data. The Office of
Management and Budget plans to revise the SIC system by 1987. How can
we update and change definitions yet retain consistency in the data?
Can we reduce some of the minor differences in data across agencies
that render those sources noncomparable? Could data collection efforts
of different agencies be combined to reduce the burden on respondents?
How can we make more data available to researchers without loss of
confidentiality? If there is a social need for integration of the data
to study the employment effects of technological change, then we must
develop a plan of action to satisfy those needs.

It would be a significant contribution if data could be made avail-
able on a more timely basis and in machine-retrievable form. Five-year
lags between gathering and publishing data are not acceptable. Perhaps
some federal agencies need some "induced" technological change to help
accelerate this process. Machine retrieval is also important to speed
up distribution and improve accuracy of analysis. The microcomputer
revolution is upon us, but the statistical gathering efforts are not
adapting rapidly enough in some cases.

As a society we need to come to grips with the ultimate forecasting
questions. How much can we know about the future? How much is neces-
sary for us to know in order to prepare for the future? We should
concentrate our efforts on improving our information where it is most
critical and most productive. In our opinion, technological change
becomes virtually impossible to anticipate much beyond a l0-year
planning horizon. Occupational forecasts based on technological change
will accordingly lose some realism beyond that point. Why squander
precious resources on trying to forecast the unknowable?

In the long run technological progress has significantly raised our
living standards and improved the quality of our lives. 1In the short
run, however, it has caused disruption of the lives of some individuals
and occasionally led to social conflict. Will this pattern be repeated
in the case of the microprocessor revolution? The truth is that no gne
knows, but it is possible to gain far better insights into the impacts
of technology on employment by improving the data available to study
the subject.
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APPENDIX: DATA SOURCES
Guide to Data Sources

In the second major section of this paper the available data sources
were assessed on the basis of the following dimensions: technology.,
occupations, demographics, and areas and industries. The primary pur-
pose of this appendix is to present the major available data bases
themselves. There is first, however, a very brief discussion of the
criteria that were used to select these data bases.

The available data bases fall far short of the ideal data base
described in the introductory section of this paper. In many cases the
occupational, technological, and demographic characteristics appear to
form mutually exclusive sets. In those cases in which two or more of
the characteristics are present in a single data base, such as the CPS,
the data are not always comparable over time. For these reasons, the
tables that follow include all major data bases that qualified on the
basis of any one of the critical characteristics of technology,
occupations, or demographics.

The second criterion chosen was that the data base must be an
ongoing, continuous time-series of observations in which the series are
reasonably accessible to researchers. This criterion excluded the
innumerable specialized data sets that have been assembled for a single
study or for very narrow purposes. That is not to deny the importance
of such data sets. Indeed, the authors have created one such data set
themselves in accomplishing research on the employment effects of
robotics.! But these data sets usually lack generality, become
outdated very quickly, and are not of sufficient interest to a broad
audience.

The tables that follow are designed to introduce researchers to the
major data bases that are available to study the employment effects of
technological change. As stated previously, these are ongoing data
collection efforts that provide some information about one or more of
the following dimensions: technology, occupations, or demographics.
The tables are subdivided into two sections, government and nongovern-
ment, and are arranged alphabetically. The government sources are
differentiated from other sources primarily because their scope and
coverage are so much broader. The private data tend to be fragmentary
and serve special functions, except in a few instances.

The data sources are classified by the major program, survey, or
census that produces the data rather than by publication or agency.
although in some cases all three identifiers are the same. It should
be stressed that these data bases are not the only ones available, but
it is hoped that they are the major data sources subject to the
aforementioned criteria. The tables include the agency responsible for

!H. Allan Hunt and Timothy Hunt. Human Resource Implications of
Robotics. Kalamazoo, Mich.: The W. E. Upjohn Institute for Employment
Research, 1983.
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the data, the publications in which the data appear, the type and
frequency of data, and its demographic content, if any. The major data
elements or series themselves are listed to provide the reader with
some insight into the detail available in each data source, including
areas and industries. The individual data items listed in the tables
are not comprehensive but represent those items that might be useful in
studying the employment effects of technological change. Finally,
there are some short comments about each data source that attempt to
clarify, evaluate, or further explain some features of the data base.

The industry identification codes in the tables are those from the
Standard Industrial Classification (SIC) system. They are used by
federal and state agencies to assign specific identifier codes to
industries, frequently referred to as SIC codes. The broadest, l-digit,
codes encompass 11l major industries or groupings in the United States:
agriculture, forestry, and fishing; mining; construction; manufacturing;
transportation; communications, electric, gas, and sanitary services;
wholesale trade; retail trade; finance, insurance, and real estate;
services; public administration; and nonclassifiable establishments.

At the 2-digit level of disaggregation there are 84 major groups,
several hundred at the 3-digit level, and several thousand at the
4-digit level. The codes are assigned on the basis of the primary
activity of the establishment, where an establishment is generally a
single location or plant. Thus, establishments with secondary
products, of which there are many in the U.S., are not distinguished
separately in the SIC system.

There were undeniably many compromises necessary to summarize each
data base in one or two pages. Any special references that further
explain or document each data base are included in the comments
section of each table. Frequently, this type of information is also
available in the publications for each data source. Special mention
should be made of the BLS Handbook of Methods, which provides overviews
of all of the BLS statistical programs. The Bureau of the Census
Catalog 1984 accomplishes the same task for that agency. Government
agencies will usually consider special requests for data tabulations on
a cost basis, but raw data generally is not available except in a few
cases like the public-use samples from the census of population and the
continuous work-history sample from the Social Security Administration.

Information about the availability of tapes in machine-readable
form is included in the comment section of each table, but details on
price have been omitted. The prices vary depending on the cost to
produce the tape, the format of the tape, and the number of years of
data desired. It is not unusual for a single reel to cost about one
hundred dollars, and the more comprehensive data sources may require
four to five reels for one year's data. Further information about
tapes can usually be obtained directly from the agencies, the publica-
tions in which the data appear, and the publications listed in the
previous paragraph. There is also a Directory of Computerized Data
Files, 1984 available from the National Technical Information Service,
5285 Port Royal Road, Springfield, Virginia.
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Government Data Sources

Area Wage Surveys

BEA Capital Stock Data Base

BEA Input-Output Tables

BIE Capital Stock Data Base

Census of Population and Public-Use Samples

Continuous Work History Sample (CWHS)

County Business Patterns (CBP)

Current Employment Statistics (CES)

Current Industrial Reports Data

Current Population Survey (CPS) and March Supplement

Economic Census of Manufactures (COM) and Annual Survey of
Manufactures (ASM)

Employment and Wages Program

Equal Employment Opportunity Data Base of Private Employers (EEO-1)

Industry Wage Surveys

National Center for Education Statistics (NCES)

National Science Foundation's Science and Technology Funding
Resources Data System

National Science Foundation's Scientific and Technical Personnel
Data System

National Survey of Professional, Administrative, Technical, and
Clerical Pay (PATC Survey)

Occupational Employment Statistics (OES) Survey

Patent Counts

Small Business Data Base

Survey of Income and Program Participation (SIPP)

Surveys of Women-Owned and Minority-Owned Businesses

52
54

56
58
60
62
64
66
69
70

72
74
76
78
80

83

84

87
88
91
92
95
96
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Data Source:

Agency:

Publication(s):

Type of Data:

Demographic Content:

Frequency:

Area Wage Surveys

Bureau of Labor Statistics (BLS)
U.S. Department of Labor
Washington, D.C.

Area Wage Surveys, Monthly Labor Review (summaries)

Establishment survey of about 70 selected metropolitan areas based on a
suitable sampling "frame"

Occupational employment, standard hours, and standard payroll by gender

Annual but individual metropolitan areas sampled throughout the year; common
"reference"” month established based on the combined wage data

Major Data Items Detail Area Industry (SIC)
1. Employment, standard Selected office clerical, Nation, four Up to 1-digit
hours, and standard professional, technical, broad regions,
payroll maintenance, toolroom, power and selected
plant, material movement, and SMSAs

2. Supplementary wage
benefits

custodial occupations

Health, insurance, and pension Nation Up to 1-digit
plans, holidays, vacations,

and shift differentials for

plant and office workers

Zs
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Comments

The area wage surveys of BLS are designed, as the name implies, to estimate the wages of occupations
common to a broad number of industries and metropolitan areas. Thus, the emphasis is clearly on wage
levels. When estimates of the universe of given occupations are reported, the error can be as high
as 20 percent according to the BLS (compared to 5 percent for the wage levels). Hence, the
employment estimates can only be considered as rough measures.

There is considerable occupational detail in the survey, including specific job descriptions and
skill-level requirements. However, the survey encompasses only selected occupations, and it is
limited by the broad industrial classification scheme. The area surveys for the SMSAs are published
separately from the national and regional summary.

The area wage surveys are released irregularly throughout the year as they are completed. Generally
the data are not available on tape. The technical documentation for the area wage surveys can be
found in the individual publications.

£S
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Data Source: BEA Capital Stock Data Base

Agency: Bureau of Economic Analysis (BEA)

U.S. Department of Commerce
Washington, D.C.

Publication(s): Fixed Reproducible Tangible Wealth in the United States,

Survey of Current Business (summaries)

Type of Data: Statistical estimates based on investment data

Demographic Content: None

Frequency: Annual estimates
Major Data Items Detail Area Industry (SIC)
1. Gross and net Structures and equipment None Up to 1-digit

capital stocks, age
of capital stock,
and gross investment

147
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Comments

The BEA capital stock data base is produced for and totally consistent with the national income and
product accounts (NIPA) of the United States. The data are estimates based on investment data and
the "perpetual inventory method.” The weak aspect of the estimating procedure is the determination
of useful service lives for the components of the capital stock. Obviously, these are unobserved
(and perhaps unobservable) and somewhat arbitrary. BEA's judgment is that 85 percent of the

Bulletin F service lives published by the Internal Revenue Service constitutes the best service life
approximation.

No information is available from this data base about the specific types of capital goods that make
up the capital stock outside the broad estimates for structures and equipment. Still, these data
constitute the major NIPA estimates of reproducible tangible wealth in the United States. The data
are available on tape in machine-readable form on a fee basis directly from BEA.

SS
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Data Source:

Agency:

Publication(s):

Type of Data:

Demographic Content:

Frequency:

Major Data Items

BEA Input-Output Tables

Bureau of Economic Analysis (BEA)
U.S. Department of Commerce
Washington, D.C.

Survey of Current Business, February 1979 (summary of 1972 tables)

1. Direct and total
requirements per
dollar of output

and May 1984 (summary of 1977 tables)

Statistical estimates of interindustry relationships in U.S. economy
based on many census data sources

None

1947, 1958, 1963, 1967, 1972, 1977

Detail Area Industry (SIC)

None Nation Up to 4-digit

9s
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Comments

The direct requirements or input coefficients of an I/0 table show the relative importance of the
various inputs required to produce a dollar of output, e.g., 10 cents of steel for every dollar of
sales of autos. The total requirements table summarizes the entire chain of events that occurs when
another dollar of output is produced. For example, one more dollar of sales of autos requires not
only 10 cents worth of steel directly (the direct effect), but also the production of 10 cents worth
of steel itself requires additional inputs, etc. (indirect effects).

The advantages of industrial analysis utilizing I/0 have long been recognized--it explicitly depicts
interindustry linkages in the economy. The main disadvantage, also well known, is that each dollar
of sales is presumed to have the same effects on output, both now and in the future. This constancy
of input requirements denies the very existence of economic change. The recently released 1977
tables are available on tape directly from the BEA,

LS


http://www.nap.edu/catalog.php?record_id=19295

Data Source:

Agency:

Publication(s):

Type of Data:

Demographic Content:

Frequency:

Major Data Items

BIE Capital Stock Data Base

Bureau of Industrial Economics (BIE)
U.S. Department of Commerce
Washington, D.C.

U.S. Industrial Outlook

Statistical estimates based on investment data
None

Annual estimates

1.

Gross and net

capital stock, gross

and net investment,
price deflator for
investment, and
average age of the
capital stock

Gross and net
vintage distribu-
tions of capital
stock

Detail Area
Structures and equipment None
By age-class Same as above

8s

Industry (SIC)

180 manufac-
turing and

21 non-
manufacturing
industries

Same as above
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Comments

The BIE capital stock data were developed for detailed industrial analysis. BIE uses the same
"perpetual inventory method” for calculating the capital stock as that used by BEA, but there are
differences. For instance, BIE uses physical depreciation defined as the decline in the ability of
capital to produce at a given output rather than the concepts of economic or tax depreciation. More
importantly, BIE stresses the vintage of the capital stock, defined by four age—-classes in their data
base. This provides more information than a simple gross stock measure but obviously still lacks

specificity insofar as the components of that capital stock. The data are available on tape in
machine-readable form from BIE on a fee basis.

6S
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Data Source:

Agency:

Publication(s):
Type of Data:

Demographic Content:

Frequency:

Major Data Items

Census of Population and Public-Use Samples
Bureau of the Census

U.S. Department of Commerce

Washington, D.C.

Census of Population (series)

Census or probability samples of individuals and households

Age, gender, race, ethnicity, and education by a variety of
other socioeconomic characteristics

1. Employment and
unemployment

2. Income

Decennial
Detail Area Industry (SIC)
503 occupations Nation, states, Up to 3-digit
SMSAs, and
counties of
100,000+
population

By type (wage and salary,
self-employment, social
security, household, etc.)
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Comments

The census of population and the various public-use samples are one of the most voluminous data bases
available to researchers. Complete census counts may include total population, age, gender, race,
various household measures, and urban/rural residence. The sample data provide expanded coverage and
include such items as occupation, and a variety of measures of labor force status, education, and
income. All tables are clearly identified as complete counts or sample estimates.

There are two primary problems in using the census of population in studying the employment effects
of technological change. First, the census is only accomplished once every 10 years, so time-series
analysis is limited to very long-run trends. Second, the definitions and classification categories
of individual variables in the census may change to reflect new occupations, changes in the job
content of occupations, the rise and fall of industries, etc. For instance, the occupational
classification system developed for the 1980 census is based on the Standard Occupational
Classification Manual promulgated by the Office of Federal Statistical Policy and Standards and
represents a significant departure from earlier censuses. In general, these types of changes require
researchers to be extremely careful in utilizing the census of population data; the comparability of
individual series over time may be tenuous.

The census of population series are generally available on a series of tapes in machine-readable
form. There are also public-use microdata files (1 percent and 5 percent samples) with the
individual and/or household identifiers suppressed that allow researchers to design their own
tabulations. The Bureau of the Census Catalog 1984 highlights all of the available 1980 census
products. The basic definition and overview of the technical documentation for individual data can
generally be found in the appropriate census of population publication series.

19
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Data Source:

Agency:

Publication(s):

Type of Data:

Demographic Content:

Frequency:

Continuous Work History Sample (CWHS)
Office of Research and Statistics
Social Security Administration (SSA)
Baltimore, Maryland

Earnings Distributions in the United States, Annual Earnings and

Employment Patterns of Private Nonagricultural Employees

Based on employer reports to SSA on employee earnings and information
on individuals' application forms for social security account numbers

Age, gender, race

Annual (1957 forward)

Major Data Items Detail Area Industry (SIC)
1. Employment and Individual matched Nation, states, Up to 4-digit
payroll longitudinal files available counties, SMSAs

from 1 percent sample

29
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Comments

The CWHS files constitute roughly a 1 percent sample of the total Social Security Administration
records. The annual employer reports on individual earnings are matched to the employee's
application for a social security account number to provide demographic data (age, including year of
birth, gender, and race). The CWHS data do not have occupational content, nor do they represent the
complete universe of employment since the social security system covers only about 90 percent of
total wage and salary employment. Still, the CWHS is a rich vein of demographic data by detailed
area and industry of employment.

The CWHS is actually a system of multipurpose research files. Special tabulations are available on
request for a fee subject to federal disclosure rules. Fortunately, the social security account
numbers of individuals have been scrambled, so records for individuals over time can be grouped to
form individual work histories (a longitudinal file). Since the base file in the CWHS is very large
and very difficult to work with, various agencies and research organizations have sponsored the
development of special files. For instance, the Bureau of Economic Analysis (BEA), Department of
Commerce, has used the CWHS to develop the BEA Migration Analysis Data System. Researchers are
advised to contact the Office of Research and Statistics, Social Security Administration, directly
about the existence and availability of CWHS-based files in other organizations.

€9
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Data Source:

Agency:

Publication(s):

Type of Data:

Demographic Content:

Frequency:

Major Data Items

County Business Patterns (CBP)
Bureau of the Census

U.S. Department of Commerce
Washington, D.C.

County Business Patterns

Virtual establishment census based upon Internal Revenue Service and
Social Security Administration records and Bureau of the Census
Annual Organization Survey

None

Annual

Detail Area Industry (SIC)

1. Employment and
payrolls

2. Establishments

None Nation, states, Up to 4-digit
and counties

SMSAs Up to 2-digit

By employment-size classes Same as above Same as above

v9


http://www.nap.edu/catalog.php?record_id=19295

Comments

The CBP provides a large quantity of local and regional data by detailed industrial sector but it is
limited primarily to employment and payrolls. The data exclude government employees, railroad
employees, and self-employees, although federal employees are listed in separate tables. Annual
reports for each state and a U.S. summary are published. Computer tapes, including some unpublished
industry data, are available from the Bureau of the Census on a fee basis.

The CBP data are similar to ES-202 data, CES data, and other economic census data such as the ASM or
COM, but there are various differences among these sources such as the definition of an establishment
or reporting unit, timing of benchmarks for the data, and the inclusion or exclusion of

self-employed. In total these differences tend to be minor, but comparisons across data sources for
individual series are not advisable.

s9
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Data Source:

Agency:

Publication(s):

Type of Data:

Demographic Content:

Frequency:

Current Employment Statistics (CES) (commonly called the 790 Program)

Bureau of Labor Statistics (BLS)
U.S. Department of Labor
Washington, D.C.

Employment and Earnings, including various national, state and other area

supplements

Nonagricultural establishment survey of about 166,000 voluntary reporting
units (probability of inclusion by employment size)

All employment by gender

Monthly with annual averages

Major Data Items Detail Area

1. Employment, payroll, Nonsupervisory, production, Nation, states,
and hours and construction workers and SMSAs

2. Overtime hours Production workers Nation

Industry (SIC)

Up to 4-digit

Selected
manufacturing
industries

99
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Comments

The CES survey is conducted monthly by the BLS in cooperation with the state employment security

. agencies. The primary data series on employment, payroll, and hours are the basis for many derived
series and indexes. Seasonally adjusted data are also published. In total the CES accounts for
about 2,800 national data series and 24,000 state and area series. The sample estimates are annually
benchmarked to the census data from the mandatory reports of establishments covered under the state
unemployment insurance (UI) laws (see the entry for the Employment and Wages Program) and other
census data as necessary. Thus the data are comprehensive and consistent if the latest benchmark is
utilized.

Data are collected for female employees but only for the aggregate of all employment by industry.
The survey instrument does not currently provide for either the hours or earnings of female
employees. The data on female employees are published at the national level. In general the level
of industrial and geographical detail is lower for smaller areas. Data are available on tape in
machine-readable form from BLS on a fee basis.
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Data Source: Current Industrial Reports Data
Agency: Bureau of the Census
U.S. Department of Commerce
Washington, D.C.

Publication(s): Current Industrial Reports (over 100 individual industries or commodities)

Type of Data: Survey

Demographic Content: None

Frequency: Varies (monthly, quarterly, and annual)

Major Data Items Detail Area Industry (SIC)

1. Shipments, inven-— Sometimes in both quantity and Nation only in Up to 4-digit
tories, orders, and value terms most cases

exports (selected)

Comments

The Current Industrial Reports of the Bureau of the Census provide timely data and thereby supplement
the economic censuses and annual surveys of manufactures. They also provide a voluminous amount of
data about specific commodities and industrial materials—from textile machinery in place to
computers to machine tools to processed foods. Many of these series are not available elsewhere.
Generally the data are not available on tape.

The primary limitation of the commodity data is that it is difficult to match that data with the SIC
industrial codes, which are actually groups of related commodities rather than single commodities.

It should also be noted that multiproduct establishments are assigned SIC codes on the basis of their
ma jor product, thus obscuring secondary products and by-products.
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Data Source:

Agency:

Publication(s):

Type of Data:

Demographic Content:

Frequency:

Major Data Items

Current Population Survey (CPS) and March Supplement
Bureau of Labor Statistics (BLS)

U.S. Department of Labor

Washington, D.C.

Employment and Earnings, Current Population Reports, Monthly Labor

Review (summaries)

Household survey of about 60,000 occupied households

Age, gender, race, and education by a variety of characteristics including
occupation

Monthly, with quarterly and annual averages

1. Employment and
unemployment

Detail Area Industry (SIC)
503 Bureau of the Census Nation, states, Up to 3-digit
occupations SMSAs, and

cities
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Comments

The CPS survey is accomplished monthly by the Bureau of the Census for the BLS. The basic purpose of
the CPS is to reliably estimate employment and unemployment. Other socioeconomic data, including
important labor force data, are available annually by including various supplementary questions in
the monthly surveys. The March Supplement, perhaps one of the most important for researchers
interested in the employment effects of technological change, obtains data on income, migration,
family status, occupation and industry. The CPS is increasingly used to meet the legislative
requirements for distribution of federal funds to state and local areas. It is the basis for the
monthly unemployment rates that are generally given wide media attention.

The CPS provides a broad array of socloeconomic data. However, it should be mentioned that this
information is gleaned from a household survey and subject to errors by the respondents. As with
most federal data programs, the geographic detail available is considerably less for smaller areas.
Special data can be tabulated on the records of individuals in the CPS to create matched files
limited, of course, to the duration of the individuals' participation in the survey.

The industrial and occupational coding in the CPS tend to be noncomparable with other data sources
and over time. The new 1980 Bureau of the Census coding scheme creates a significant break in the
CPS occupational time-series data. Although detailed occupational groups were statistically
reestimated for the 1972-1982 period, the procedure was not judged to be accurate below broad
occupational groupings or for specific age, gender, and race groupings (see Klein, 1984, in
References).

A comprehensive description of the design, methodology, and technical documentation of the CPS can be
found in The Current Population Survey: Design and Methodology (Technical Paper 40), available from
the Superintendent of Documents. Shorter descriptions, including the most recent changes in the
survey, are generally available in the publications listed in this table. Much of the data are
available on tape in machine-readable form on a fee basis. See the latest edition of the Bureau of
the Census Catalog. .
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NData Source:

Agency:

Publication(s):

Type of Data:

Demographic Content:

Frequency:

Major Data Items

Economic Census of Manufactures (COM) and Annual Survey of

Manufactures (ASM)

Bureau of the Census

U.S. Department of Commerce
Washington, D.C.

Census of Manufactures, Annual Survey of Manufactures

Establishment census or survey (56,000 establishments) by mail for large
firms and federal administrative records (Social Security Administration

and Internal Revenue Service) for small firms
None

Annual (census for years ending in 2 and 7)

1. Employment and
payroll

2, Value of shipments,

value—added,
capital expendi-

tures, and material

costs

3. Energy costs

Detail Area
Production and nonproduction Nation
workers
States, SMSAs,
cities, and
counties
None Same as above
By type of fuel Nation
States
SMSAs

Industry (SIC)

Up to 5-digit

Up to 4-digit

Same as above

Up to 4-digit
Up to 3-digit
Up to 2-digit
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Gross assets,
depreciation,
retirements, and
rental payments

5. Inventories

6. Supplemental wage
benefits

7. Location of
manufacturing
plants (computer
tape only)

Comments

Buildings and machinery
and equipment

Finished goods, work in
progress, and other

None

Not applicable

Nation
States

Same as above

Nation
States

States,
counties, and
cities

Up to 2-digit
All manufac-
turing

Same as above

Up to 4-digit
All manufac-
turing

Up to 4-digit

The COM and ASM are the most comprehensive source of price and quantity data about the manufacturing
sector by industry. In fact, they are the sole source of some industry data such as value-added,
capital expenditures, energy costs, and the gross book value of assets. However, the occupational
detail is limited to production and nonproduction workers, and no information is provided about age,
gender, or race of the workers. The level of industrial detail is less for smaller areas and less in
the ASM than in the COM.

These data bases are voluminous, but generally a series of tapes are avallable from the Bureau of the
Census. Technical documentation for the data are contained directly in the census of manufacturing
publications series.
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Data Source:

Agency:

Publication(s):

Type of Data:

Demographic Content:

Frequency:

Major Data Items

Employment and Wages Program (commonly called ES-202 Program)
Bureau of Labor Statistics (BLS)

U.S. Department of Labor

Washington, D.C.

Employment and Wages

Virtual nonagricultural establishment census produced as a by-product
of the nation's employment security programs

None

Quarterly reports (monthly employment data)

Detail Area Industry (SIC)

1. Employment and
payroll

UI taxable and total payrolls Nation, states Up to 4-digit
(counties by
request)

L


http://www.nap.edu/catalog.php?record_id=19295

Comments

The BLS in cooperation with the state employment security agencies compiles employment and payroll
data from the mandatory quarterly employer tax reports required to administer the state unemployment
insurance (UI) system. These reports are a virtual census of nonagricultural establishments and one
of the key sources of detailed regional data. However, it should be remembered that these data are
produced as a by-product of administrative reports rather than as a direct survey. There is no
occupational or demographic content available from this source.

Although the ES-202s are filed quarterly, the reporting form requires monthly data on employment for
the payroll period including the twelfth of each month. Generally, an establishment is at a single

physical location, but the definition of a reporting unit in the ES-202 program may differ from other
federal data programs. Both the BLS and the state employment agencies publish summaries of the data,

including annual averages. Depending on the specific request, the BLS may provide this data on tape
in machine-readable form on a fee basis.
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Data Source:

Agency:

Publication(s):

Type of Data:

Demographic Content:

Frequency:

Major Data Items

Equal Employment Opportunity Data Base of Private Employers (EEO-1)

Equal Employment Opportunity Commission (EEOC)
Washington, D.C.

Equal Employment Opportunity Report: Job Patterns for Minorities

and Women in Private Industry

Enterprise survey of all private firms with 100 or more employees;
multiestablishment firms required to submit individual reports on all
establishments with 50 or more employees plus a consolidated report; special
reporting procedures for Hawail and federal contractors

Gender, race, and ethnicity

1. Employment

Annual
Detail Area Industry (SIC)
Nine major occupational Nation, states, Up to 3-digit
groupings counties,
SMSAs, and
cities with
populations

of 50,000 or
more
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Comments

EEO-1 reports have been required of all private employers with 100 or more employees since 1966. The
data are limited in occupational detail but rich in information about gender and race characteristics
for those occupations. The data are available for 3-digit industries and a variety of geographic
areas subject to confidentiality requirements. The EEOC is encouraging the dissemination and use of
EEO-1 data. Special tabulations and requests should be directed to the EEOC.

The primary limitation of the EEO-1 data are that only private employers with 100 or more employees
are required to file reports. Multiestablishment employers must report separate employment data for
the headquarters unit and for all establishments with 50 or more employees (25 employees for most
years prior to 1983). Thus the coverage of the EEO-1 data is less comprehensive for those industries
with many small employers and/or small establishments. Coverage generally ranges from 30 percent in
trade and services to 70 percent in manufacturing, transportation, communication, and public

utilities. Since the EEO-1 survey is not a random sample, universe estimates for the data are not
available.

There are a number of strengths in the EEO-1 data. First, it is the only data set with information
about Asian Americans and American Indians. Second, it is employer—-based, so the data may be more
accurate than household surveys. Third, it is especially noteworthy that the definitions of the nine
broad occupational groupings have not been changed since 1966. Finally, the data tend to be timely
in that they are available currently through 1983,
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Data Source:

Agency:

Publication(s):

Industry Wage Surveys

Bureau of Labor Statistics (BLS)
U.S. Department of Labor
Washington, D.C.

Industry Wage Surveys, Monthly Labor Review (summaries)

Type of Data:

Demographic Content:

Establishment survey

Some data by gender in selected surveys only

Frequency: Irregular
Major Data Items Detail Area Industry (SIC)
1. Employment, standard Selected occupations vary by Nation and Up to 4-digit
hours, and standard industry selected
payroll smaller areas
2. Supplementary wage Health, insurance, pension Nation Same as above

benefits

plans, holidays, vacations,
shift differentials, and
other
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Comments

Industry wage surveys are conducted irregularly by BLS. The scope, timing, and selection of
industries are determined by BLS in consultation with other federal and state agencies and private
firms. Technological developments and specific user interests may affect the industries and
occupations selected. The data are not generally available on tape.

The industry wage surveys provide a wealth of information on hours, earnings, and fringes for
selected occupations. The surveys are too irregular to provide any time-series data, except for
communications (annual until 1981) and perhaps insurance (four surveys in last 10 years). The
emphasis in these surveys is clearly on the industry occupational wage levels. BLS reports that the
survey error for the wage levels is 5 percent, whereas the survey error of the estimates of
employment by occupation can be as high as 20 percent. Thus extreme caution must be used in
interpreting the figures for occupational employment.
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Data Source:

Agency:

Publication(s):

Type of Data:

Demographic Content:

Frequency:

Major Data Items

National Center for Education Statistics (NCES)

National Center for Education Statistics

U.S. Department of Education
Washington, D.C.

Digest of Education Statistics

Surveys
Age, gender, race, education

Annual, biennial, and other

Detail

1.

2.

Enrollments
Educational attain-
ment levels

Employment and
salaries

Employment status
of recent graduates

By level of institution,
ma jors

By years of schooling
completed

By level of institutions,
faculty rank

By degree, type of school

Area

Nation, states

Nation

Nation

Nation

Industry

(s1C)
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Comments

NCES is charged with the responsibility to collect, collate, and disseminate statistics related to
education in the United States. NCES conducts many ongoing surveys, speclial surveys, and other
activities in carrying out this mission. It also publishes selected data from other sources that
relate to its primary mission. Some surveys and merged files are available on tape in

machine-readable form on a fee basis. For further information see the latest NCES Directory of
Computer Tapes.

The NCES data appear to have limited use in occupation—industry analysis. However, there is
considerable data about teachers (including forecasts), some data about recent graduates, and various
other specialized qualitative data.
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Data Source: National Science Foundation's Science and Technology Funding Resources
Data System

Agency: National Science Foundation (NSF)
Washington, D.C.

Publication(s): Federal Funds for Research and Development, Research and Development in
Industry

Type of Data: Federal agency survey and company survey

Demographic Content: None

Frequency: Annual
Major Data Items Detail Area Industry (SIC)
1. Research and By a variety of charac—- Nation Selected
development spending teristics such as type of
research, source of funding,
sales, and employment
Comments

The National Science Foundation's federal funds survey and industry survey (conducted by the Bureau
of the Census for NSF) provide data on the magnitude and trends in research and development (R&D)
spending in the United States. The federal funds survey assesses the role of federal agencies in R&D
spending, while the industry survey accomplishes the same goals for private industry. Although both
manufacturing and nonmanufacturing are represented in the private industry survey, selected
disaggregation is provided only for manufacturing. Special tabulations may be available directly
from the Bureau of the Census subject to confidentiality requirements. Technical documentation for
the surveys is contained in the NSF publication A Guide to NSF Science/Engineering Resource Data.
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Data Source:

Agency:

Publication(s):

Type of Data:

Demographic Content:

Frequency:

Major Data Items

National Science Foundation's Scientific and Technical Personnel
Data System

National Science Foundation (NSF)
Washington, D.C.

Characteristics of Experienced Scientists and Engineers,
Characteristics of Doctoral Scientists and Engineers in the
United States, Characteristics of Recent Science/quineeriq&
Graduates, and a variety of other publications

Individual surveys with about 30,000 to 60,000 responding individuals;
samples stratified by various characteristics

Age, gender, race, and education
Biennial for experienced scientists and engineers and doctoral scientists and

engineers, periodic for recent science/engineering graduates

Detail Area Industry (SIC)

1. Employment,
unemployment, and
salaries

By occupation and a variety of Nation Up to 2-digit
other characteristics
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Comments

The National Science Foundation's Scientific and Technical Personnel Data System is a rich vein of
occupational, demographic, and other socioeconomic information about one component of the nation's
labor force, its scientific and technical personnel. The data are published in numerous NSF
publications. Of these, the most comprehensive data on minorities and women can be found in the
biennial publication, Women and Minorities in Science and Engineering. Some of the data are
available on tape in machine-readable form, and special tabulations may be prepared on a fee basis.
For further information in this regard and technical documentation of the data, see A Guide to NSF
Science/Engineering Resources Data.

The National Science Foundation supports and uses a number of data bases in developing its own
surveys and statistics. For instance, the Doctorate Records File, compiled and maintained by the
National Academy of Sciences (NAS) for NSF and other federal agencies, is a virtual census of
doctorates awarded since 1920 and forms the basis for NSF's (actually conducted by NAS for NSF)
biennial survey of doctorates. NSF also supports and utilizes the Occupational Employment Statistics
of BLS and the educational statistics developed by the National Center for Education Statistiecs.

NSF uses its own taxonomies in developing statistical estimates. NSF totals may therefore not agree
with other data sources. Researchers must be cautious in combining NSF data with other data in
performing statistical analyses.
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Data Source:

Agency:

Publication(s):

Type of Data:
Demographic Content:

Frequency:

Major Data Items

National Survey of Professional, Administrative, Technical, and Clerical Pay
(PATC Survey)

Bureau of Labor Statistics (BLS)
U.S. Department of Labor
Washington, D.C.

National Survey of Professional, Administrative, Technical, and Clerical Pay,
Monthly Labor Review (summaries)

Establishment survey based on a suitable sampling frame
None

Annual

Detail Area Industry (SIC)

1. Employment and
payroll

Comments

101 skill levels within two Nation Up to 1-digit
dozen occupations surveyed

The PATC survey is conducted by BLS, but the major components of the sampling frame such as the
occupations, establishment size, and industries surveyed are determined by the President's Pay
Agent——the Secretary of Labor and the directors of the Office of Management and Budget and the Office
of Personnel Management. The survey covers primarily medium and large firms with the results used
directly in the pay comparability process for federal white-collar employees. The occupational
definitions are specifically designed to be tramnslatable into federal occupations and may therefore
differ from those in other federal and private programs. The data are not available on tape.
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Data Source:

Agency:

Publication(s):

Type of Data:
Demographic Content:

Frequency:

Major Data Iltems

Occupational Employment Statistics (OES) Survey
Bureau of Labor Statistics (BLS)

U.S. Department of Labor

Washington, D.C.

Occupational Employment, Occupational Outlook Handbook, and a variety

of specialized publications at national and state levels
Establishment survey (see comments for basis of projections)
None

Three-year cycle: manufacturing, nonmanufacturing, and trade,

transportation, communications, utilities, and government services

Detail Area Industry (SIC)

1. Employment and
staffing patterns
and projections
thereof

About 1,700 occupations Nation, states, Up to 3-digit
and selected
smaller areas
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Comments «

The OES program of BLS is accomplished i