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ABSTRACT

At the request of the U.S. Bureau of Mines, the Committee on Materials
Substitution Methodology assessed the available analytical modeling techniques
for their utility in treating and interpreting the mechanisms of materials
substitution. The techniques were classified under eight categories, viz.,
extrapolation, case studies, optimization, econometrics, input/output,
simulation, judgmental studies, and engineering studies. Invited papers on
the techniques were presented and discussed at a workshop. Through extensive
deliberations, the workshop and committee examined the strengths and
weaknesses of the techniques and ranked each from three points of view:
requirements of the technique, potential uses, and criteria for selection.
The rankings assigned were high, medium, and low; they are displayed in
tabular form in three tables.

While offering no explicit recommendations, the committee reached a
number of conclusions. It concluded that no single technique can provide a
comprehensive means of forecasting and analyzing substitution among
materials. However, a good grasp of the strengths and weaknesses of the
available techniques is necessary to understand the effects of various factors
on materials substitution. It also concluded that the analyst is more
important than the technique. Some modeling techniques are better suited to
retrospective analysis (e.g., econometrics). Others are more suitable for
accounting for future uncertainties and prospects (e.g., simulation or
judgmental models). Materials substitution is most appropriately analyzed in
terms of the long run. ’

In summary, the report outlines the potential of the available
techniques for expanding our ability to treat and manage the substitution of
one material for another. In light of this potential, the committee believes
that the techniques examined merit vigorous development, refinement, and
augmentation. .

i1ii
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PREFACE

The current interest in materials substitution has several sources. An
important one is that most industrial nations, including the United States,
are net importers of many materials. As such, they are vulnerable to
disturbances of prices and supplies, including disturbances induced by
producer nations, acting singly or as cartels. Materials-importing nations,
therefore, are strongly interested in potential substitutes for imported
commodities. In particular, they are interested in the time required to make
specific substitutions and the disruptions likely to result from such shifts.

In the longer run, the possible depletion of natural resources creates a
need to be able to assess the substitutabllity of reproducible or relatively
abundant materials for scarce materials. It is also essential to be able to
manage limited stocks of natural resources in the optimum manner.

Against the backdrop of such concerns, the National Materials Advisory
Board*, at the request of the Bureau of Mines, formed the Committee on
Materials Substitution Methodology. The committee's task was to assess the
available analytical tools for their utility in treating and interpreting the
mechanisms of materials substitution. Typical issues which these analytical
techniques might be used to address include:

At current prices, and assuming no radical change in technology or
consumer preference, what will be the market share of competing
materials in specific applications at various points in the future?

If a disruption occurred in the market for a material, what would be
the substitution dynamics in the end use applications? (i.e., How
much could be substituted for at various prices? How long

would it tage to make the substitutions?)

What will be the effects of technological change on the competition
between materials in specific applications (e.g., How will the
requirements for higher operating temperatures in the future affect
the competition between cobalt and nickel in superalloys?)?

In addition to assessing the strengths and weaknesses of the techniques,
the committee was to evaluate the potential for new research directions and
the desirability of developing new analytical techniques.

Qf)To achieve these goals, the committee invited 30 to 40 persons to a

workshop on June 11-12, 1980. The workshop was held at Woods Hole, Massachusetts,
to minimize disruptive influences. Invited papers were presented during the first
day of the workshop. The presentations were followed by deliberations by separate
working groups that continued into the following day. During the last half of the

second day a plenary session was held to hear and to discuss the reports of the
working groups.
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The purpose of this meeting was to examine the strengths and weaknesses
of the available substitution methodologies when applied to national materials
requirements, and to the forecasting and analysis of materials markets. The
attendees were called upon also to define the methodologies needed for these
problems and, where such methodclogies did not exist, to discuss whether or not
they could be developed. In addition, comments pertaining to the development
of new data bases or the refinement of existing ones were solicited.

This report is a campilation of the workshop's findings (Part 1), the
invited papers (Part 2), and the summary and conclusions of the committee.

The committee wishes to extend its thanks and appreciation to its
technical advisors and other participants in the Woods Hole workshop.
Particular thanks are due those who presented formal papers. The contributions
of all who attended were invaluable to the committee's work.

Joel P. Clark, Chairman

* The National Materials Advisory Board is a unit of the Commission on
Engineering and Technical Systems of the National Research Council. 1Its
general purpose is the advancement of materials science ahd engineering in the
national interest.
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SUMMARY AND CONCLUSIONS

SUMMARY

There is concern in the industrialized countries of the world about
future problems in the markets for non-fuel minerals. These potential
problems may be classified into two categories: resource depletion, and
sudden interruptions in prices or supplies.

Substitution among materials is an important option that is often
available to any industrialized society. In theory it can provide solutions
to both of the potential problems mentioned above. However, in spite of its
importance, there is much to learn about materials substitution. 1In
particular, the driving forces for substitution, the time delays necessary for
substitution, and interdependence of materials requirements are not well :
understood in most mineral markets.

There are a number of techniques that have been or can be applied to the
study and analysis of materials substitution. The Committee on Materials
Substitution Methodology has classified them under eight headings:

Input/output
Simulation
Judgmental Studies
Engineering Studies

e Extrapolation
e Case Studies
e Optimization
e Econometrics

The committee has examined these methods of analysis and ranked them in
terms of their relative strengths and weaknesses. The methods are essentially
modeling techniques, and the committee has ranked them from three points of
view: requirements of the technique; potential uses; and criteria for
selection for particular uses. The rankings assigned are high, medium, and
low; they are displayed in tabular form in Tables 1, 2, and 3 (pp. 4-6).

CONCLUSIONS

The committee concludes from its deliberations that no single technique
can provide a comprehensive means of forecasting and analyzing of substitution
among materials. That is, there is no unique method which can be used to
forecast substitution among materials or to analyze (1) the implication of a
substitution on such factors as the demands for competing or complementary
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level, greater understanding of, and ability to develop, substitution
strategies could promote effective use of natural resources. Furthermore,
such techniques could enable industries to identify the points of their
greatest sensitivity to materials supply and to act accordingly.

In sum, this report outlines the strengths and weaknesses of the

techniques which are currently available as tools for forecasting and analysis
of materials substitution.
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Table 1.

Comparison of Requirements of the Technique

Extrapo- Case Optimi- Econo~ 1Input/ Simu- Judg- Engi-
lation Studies zation metrics Output lation mental neering
Data
Requirements Low High High High High Medium Medium High
Costs -
Building Low Medium Medium Medium Medium High Medium Medium
Costs - .
Maintenance Low Low Medium Medium High Medium Medium Medium
Costs -
Using and Low Low High Medium High High Medium High
Documentation
Costs of
Calculatcion Low NA Medium Medium High Medium Low Medium
Personnel Low Medium Medium Medium Medium Medium High Medium
Development
Time Low High High Medium High High Low High
Requirements: Low means that the requirements are simple.

High indicates that the requirements are complex or detailed.

NA:

Not Applicable
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Table 2. Comparison of Potential Uses of the Techniques

Extrapo- Case Optimi- Econo- Input/ Simu- Judg- Engi-
lation Studies =zation metrics Output lation mental neering
Porecasting
short Range Medium NA Low Medium NA Low High Medium
Forecasting
Medium Range Low NA Medium Low NA Medium Low Low
Forecasting
Long Range Low NA Medium Low NA Medium Low Low
Impact
Analysis NA Medium High Low NA High Low High
Technology
Impact
Analysis NA Medium High Medium NA High Low Medium
Economic
Impact
Analysis
Policy/Requ- NA Medium Medium Medium NA High Low Low
latory
Materials .
Selection NA Low Medium Low NA Low Medium High
Historical
Analysis NA High Medium High Low Medium Medium Medium
Implications .
of Substi- NA Medium Medium Low Medium Medium Medium NA
‘ tution

Potential Uses:

means easier to use or more effective
means not applicable

Low means more dAifficult to use or less effective
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Table 3. Comparison of Criteria for Selection

Extrapo- Case Optimi- Econo- Input/ Simu- Judg- Engi-
lation Studies zation metrics Output lation mental neering

Application Desired:

Forecasting Medium NA Low Medium NA Low High Low

Analysis NA Medium High Medium NA High Low High
Budget and Time .
Constraints Low High Medium Medium Medium High Medium High
Sensitivity to
Changes in:

Technology Low Low High Medium Medium Medium Medium Medium

Economic

Factors Low Low Low High Medium Medium Medium Medium
Transparency:

To Naive User High High Medium Low High Low High High

To Expert User High High High Medium Medium Medium Low Medium
Ability to Validate:

Internal

to Method High Medium Low High Low Low Medium Low

External to

Me thod Medium Low Medium High Medium Medium Low Low
Level of
Aggregation High Low Medium High Medium Medium Low Low

to High to High to High to High

Selection Criteria: For application desired, a high rating is favorable. Por those

characteristics that are desirable, i.e., transparency, ability to validate, and level

aggregation, a high rating is good.

factors, a high rating is bad.

NA means not applicable

Por those characteristics that are undesirable,
i.e., budget and time constraints, sensitivity to changes in technology or economic
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INTRODUCTION

The essential role of mineral resocurces in the industrial and
dafense~related industries of the United States is well recognized. The
adverse effects of supply disruptions and discontinuous changes in prices
became painfully clear in the last decade, especially in the energy markets.
Now there is considerable concern among the industrialized nations of the world
about the potential for the occurrence of similar events in the non-fuel
mineral markets in the current decade.

Potential problems related to non-fuel mineral markets may be classified
into two categories: resource depletion, and sudden interruptions in mineral
prices or supplies. There is some concern that resource depletion will
severely constrain economic growth in the not-so-distant future. For example,
it has been suggested (Skinner 1976 & 1979) that the few abundant materials in
the earth's crust (e.g., iron, aluminum magnesium, titanium) must inevitably
replace the scarcer ones in most engineering applications, and that the cost
of extraction of geochemically scarce elements will undergo steep increases as
lower grade ores are processed.

On the other side of the debate are those who argue that substitution
among materials and technological change are the mechanisms that will provide
our society with an inexhaustible source of raw materials in the future
(Goeller 1976, Smith 1979). Indeed a number of economic studies have shown
that substitution and new technologies have reduced the real prices of raw
materials over the last century (Smith 1979).

Interruptions in the prices or supplies of minerals have occurred in the
past due to a number of factors, including the formation of cartels, military
actions, civil disturbances, embargoes and natural disasters. The potential
for supply interruptions and/or large price increases has increased in a
number of mineral markets in recent years. Of particular concern is the
increasingly complex and unstable political situation in the central and
southern regions of Africa. For instance, the invasion of the Shaba province
of Zaire in 1978 by Katangan rebels was a major factor in the approximately
seven-fold increase in the dealer price of cobalt during a one year period.
Moreover, there are a number of other important materials, on which the United
States is almost entirely dependent, that are produced predominantly in
southern Africa. These include chromite, manganese, platinum, and palladium.

The ability to substitute for materials that are in short supply or that
are subject to rapid price escalations is an important option that should be
available to any industrialized society. That is not to say that substitution
is technically feasible in every instance or that it is economically feasible
in the range of historic materials prices. However, if material substitution
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were to occur in an ideal manner, we could expect to see a solution to the
problem of long~run resource depletion (Goeller 1976) as well as a means of
ameliorating the adverse consequences of sudden market disruptions. Despite
its importance, we have much to learn about materials substitution. For
instance, the primary driving forces for material substitution--relative
prices, technological change, government regqulation, consumer
preferences--vary from material to material and from application to
application. These driving forces have not been analyzed in depth for most
material markets. Other factors which are usually poorly understood include
the time response necessary for substitution to occur at various relative
price ratios, the reversibility of the substitution process, and the
interdependent nature of material requirements in particular, applications.

The ability of material users to substitute back and forth among
materials as relative prices change, i.e., the reversibility, varies from
application to application. There is a change in relative price that is
required to induce substitution in the opposite direction once the original
substitution has occurred. In many instances, a greater relative price is
required to effect a substitution in the opposite direction because of the
necessity to make expenditures for capital equipment in the original
substitution process. For instance, if cobalt-base superalloys are
substituted for by nickel-base superalloys, there will be an attendant change
in requirements for "minor" alloying elements such as tantalum and columbium.

The purpose of this report is to critically assess the various
methodological approaches which are currently available as tools for
forecasting and analyzing substitution among materials with the following
questions in mind:

What is now available?
What are the strengths and weaknesses of each approach?

What is needed to improve our capabilities?

The objectives of this effort were:

(1) To describe approaches which are suitable for forecasting and
analysis of substitution among materials over the short, medium,
and long terms.

(2) To provide an opportunity for the presentation and review of papers
dealing with the use of the major methodological approaches in a
forum where representatives cf alternative points of view were
present (i.e., advocates of different methodologies).

(3) To identify limitations which are inherent in the methodological
approaches themselves or which result from applying a model in a
particular context.
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(4) To describe approaches which are suitable for forecasting and

analysis of substitution among materials over the short, medium,
and long terms.

The Committee on Materials Substitution Methodology classified the
available methodological approaches under eight headings:

e Extrapolation e Input/Output

e Case Studies e Simulation

e Optimization e Judgmental Studies
e Econometrics ® Engineering Studies

The committee pursued its efforts primarily by means of a two-day
workshop. Invited papers on the various techniques were presented and then
were analyzed by small working groups made up of invited participants as well
as committee members. The committee used the reports of these analyses and
further extensive deliberations to arrive at its consensus findings.

This report of the committee's findings is in two parts. Part 1
includes discussions of each of the eight analytical techniques examined and
an evaluation of the relative strengths and weaknesses of each. The committee
consensus as to the strengths and weaknesses is also presented in tabular form
to permit ready assessment of the utility of a given technique for a given
_purpose. Part 2 of this report comprises the invited papers at the workshop.
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WORKSHOP RESULTS

EXTRAPOLATION

Extrapolative or pure time-series forecasting techniques use the
historic behavior of a variable to predict its future. The distinguishing
feature of these techniques is the forecasting function, which depends only on
time. Usually, the variable of interest is observed at discrete, equally
spaced intervals, and some systematic pattern is identified. This pattern is
then forecast to continue. The simplest example of an extrapolative technique
is linear trend analysis--fitting a straight line to historical data and
projecting the continuation of the fitted trend. However, much more
sophisticated techniques can be used to estimate a variety of nonlinear trends
as well as cyclical deviations from these trends.

Por extrapolative techniques to be useful, historical relationships must
be relatively stable; we must assume that the future will be like the past, a
possibility that becomes increasingly unrealistic as the forecasting period
lengthens. Therefore, extrapolative techniques are often more appropriate for
short~term than for long~term forecasting.

The Use of Extrapolative Techniques

In the area of materials substitution, extrapolative techniques have
been applied most often to market-share data. If X; and X, represent
consumption of competing materials for a particular purpose, then S;, the
market share of the first material, is §; = X,/(X;+X,) and S5 =1 - Sy.
Extrapolative techniques can be used to predict the evolution of these shares,
over time.

Several consequences of formulating the analysis in this way are:

(1) The market must be defined; i.e., the area
of potential substitution must be known in advance.

(2) Appropriate units must be chosen for measuring X; and X,.

(3) The forecasting function can only assume values
between 0 and 1.

11
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Market definition can be complicated by changes in technology and in consumer
tastes. Choosing appropriate units presents a problem because materials
possess many properties (strength, ductility, electrical and thermal
conductivity, for example), but one summary measure of the materials' utility
must be selected. The requirement that the forecasting function assume only
values between 0 and 1 implies that linear trend fitting is rarely justified
(market shares eventually become negative or greater than 1). However, a
linear relationship can be used to forecast the consumption ratio, X;/X,.

Trends can be assumed to conform to a variety of nonlinear functional
forms-~exponential, logarithmic, or sinusoidal, for example. However, by far
the most common functional form used to study trends in market shares is the
logistic form,

Sy = (1 + exp - K (t-u)]~},

where, at 8; = .5, t = u, and the rate of change of the fraction substituted
is .25K. The assumption underlying the use of a logistic-curve trend is that
the percentage change in the new material's market share will be proportional
to the 0ld material's market share. §S; initially increases slowly, but, as
the new material takes hold, the increase is more rapid. However, as the
market is saturated, the increase in S; slows again. The percentage change
in 8y's market share decreases monotonically. However, the absolute change
increases and then decreases.) When S; is plotted as a function of time, it
takes on the familiar "S" shape. PFisher and Pry (1971) fitted logistic curves
to 17 historic examples of substitutions (synthetic for natural fibers, for
example) and found that, in each case, the "S" shape gave a reasonably good
approximation to the data.

Pisher and Pry's method provides a description of the substitution
process that has a certain intuitive appeal. However, it does not explain why
some substitutions progress more rapidly than others. The logistic function
is a family of curves, each completely defined by two parameters, K and u.
Several authors have attempted to model the determination of the parameters X
and u (or, equivalently, the speed of the new material's or product's
penetration of the market). Mansfield (196l1) looked at the percentage of
firms adopting an innovation and found that differences in adoption rates were
explained by the profitability of installing the innovation and by the size of
the investment required to install it. He also looked at other determinantsg~-
the durability of capital, the rate of growth of the firm,and the phase of the
business cycle--but found that these factors were statistically insignificant.
Ayres, Noble, and Overly (1971) used the logistic curve to forecast
interindustry patterns of trade (changes in input-output coefficients over
time) and concluded that changes in relative prices explain differences in
rates of substitution. They assume that (1) the price ratio, Py/P,,
decays exponentially over time, (2) the percentage change in consumption ratio
is linearly related to the percent range in price ratio, and showed that these
assumptions imply logistic-curve time patterns for market shares.
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More complicated time-series forecasting techniques attempt to explain a
variable's systematic deviations from its fitted trend. For example, both
Box-Jenkins and spectral techniques examine the behavior of a detrended time
series (Mansfield 1961). (A Box and Jenkins forecasting equation consists of
the ratioc of two polynomials in the backshift operator. Detailed discussions
are found in Box and Jenkins (1976). Spectral techniques are discussed by
Bloomfield (1976). Box—~Jenkins techniques look at behavior in the time domain
and relate present values of a variable to its history. These techniques are
particularly useful for predicting responses to random shocks. Spectral
techniques look at behavior in the frequency domain. They decompose a time
series into a set of orthogonal components, each associated with a frequency,
and show the contribution of each frequency band to the total variance of the
variable. Box-Jenkins and spectral techniques have been used extensively to
forecast a variety of time series but, to the committee's knowledge, they have
not been used to model substitution.

Strengths and Weaknesses

The principal advantage of extrapolative forecasting models is the
extreme ease with which they can be constructed. With a logistic-curve trend
for Sy, the market share of product 1, $;/(1-8;) is an exponential
function of time, and, therefore, its logarithm is a linear function of time.
Ordinary least squares can thus be used to estimate the two parameters in the
equation. If the trend assumes some other commonly used functional form,
estimation is apt to be equally simple. In addition, data requirements are
very modest. All that is needed is time-series observations on X; and
Xy==consumption of the competing materials in the area of interest.

Because the models are so simple, however, their usefulness for
forecasting and analysis is fairly limited. Extrapolative techniques have
been used to forecast market shares over long periods (several decades).
However, any major change in relative prices, technology, or government policy
will upset these forecasts. These methods are most useful, therefore, for
short-run forecasting when changes in the underlying structure are expected to
be minor.

Extrapolative techniques provide a very convenient and easy-to-interpret
summary of the history of market penetration. However, the models do not lend
themselves to assessing the impacts of future events such as new government
regulations, supply disruptions, or cost changes. (Box~Jenkins techniques can
be used to assess the impact of exogeneous shocks. Howaver, it must be assumed
that the reaction will be the same regardless of the source of the shock.) The
simple form of the models does not capture the complexity of factors or casual
relationships that actually determine substitution.

Validation of model output is very simple, at least for the historical
period=-i.e., the observed market shares can be plotted against their fitted
trends. However, because these models are more descriptive than causal, there
is little structure to validate.
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For a given application, therefore, the ease and low cost of
constructing and using these models must be balanced against their limited
usefulness for forecasting and analysis.

CASE STUDIES

Case studies of material substitution entail an in-depth analysis of
changes in material consumption in one or a number of specific end uses. For
example, the investigation by Demler and Tilton found in Part 2 of this volume
identifies the amount of tin used annually to produce beer and soft drink
containers in the United States during 1950-1977. 1In addition, case studies
examine the factors responsible for material substitution. They attempt to
asgsess the relative importance of changes in material prices, technology,
government regulations, consumer tastes and preferences, and the other factors
responsible for substitution.

In some studies the analysis of the underlying factors responsible for
changes in material consumption is preceded by an intermediate step that
breaks down the changes in material use intoc various causal components. For
instance, Demler and Tilton in their analysis of beer and soft drink
containers (Part 2 of this report), assess the effects on tin consumption of
changes over time in (1) beer and soft drink consumption; (2) the portion of
consumption shipped in packaged containers, such as bottles and cans, as
opposed to kegs and other bulk containers; (3) the portion of the packaged
beverage shipped in tinplate cans; (4) the number of tinplate cans of average
size needed per barrel of beverage; and (5) the weight of the tin in an
average tinplate beverage can. This intermediate step helps determine how
much of the change over time of material usage is due to material
substitution. It is also useful in assessing the importance of material
prices and the other factors that ultimately are responsible for changes in
material usage.

Use of Casgse Studies

Case studies are a particularly useful tool for analyzing material
substitution. Their depth and detail can provide insights into the nature and
the determinants of material substitution that other methodologies miss. Case
studies can also be used to test more general hypotheses or models of material
substitution. They may produce unanticipated findings regarding the factors
affecting substitution, the nature of the functional relationship between
these factors and material usage, the time lags and responses in these
relationships, and other important considerations. Such findings may then
stimulate the formulation of new and better hypotheses and models.

In addition to expanding our general understanding of material
substitution, case studies may also provide useful information for contingency
planning. The National Materials Advisory Board, government agencies, and
other organizations on a number of occasions have estimated the extent to
which material substitution could alleviate critical material shortages in the
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event that imports of particular commodities were cut off during a national
emergency. Careful case studies of the major end uses of such commodities can
assist in such evaluations. They can provide information on the extent to
which alternative materials might be employed, the cost in terms of poorer
performance or higher prices, the time required to make such changes, and the
impl ications for the avajilable supply of the alternative materials. 1In
similar fashion, case studies can facilitate efforts to appraise the effects
of changes in government requlations, material prices, or other variables on
material usage.

Limitations of Case Studies

Aside from such contingency forecasting, case studies are not an
appropriate tool for forecasting. By their nature, they focus on the past.
It is true that in extending our knowledge of material substitution, case
studies enhance our ability to specify causal models for forecasting and
analysis of material requirements one, five, or 20 years in the future. 1In
the process of conducting case studies, we may also enhance our ability to
develop better judgmental models for assessing future material needs. Still,
the case study approach by itself involves explaining, rather than predicting,
material substitution.

Several other limitations of the case study approach should be noted.
The scope of most such studies is quite narrow, since they focus typically on
material consumption in one or several end uses. As a result, their findings
may be specific to the particular end uses examined, and these may or may not
be of much importance. It is possible, of course, to determine the extent to
which conclusions can be generalized by conducting a large number of case
studies, but this is costly both in terms of the funds and man~hours required.

Even when only a few end uses are considered, an extensive effort is
often required to carry out a case study. Considerable data, much of which
may not be readily available, must be gathered and analyzed. Where
information is lacking, techniques for obtaining reliable estimates must be
devised. Interpreting the data and drawing valid conclusions usually involves
some judgment, which should be checked by those with knowledge and experience
in the end use sectors examined. This typically involves interviewing and
travel. As a result, case studies are expensive in terms of the quality and
the quantity of research time they require.

Compl ementary Value

In considering the relative advantages and disadvantages of the case
study methodology, it is important to point out that this approach should be
considered more of a camplement than a substitute for other material
substitution methodologies. As noted earlier, case studies provide a useful
means of checking or testing other methodologies. By their narrow focus and
depth, they also provide insights into the nature of material substitution
that enhance the analytical capability and forecasting accuracy of other
approaches.
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OPTIMIZATION TECHNIQUES

The optimization of a system, such as a materials system or subsector,
implies a selection of individual processes or material forms from several
alternatives on the basis of the specific optimization criterion, usually
minimum cost. In optimization analyses, the critical factors are the
characterization of the competing options and the specification of the
objective function to be optimized. Optimization is a normative process,
indicating the preferred decision or direction~-what should be done~-given the
assumptions made in the analysis (behavior patterns, the form of the
constraints, and the objective function, etc.). In some cases, particularly
where uncertainties are not dominant and objectives are relatively simple, the
optimization process also has some simulation capabilities.

The major optimization techniques that are employed in resource
allocation, process selection, and substitution analysis are mathematical
programming (linear and nonlinear), dynamic programming, and optimal-~control
theory. Of these, linear programming has been used extensively in view of its
ability to include extensive technical detail on the system being analyzed. A
major strength of these optimization techniques is the facility with which an
analyst can include both technical and economic factors in his analysis. The
descriptive equations of an optimization model are usually developed in
physical terms—--e.g., energy and material balances, equipment utilization, and
manpower requirements--while the objective functions generally consider such
economic considerations as cost minimization or profit maximization. Solutions
to resource-allocation or process—selection problems formulated along these
‘lines reveal the marginal value, or cost, of limited resources.

The role of optimization in the analysis of substitution possibilities
among materials depends primarily on the point in the materials system at
which the substitution may occur. The possibilities for insights through
formal optimization are usually greatest when the competing resources or
technologies produce almost identical products or services. Under these
circumstances, the market shares among competitors can readily be analyzed as
a relatively simple function of the cost of the use of the alternative
material resources, the cost of conversion technologies, the efficiency of
material resource use, the cost of ancillary inputs such as energy and labor,
and the environmental or regulatory contraints. The variables can be handled
in most process optimization models using a single profit- or
welfare-maximizing function.

Strengths and Weaknesses

In the analysis of substitution within the materials system,
optimization techniques have proven to be strongest in the analysis of
resource imputs and process selection. Por example, optimization techniques
have been applied successfully to the steel, aluminum, paper, and other
materials sectors to analyze the effect of changing costs of resources,
energy, and labor on the plant or process involved in the production of these
materials. The success of these applications reflects the flexibility of this
technique as well as the practicality of its application. New information or
expert opinion can be incorporated in these models without costly revisions,
and the results can be compared readily against reality.
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On the other hand, if the products from alternative resources orx
processes differ in quality, durability, esthetics, etc., the resulting
multiattribute problem in optimization is more difficult to model. Techniques
exist for multiobjective optimization, but they are difficult to apply in
practice and the results show considerable sensitivity to uncertain technical
parameters and judgmental weightings. In situations such as these, optimal
solutions may be tested for "robustness" against the major uncertainties--
e.g., how sensitive is the normative solution to changes in the state of the
world or other relative factors. Under these circumstances, especial
consideration must be given to those optimization results that display
"flip~flop" behavior-~i.e., a tendency to switch between extreme solutions
following small changes in model parameters.

In practical applications, particularly where large uncertainties exist
or objectives are complex, there has been considerable criticism of the
oversimplification necessary to apply optimization techniques. Some of this
criticism is deserved; in particular, the problem of data availability plagues
this form of analysis, whose major advantage is its ability to include complex
technical and economic interrelationships. However, alternative techniques do
not handle such problems well either.

Use of Optimization

Solutions determined by optimization techniques can provide useful
insights into the feasible limits of, say, cost minimization or profit
maximization under idealized circumstances. While such solutions may not be
practical, they do not provide a well-characterized benchmark against which
practical comprises may be gauged. In this sense, normative optimization is
similar to the idealized Carnot-cycle limits in thermodynamics. While the
presence of irreversibility induced by friction and energy exchange complicate
the design and analysis of real processes, it has still proven quite useful to
consider the ideal Carnot-cycle limits as a benchmark for comparison.

This is not to imply that the current optimization techniques are the
last word in the analysis of substitution. As the above paragraphs indicate,
a great deal of research must be done before a satisfactory substitution
modeling technique will be available. Among the problems are the
incorporation of the dynamic nature of substitution into an optimization model
and the coupling of dynamic and linear programming models. In addition, there
are a variety of specific applications and materials sets for which
substitution optimization needs to be done.

ECONOMETRICS

Empirical econometrics analysis is a way of describing the behavior of a
particular market (or the economy as a whole) with a relatively small number
of simple equations. Once these equations have been established, they can be
easily used to predict the future values of relevant variables or to study the
effects of changes in the values of variables such as taxes, import quotas, etc.
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The strengths and weaknesses of econometric analysis are inherent in the
methods used to establish the equations which constitute the econometric model.
Hence it is useful to outline these methods; the substitution of aluminum for
copper in the electrical conductor market will be used below to furnish an
intuitive feel for the strengths and weaknesses of the methods.

Econometric analysis can be viewed as comprising three conceptually
different phases: application and adaptation of economic theory; data
collection; and application of econometric theory.

In the first phase, the analyst applies economic theory to the particular
market under consideration. For example, copper and aluminum cables are
intermediate goods used as inputs in the production of other goods. Economic
theory links the demand for intermediate goods to the production function (or
to the cost function) of the end-users. However, economic theory also has to
be extended to take into account industry-specific features. In the
copper-aluminum case, one such feature is the U.S. producer price system for
copper in the 1960's and 1970's.

The outcome of the first phase is the specification of the equations
which will be used to describe the market. In the copper-aluminum example,
the analyst would develop one equation describing the aggregate demand for
electrical conductors and a set of equations for the share of each
conductor-~copper, aluminum, or a possible third substitute—~-in the aggregate
demand. Each equation would have some coefficients or parameters which would
be estimated from historical data. The equations would usually have simple
functional forms, the most commonly used forms being linear and log-linear.

The ability to specify the descriptive equations on the basis of
rigorous economic theory is one of the major strengths of econometric
analysis. When this is done with care, it is usually possible to interpret
the equations in a simple, intuitive manner. This makes it possible for even
lay users to appraise critically the spirit (if not the details) of the
analysis.

Conversely, because of this reliance on economic theory, it is difficult
to incorporate qualitative effects into simple quantitative equations.
However, when the qualitative effects are strong and pervasive, the analyst
can usually take them into account through some well-established--though ad
hoc~-procedures, such as "dummy variables."

The second phase of econometric analysis is obtaining historical data
for the variables included in the equations specified in the first phase.
While this is conceptually easy, there are many practical difficulties. For
example, no information is available for the actual transactions price of
aluminum prior to the early 1970's. Consequently, econometric models of this
market have previously relied on some proxy variable such as the price of
aluminum in Frankfurt. Further, the agencies that report the primary data
sometimes change their methods of gathering and aggregating field data, so
that the reported data do not constitute a consistent measure. Finally, the
report data may simply be inaccurate; this problem is particularly serious
when studying international markets, since the published data for some
countries often reflect guesses and estimates rather than actual statistics.
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The outcome of the second stage is a set of numerical, historical data
on the relevant variables. This is another major advantage of econometric
analysis, since the basis of the analyst's derivations is made clear and
explicit. Purther, other analysts can use the same data to test their notions
of market behavior.

The reliance on historical data, however, also introduces a major
limitation in econometric analysis. This limitation is that the equations .
based on historical data cannot incorporate any knowledge the analyst may have
about likely changes in the future. For example, equations that explain the
shares of aluminum and copper in the electrical conductor market (on the basis
of the relative prices of aluminum and copper) would be useless if a third
conductor--such as optical fibers for communications transmissions--were to
become commercially feasible. Similarly, major political and social changes
may also invalidate the equations. 1In short, if the structure of the market
changes significantly, equations based on historical data will seriously
misrepresent future market behavior.

The third phase is the application of econometric theory. The task here
is to choose the appropriate mathematical and statistical methods to calculate
the parameters (coefficients) of the equations, using the data collected in
the second phase. In this phase, the analyst also takes into account any
problems with the data. While many problems cannot be eliminated, it is
sometimes possible to minimize their impact with the choice of an appropriate
method of calculation.

The outcome of the third phase is a set of estimates of the parameters,
together with a number of summary statistics which indicate--to other analysts,
at least, if not to lay users--the level of reliability or the precision of
these estimates. For example, the analyst may report an estimated elasticity
of substitution between copper and aluminum of, say, 0.8, with a standard
error of 0.05. This would mean that a 10 percent change in the copper-aluminum
price ratio would be expected to lead to an 8 percent change in the
copper-aluminum quantity ratio. Purther, this expected change would almost
surely be within the range of 7 to 9 percent.

The use of rigorously established, statistically sound methods to
estimate the parameters and their precision levels is one of the attractive
features of econometric analysis. When this feature is linked to equations
based on economic theory, the result is that econometric analysis becomes a
povwerful tool with wide and general applicability. However, the technique can
also be misused by analysts who, for one reason or another, are not careful
enough to maintain the level of rigor required in each of the three phases
described above. Further, even the most careful analyst cannot overcome the
limitations inherent in relying on historical data.

In particular, great care must be taken if an econometric model must be
used to make forecasts outside the historical range of the data collected in
phase two. Furthermore, dramatic variations between observed and predicted
market behavior could be an indication of a major structural change in the
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market, which could invalidate the model developed. This problem is of special
concern when modeling materials substitution, since the object of the analysis
is to predict structural shifts. In such cases, incorporating engineering and
other information directly into the econometric analysis can greatly improve
the usefulness of econometrics.

The major conclusion is that econometrics, when properly applied, can be
a very useful tool in studying past materials substitutions, in forecasting the
future if it will sufficiently resemble the past, and in incorporating certain
kinds of engineering information into a consistent econometric analysis.

INPUT-OUTPUT

In any systematic approach to the question of materials substitution,
two considerations occur. One, can a substitution be made? That is, within
the context of technical feasibility and economic efficiency, which materials
are admissable candidates as substitutes for each other, and under what
conditions should one or more of them be chosen to the exclusion of others?
Two, assuming that a substitution of one material for another has been
impl emented, what are the implications of that substitution for the system at
large, within the context of institutional, economic, social, environmental,
international, and physical constraints. Because of the complex interrelation-
ships that characterize modern developed economies, it is impossible to know
the direct and indirect consequences of a single change in the economy--i.e.,
the substitution of one material for another--without a firm understanding of
the underlying structural relationships that constitute a modern economy.

The input-output technique is not designed to address considerations of
the first kind: questions that center on what techniques of production should
be used, when the switch to a new technique should be executed, or what
materials are likely candidates for substitution. On the other hand, the
inmput-output technique is in an advantageocus position to consider questions of
the second kind: what are the direct and indirect implications of a materials
substitution for the system as a whole? In addition, since input-output tables
can be very finely disaggregated, material by material, by observing both flows
and coefficients, the method sheds some light on where to center research for
possible future materials substitution by identifying the sectors and materials
in which substitution from a technical point of view may be feasible.

SIMULATION

A simmlation model is not always entirely distingquishable from the other
model methodologies considered. To distinguish the differences from other
modeling approaches--and the differences in practice are in degree, not in
kind--it is useful to contrast the simulation approach to the other causal
modeling methodologies considered, i.e., econometrics and optimization. An
econometric model can be defined as one in which first, a relation between
economic variables is hypothesized, and, secondly, statistical procedures are
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applied to determine whether or not the hypothesized interdependence can be
accepted. The relations specified are sometimes dynamic and sometimes not,
and econometric models may comprise a large number of equations. A process
optimization model, on the other hand, is one in which the optimum mix of
alternative substitutable inputs is determined to produce a well characterized
output. Optimization models generally ascribe and attribute rational economic
decision-making to the decision-maker being modeled, and can be either
statically or dynamically specified. In its simplest form, a simulation model
is nothing more than a hypothesis of interrelationships among variables,
typically dynamically specified, in which the time behavior of the
interrelations are revealed via simulation--the process of integrating the
differential equations. (The term simulation is also applied to the process
of solving both econometric and optimization models. Thus, the solution
procedure is not the characteristic that distinquishes the alternative
approaches.) A simulation model can be distinguished most clearly from the
other causal modeling approaches as one not requiring hypothesis testing in
the statistical sense nor attribution of rational economic decision-making to
the actors being modeled.

Typically a simulation model will interconnect submodels that capture
generally accepted behavior in the small in an attempt to simulate overall
performance in the large. As practiced in some forms, the model will often
articulate global constraints, generally accepted to exist, but quantified
only approximately, usually because of limitations of knowledge, that have
important implications for the time behavior of the model variables. For
example, constraints that trigger turning points, or changes from growth to
decline or vice versa, or changes from growth to stable steady states are
favorite targets of analysis.

Probably the greatest strength of the simulation methodology is its
flexibility. One is not constrained by data or economic rationality in
constructing relationships of the model. Such flexibility is sometimes needed.

Often, important questions are questions simply because data are
unavailable. The simulation approach allows the application of scientific
thought to the problem at hand, nonetheless. Such an approach might take the
form of analyzing the sensitivity of the system's behavior to an important
missing element of data to determine the importance of the missing data. Por
this reason, the simulation approach is popular in a research environment.
However, the model's results are always contingent upon accepting the "BIG"
hypothesis that the model specification is correct--usually a matter of faith,
since, because of limitations of data, the more scientific econometric
approach cannot be applied.

As far as the ability of the simulation approach to deal with other than
economic rationality is concerned, it is useful to observe that political
processes often evolve solutions to economic problems that are politically
acceptable but not economically rational. To the extent that the simulation
approach to modeling can reflect the political realities, it might be preferred
to the econometric or optimization approach as a descriptor of reality.
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Egpecially when actions of government are likely to influence model variables,
and government itself is internal to the structure of the model, simulation
may be the only fruitful modeling approach. The limitation is that political
science itself is a very inexact science and does not lend itself well to the
precise formulation of interactions required in computer models.

It must also be said that the simulation modeling methodology does not
preclude part of its structure's being derived through statistical techniques
nor parts of the model's displaying economic rationality. A simulation model
most artfully constructed may be comprised of components econometrically
derived, especially for aggregates such as large numbers of consumers, and
other parts based upon optimization or process models of particular industries,
firms within an industry, or alternative production processes within an
industry, all embedded in a simulating device where still other components of
the model are based on neither econometric or optimization approaches. In such
a model it is obviously inadvisable to distinguish the three alternative
approaches to causal modeling as separate and mutually exclusive. They are not.

JUDGMENTAL

It has been known for a very long time that individual problem-solving
ability varies and that individual planning horizons vary. The expert problem
solver appears to be mentally guided by large numbers of patterns serving as an
index to relevent parts of the knowledge store. Nobel laureate Herbert Simon
and his associates suggest that the patterns are "rich schemata that can guide
a problem's interpretation and solution and add crucial pieces of information.
This capacity to use pattern-indexed schemata is probably a large part of what
we call physical intuition." ©Larkin (1980) Linstone (1975) and Loye (1978)
discuss the differential discounting which affects thinking about the future
as well as the past. :

Such analyses confirm that individuals may indeed be a source of valuable
insights about the future. Much is made in the popular literature of predictions
made by experts that have proven wrong; such cases appear to be more entertaining
than correct predictions (a case of Schadenfreude). Nevertheless, forecasting by
judgmental means remains in wide use in industry. A recent survey of more than
100 firms on the usefulness of 10 technological forecasting techniques (Balachandra
1980) placed expert opinion at the top. Fourteen of the 18 industries covered claim
expert opinion as the most useful technique. The industries include construction,
paper, chemicals, refineries, primary metals, fabricated metals, and machinery.
Brainstorming also ranked high, much higher than, say, simulation (Balachandra
1980).

There are other considerations. The methods favored by scientists and
engineers rely on data and models (or combinations thereof). This dependence is
based on the great success in the use of the science-based paradigms in dealing
with the well-structured problems that comprise purely technological research and
development. However, sociotechnical problems are ill-structured, and the same
paradigms and modes of inquiry prove quite inadequate. Assessment of the impacts
of technological substitution in particular is illustrative of such ill-structured
problems. Multiple perspectives are needed that sweep in other paradigms and
inquiry systems (Linstone, Part 2 this report). Judgmental methods provide the
opportunity to employ such perspectives. -
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Finally, multiple perspectives can £fill another function--communication
of output. Not surprisingly, they can significantly facilitate effective
communication with parties whose involvement is vital but who are not
scientists or engineers.

Intuitive Approaches

Expert opinion can be solicited by personal dialogue or interview, by
group sessions or committees, and by questionnaires or remote conferencing.
Lendaris (1979) lists three classes of techniques that can assist in drawing
ocut ideas:

(a) Procedures that provide an atmosphere for freewheeling thinking,
brainstorming, nominal group technique, Delphi, computerized
conferencing.

(b) Structured semantic guidance, scenarios, functional analysis,
attributed listing.

{c) Structured geometric guidance trees, digraphs or cognitive maps,
networks, pattern recognition methods.

A representative example of each of these tools is discussed briefly
below.

Type (a) Delphi

Delphi involves a group (in this application a panel of experts) in a
remote, structured, conference procedure using iterative questionaires while
maintaining individual anonymity. The use of Delphi in technology
substitution is illustrated in Linstone (paper presented in Part 2); more
details may be found in Linstone and Tureft (1975). .

Advantages. Ease of use~-no long training or technical background
required to do Delphi.

Low cost=-participants can remain at their own working places or homes.

Ability to bring in many views--experts can be drawn from distant places
and in sizable numbers.

Multiple perspectives--facilitates introduction of several perspectives.

Flexibility--can be easily modified for specific needs (e.g., first a
panel of research experts, then a panel of development or production experts).

No forcing of consensus--iteration of rounds proceeds until stability is
attained whether consensus or not.

Disadvantages. Difficulty in experts' handling of environmental changes.
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Individuals have problems in simultaneously projecting many changes.
They can handle only a fewv and assume everything else remains unchanged
(ceteris paribus). Thus multiple substitutions and future changes in values
or criteria of utility tend to be ignored.

Possibility of manipulation--as with most tools, manipulation is a
residual danger. The selection of panelists, the feedback data, and the
wording of statements can all be altered.

Eagse of misuse--ease of use also implies ease of misuse (e.g., sloppy
execution).

Type (b) Scenarios

Scenarios are more useful in forecasting needs than capabilities. They
represent an effort to provide a more holistic basis for forecasting using
both trends and possible events. Scenarios are, in effect, future histories.

Advantages. Holistic approach facilitates inclusion of interactions--
there is less likelihood of the ceteris paribus fallacy found with many
techniques.

Base of communication--scenarios are easily understood, in contrast with
sophisticated modeling tools.

Disavantages. Low predictive power--the many variables included lead to
low probability of occurrence of any one scenario. (Consider 20 events
occurring or not occurring with a probability of 0.9 each. The likelihood of
a scenario involving all is only 0.12.)

Writing problems--technologists are not usually adept at developing
useful scenarios; their background militates against the use of multiple
perspectives which add vital dimension to any scenario.

Low value for capability forecasts—--scenarios are not well suited to
forecasts of technological capability.

Type (c) Digraphs or Cognitive Maps

Digraphs are typical of structural modeling tools and are particularly
appropriate for technology assessment (Linstone, et al 1979). For example,
the tracing of consequences of a materials substitution can be facilitated by
a directed graph or cognitive map. Such maps can augment intuition by
clarifying the effects of a large number of interactions. Structural modeling
inherently emphasizes structure rather than data, the geometris rather than
the arithmetic
Digraphs can illuminate deviation-amplifying and deviation-counteracting (or
dampening) loops of impacts as well as indicate in a semiquantitative way the
dynamic behavior of key variables (by means of simple computer programs).
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Advantages. Ease of use--simplicity of digraphs permits use with
minimal training as well as ability to alter model readily.

Ability to consider many interactions--intuition can be effectively
augmented by these tools.

Low=cost.

Both cumulative and proportional (or long-term and short-term)
connections.

Disadvantages. Subtle assumptions--usually limited to pairwise
interactions, transitivity.

Structural changes must be introduced externally.

Fasy misuse~-misinterpretation of semiquantitative as fully quantitative
output in computer calculations.

We conclude that judgmental models have an important role in
technological forecasting and assessment in general, and in technological
substitution in particular. Their simplicity can be misleading, however, if
skill and care are not exercised in their application.

ENGINEERING

The last of the causal methods considered by the committee was
engineering analyses. Examples are described by Gordon and Noton in their
presentations in Part 2 of this report. The Gordon method involves use of a
relatively simple and straight-forward analytical technique already reduced to
computer format; the Noton procedure involves manual use of a great deal of
engineering and cost data on a variety of materials, forms, and fabrication
techniques to evaluate substitution options in the aerospace industry.
Noton's procedures can be greatly expanded for use in many other industries
and could also be reduced to computer format for automatic selection of
least-cost substitutes. Although somewhat less complex but with greater
breadth than Noton's model, the Reference Materials System (RMS) described by
Hoffman in his workshop presentation in Part 2 shows, in principal, how this
might be done as related to substitution.

Engineering analysis methods differ from the other methods discussed in
that they permit evaluation of physical criteria, production processes and
methods, and engineering parameters as well as economic factors. Thus they
can be used as subroutines in econometric and inmput/output models,. to: justify-
and validate costs and other economic factors commonly used in such purely
economic models. In addition they can be used in conjunction with optimization
and system simulation models to specify constraints, parameters and other
relationships in the models. Most scientific and engineering relationships
have well=-founded, well-developed mathematical concepts and are often more
readily treated analytically than are the softer issues in computer models.
Like all modeling techniques, however, engineering analysis has difficulty in
addressing many judgmental issues, such as the resolution of social and
political problems. -
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In the simplest, least-cost substitution model, only the costs of the
original and substitute material are considered. Gordon's model, however,
goes on to evalute relative material quantities, additional (or decreased)
capital and operating costs required for producing the substitute material or
product, and additional (or decreased) life-cycle costs associated with use of
the substitute. Gordon then illustrates use of the model in substitution of
coke~produced for charcoal-produced pig iron in the production of bar iron
(steel) in 17th century England and substitution of aluminum for copper in
automobile radiators and in-house wiring. Gordon's paper shows that
consideration of factors other than just materials costs can lead to very
different conclusions about the value of the substitute.

Gordon's method suggests that factors other than materials cost are
evaluated manually in somewhat the same way as in Noton's handbook procedure.
However, this approach is not inherent in the method, since each factor can be

reduced to a computer subroutine to £ind the appropriate cost.
Strengths and Weaknesses

The strengths of a Gordon-type model are: first, the model is quantified
and gives numerical overall cost comparisons between materials; second, it is
quite comprehensive and gives life cycle rather than just initial production
costs for a substitute product; and third, it can readily be expanded to
include multiple comparisons and coupled effects.

The Gordon-type model also has inherent weaknesses. It assumes technical
feasibility of substitutions; in reality, these must often be proven through
experience, particularly in total life-cycle evaluations. Secondly, the model
fails to evaluate political, social, and envirommental as well as purely
economic factors, but this is a shortcoming in all other types of models as
well. Purther, it does not address substitute processes or functional
substitutions but only material-material alternatives; inclusion of substitute
processes in the model would be feasible, but inclusion of functional
substitutes would be more difficult. Finally, the model does not permit easy
inclusion of quantum changes, such as substitution of solar for conventional
energy. .

With regard to input considerations for engineering analysis models in
general, two important factors are model development and operating costs, and
the availability of data. The costs of developing a simple model such as
Gordon's should be moderate, but costs increase rapidly as the number of
subroutines for evaluating the various cost factors is enlarged and as the
number of process steps is increased. The costs of developing models such as
Hoffman's RMS model and of computerizing Noton's handbook procedure would be
high because of their complexities. However, once developed, all of these
models would be relatively inexpensive to use. With regard to data availability,
basic chemical, physical, and engineering data are widely available. On the other
hand, much of the production data are unavailable. For example, about 20 percent
of U.S. Bureau of Mines national production data are withheld for proprietary
reasons, and in many cases U.S. Department of Commerce Standard Industrial
Classification information is insufficiently disaggregated to be totally useful.
In addition, evaluation of newer, alternative processes will generally be difficult
because the details of most new processes are tightly guarded by industry.
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Current engineering models have forecasting value mainly for the short
term (1 to 3 years) and to a limited extent for the intermediate term (next 3
to 5 years). This characteristic stems largely from lack of ability to predict
quantum jumps in technology as well as limited availability of data on new
processes under development. Engineering-analysis models are, or can be made,
very flexible and have an added value in that they can evaluate and judge many
technological factors that purely economic models cannot. For similar reasons
they are probably the most pragmatic of models. Finally, the use of these
models can be valuable in identifying technical and other areas where additional
input must be developed to increase assurance of the model's validity. Por
example, it was pointed out that life-cycle substitute costs may be highly
suspect in many cases. This shortcoming can be remedied by conducting
accelerated tests and field trials on substitutes.

SUMMARY OF WORKSHOP RESULTS

The findings of the committee and the invited participants in the workshop
at Woods Hole are summarized in Tables 1, 2, and 3 (pp. 4-6) and repeated here

Table 1 compares the substitution methodologies examined on the basis of
the requirements their implementation entails. These include financial
requirements, data requirements, and manpower requirements.

Table 2 compares the applicability of these techniques to the spectrum of
materials substitution problems. These include forecasting, impact analysis,
and retrospective analysis.

Table 3 outlines the selection criteria to be applied during the selection
of an appropriate methodology. Included are validation, flexibility, and
transparency.

In each category, the methodologies are ranked in Tables 1, 2, and 3 in
terms of low, medium, and high. The bases of the rankings are discussed below.

Requirements of the Methodologies

Table 1 summarizes the committee's assessment of the requirements of the
eight methodologies discussed. These requirements may be broken down into four
major divisions: data requirements, costs, support staff (personnel)
requirements, and development time requirements.

Data Requirements

Extrapolative techniques were found to have the lowest data requirements.
This result is not surprising in light of the modest objectives of such
techniques.

Simlation and judgmental techniques were given medium rankings in this
area. The emphasis of simulation techniques on measurable flows and transactions
rather than the structural underpinnings of the system to be modeled explains
their medium ranking. The assignment of the same ranking to judgmental models
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Table 1. Comparison of Requirements of the Techniques

Extrapo- Case Optimi- Econo- 1Input/ Simu- Judg- Engi-
lation Studies zation metrics Output 1lation mental neering

Data

Requirements Low High High High High Medium Medium High
Costs -~

Building Low Medium Medium Medium Medium High Medium Medium
Costs -

Ma intenance Low Low Medium Medium High Medium Medium Medium
Costs -

Using and Low Low High Medium High High Medium High
Documentation

Costs of

Calculation Low NA Medium Medium High Medium ULow Medium
Personnel Low Medium Medium Medium Medium Medium High Medium
Development

Time Low High High Medium High High Low High

8¢

Requirements: Low means that the requirements are simple.
High indicates that the requirements are complex or detailed.
NA: Not Applicable
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Table 2. Comparison of Potential Uses of the Technique

Extrapo- Case Optimi- Econo- Input/ Simu-~ Judg- Engi-
lation Studies zation metrics Output lation mental neering
Porecasting
Short Range Medium NA Low Medium NA Low High Medium
Forecasting
Medium Range Low NA Medium Low NA Medium Low Low
Porecasting
Long Range Low NA Medium Low NA Medium Low Low
Impact
Analysis NA Medium High Low NA High Low High
Technology
Impact
Analysis NA Medium High Medium NA High Low Medium
Economic
Impact
Analysis
Policy/Requ- NA Medium Medium Medium NA High Low Low
latory
Materials
Selection NA Low Medium Low NA Low Medium High
Historical
Analysis NA High Medium High Low Medium Medium Medium
Implications
of Substi- NA Medium Medium Low Medium Medium Medium NA
tution

Potential Uses:

means not applicable

Low means more difficult to use or less effective
High means easier to use or more effective

6¢C
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Extrapo- Case Optimi- Econo- Input/ Simu- Judg- Engi-
lation Studies zation metrics Output lation mental neering

Application Desired:

Forecasting Medium NA Low Medium " NA Low High Low

Analysis NA Medium High Medium NA High Low High
Budget and Time
Constraints Low High Medium Medium Medium High Medium High
Sensitivity to
Changes in:

Technology Low Low High Medium Medium Medium Medium Medium

Economic

Factors Low Low Low High Medium Medium Medium Medium
Transparency:

To Naive User High High Medium Low High Low High High

To Expert User High High High Medium Medium Medium Low Medium
Ability to Validate:

Internal

to Method High Medium Low High Low Low Medium Low

External to

Method Medium Low Medium High Medium Medium Low Low
Level of ‘
Aggregation High Low Medium High Medium Medium Low Low

to High to High to High to High

Selection Criteria: For application desired, a high rating is favorable. For those

characteristics that are desirable, i.e., transparency, ability to validate, and level

aggregation, a high rating is good.

factors, a high rating is bad.

NA means not applicable

For those characteristics that are undesirable,
i.e., budget and time constraints, sensitivity to changes in technology or economic

0t
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requires a bit more explanation. In establishing a judgmental model, the model
makers are actually establishing a framework within which the experts selected
can interact productively. The amount of data required to establish such a
framework is, of course, quite low, although the model makers must collect
sufficient data to assure that the framework they construct will be effective.
However, the search for the requisite experts and the maintenance of their
expertise entail significant data requirements.

The remaining five techniques were given high ranking in the data-
requirements category. Engineering, input/output, and optimization techniques
require detailed technical data, while econometric techniques require detailed
statistical data. Case studies require all of the above and more.

Costs

The costs of implementing these various techniques were broken down into
two main categories: the costs of creating a model and the subsequent cost of
calculation. The creation costs were further broken down into three categories:

the costs of building, maintaining, and using the model.
Costs of Creating a Model

Building the Model. Extrapolative techniques were given a low ranking in
the cost of building a model. Relatively inexpensive software is readily
avajilable to perform any but the most complex extrapolative calculations, and
most of these programs are written for the inexpert user.

At the other end of the spectrum, simulation models were given a high
ranking. This reflects the normative nature of this technique, as well as the
specialized nature of the model formulation. There is no such thing as a
standard simulation of any materials sector, and every practitioner has his own
preferred programming language and methodology.

Between these two extremes lie the other six techniques. The structure
of each of these techniques is relatively consistent across all applications
and the mathematical techniques are well established with the practitioners.

Maintaining the model. The costs of maintaining a model are related
directly to the structure of the model developed. The more difficult the
incorporation of new data, the more costly the model maintenance. Based on
this criterion, input/output techniques were given the sole high ranking. The
incorporation of every new piece of data requires a reformulation of the
transformation matrix and can be very tedious and time-consuming.

Extrapolative and case~oriented studies were given a low ranking because
of the ease with which new data can be incorporated. New and diverse data, of
course, are the essence of case studies, so the low ranking is not surprising.
Extrapolative techniques can incorporate new data by simply adding it to the
data base the computer operates on.
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The remaining five techniques were given a medium ranking. In each case,
the incorporation of new data requires an addition to or a minor revision of
the model. With engineering and optimization models, one would expect new data
to be incorporated in the form of new or modified constraints, technical or
economic, which can be readily included. Similarly, with econometric studies,
new data imply either the inclusion of a new regression varible or the revision
of a block of regression data. In some cases, simulation models may require
only minor changes when it is desired to incorporate new data. The
incorporation of new data may however, require extensive revisions of the model
structure.

Using the Model. This category examined the costs a naive user would
face in learning to use a model's results. The assessment included the
difficulties associated with interpreting the model's results.

In the low category were placed extrapolative and case-oriented models.
The low ranking of these models is readily explainable since their results and
reasoning generally are clearly understandable and interpretable by the layman.

In the high category were placed optimization, engineering, input/output,
and simulation techniques, which require a degree of technical or economic
specialization on the part of the user. This requirement does not actually
reflect the capabilities needed by the user, but users who are unaware of the
technical or economic complexity of the techniques run a serious risk of
misunderstanding or misapplying the results.

The remaining techniques, econometrics and judgmental, received a medium
rank in this category. 1In the case of econometric models, this ranking
reflects the ease with which the results may be presented, as well as the fact
that there are subtleties in the use of such models which require some care.
This is also the case with judgmental models, although the derivation of the
results may be somewhat less apparent to the layman. It is important to note
that this facile appearance may also be used to conceal biases and agenda.

Costs of Calculation

This category reflects the expected cost of obtaining results with a
model and the cost of an analyst's time for interpreting these results.
Extrapolative models were given a low ranking in this category, once again
reflecting the moderate objectives and results of the technique. Judgmental
models also received a low ranking. Although the costs of using experts may be
high, the technique does not require full-time participation by them.
Input/output models were also given a high ranking. This ranking reflects the
extensive computing time required and the interpretive skills necessary. In
particulax, the inversion of the large transformation matrices entailed in
these models is a considerable effort requiring a significant amount of
computing time and ability. Given a medium ranking were econometric,
simulation, optimization, and engineering models. Each of these models
requires a degree of computation on the order of that required by the
techniques in the high category, but far less work is needed to interpret the
results.
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Personnel Requirements

This category outlines the relative degree of technical competence
required of the personnel involved in the construction, maintenance, and use of
the various models.

In the high category are judgmental techniques. These techniques rely on
avowed experts in the field(s) under study, who make judgments and
determinations under a variety of conditions. It is self-evident that such
techniques would make major demands on the competence of the participants.

In the low category are extrapolative techniques. Once again, this
ranking is consistent with the view that an extrapolative technique is a good
start, but hardly a rigorous treatment of the subject.

The other six techniques were placed in the medium category. This
ranking perhaps understates the personnel requirements of these techniques,
which are not by any means amenable to unsophisticated treatment. However, on
a relative scale, the techniques are certainly less demanding than the
judgmental method. 1In general, they require a user with significant insights
into the technical and economic aspects of the system under study, as well as
an appreciation of the vagaries and assumptions inherent in the techniques
appl ied. Furthermore, an ability to validate the model's results is essential
for any user.

Development-Time Requirements

This category compares the times required to develop the various models
examined.

Extrapolative techniques, were placed in the low category for fairly
obvious reasons. The data requirements are not substantial, and a number of
mathematical techniques for treating the data are readily available. Also
placed in the low category were judgmental models. While a certain degree of
preparation is required, the main time requirement is the time needed to bring
the experts together and give them an opportunity to interact, which is much
less time than that required by the other techniques.

Case studies and engineering techniques were given high rankings. Case
studies require significant blocks of time for collecting data, but much less
for analyzing the data. The high ranking for engineering techniques is a
result of similar considerations--the difficulty of collecting many kinds of
engineering data, especially cost-related and proprietary technical data.

Optimization, input/output, and simulation techniques also received high
rankings. Although these models employ fairly standardized techniques, the
actual development of a model requires extensive examination of previous and
current modeling efforts and other studies in order to formulate and refine the
relationship on which the models will be based. Because of the reliance on
previous work, these techniques also require significant development time.
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Econometric techniques were given a medium ranking. This ranking
reflects the relative standardization of the structures and the methods of
these techniques. While the data requirements may be as great as those of the
preceding techniques, far less time is required to develop the structure and
application of these techniques.

Potential Uses of the Models

Table 2 depicts the committee's estimate of the appropriate uses for the
modeling methods examined. As in Table 1, the techniques were ranked as low,
medium, and high. The committee broke the potential applications of these
modeling techniques into five categories:

1. PForecasting 4. Historical analysis
2, Impact analysis 5. Implications for substitution

3. Material selection
Forecasting

Porecasting was broken into three natural categories: short range (1 to 3
years), medium range (4 to 10 years), and long range (greater than 10 years).
Case~oriented and imput/output techniques were not included in this ranking
because they are clearly inapplicable to forecasting.

Short Range. Judgmental models were given a high ranking in short-range
forecasting, reflecting the committee's judgment that experts in a field are
more likely to be able to balance the multitude of short-range factors that
contribute to conditions in the near term. At the other end of the spectrum
were optimization and simulation techniques. These methods were given low
rankings based on their inability to reflect satisfactorily the dynamics of
abrupt changes in the systems being modeled. Extrapolative and econometric
models were given medium rankings because of the strong influence of past
trends and incremental change in the results of these models. Engineering
models were also given medium ranking in light of the fact that they rely on
extant technology, which generally will not be subject to abrupt changes,
regardless of other dynamics.

Medium Range. In medium~range forecasting, only medium or low rankings
were given. Purthermore, most of the techniques lost favor as the time range
expanded. Engineering, extrapolative, and econometric models dropped from
medium to low rankings and judgmental models dropped from a high to a low
ranking. In each case, the drop in ranking results from the very factors that
made these techniques advisable in the short range. The relliance of the
techniques upon past data and incremental change grows increasingly detrimental
as the time horizon expands. Furthermgre, techniques that are more likely to
incorporate a strong present~oriented bias, such as judgmental techniques, tend
to lose ground more rapidly. This is in direct contrast to techniques that are
able to treat abrupt changes and dynamic situations more satisfactorily, such
as optimization and simulation, which were given medium ranking.
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Long Range. In long-range forecasting, much the same considerations
hold as were outlined in the medium—range category, and the rankings reflect
this similarity. It is important to remember that these rankings are only
relative and that, in general, the longer the time horizon, the less certain
one can be about the results of any predictive model. So, even though
optimization models are given the same ranking in the long range as in the
medium range, one would tend to give less credence to the results of a
longrange study than to the results of a medium-range one.

Impact Analysis

Three types of impact analysis were specifically considered in this
ranking of model applicability. These are:

a. Technology impacts
b. Economic impacts
c. Policy/regulatory impacts

Once again, certain techniques--extrapolative and input/output--were excluded
from consideration. The exclusion of extrapolative techniques reflects the
inability to treat such problems, while the exclusion of input/output

‘ techniques reflects the sheer difficulty of converting the transactions matrix
to reflect one policy change, much less several.

Technology Impacts. Optimization, simulation, and engineering
techniques were given high rankings in technology impact. Models constructed
with each of these techniques can be easily altered to reflect alternative
technologies. Econometric models were given a low ranking because of the high
level of aggregation that marks econometric statistics. Because of this
aggregation, it is very difficult to distinguish the impacts of specific
technological changes. Judgmental techniques also garnered a low ranking,
based on the perception that, while such models are able to point out areas in
which technological changes are desirable, the full impacts of such changes
are rarely considered beyond the immediate short range. Case studies were
given medium ranking. This ranking was given because in these models the
primary analytical means of treating technological change is personal, expert
estimation which, while very subjective, can bring many otherwise
unquantifiable factors to bear on the problem. However, this technique is
very structure-~oriented, and the impacts of the change in structure that would
accompany & change in technology would be difficult to assess.

Economic Impacts. Optimization and simulation techniques were given high
ranking in economic impact, reflecting the ability of both to create, so to speak,
their own economic enviromment within which the relative impacts of many factors
can be analyzed. Furthermore, this economic environment may be altered readily
within the basic framework of the model. Case, econometric, and engineering
studies were given medium rankings. The case-study technique, being a post facto
type of study, is better suited to the analysis of observed changes in economic
conditions than to the analysis of expected behavior in response to predicted
economic changes. Similarly, econometric studies, while able to reflect the
underlying structure of observed economic interactions, are less reliable when
examining activity under economic conditions outside the norm.
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Engineering models tend to submerge economic parameters inside of
discounting or capitalization equations, of which the sensitivity to shifts in
economic conditions is rarely dependent upon more than a discounting rate.
Judgmental models were given a low ranking in this category as well. Such models
were considered to be likely to reflect a broader perspective of the impacts of
economic changes than would be useful for impact analysis. Furthermore, a
complete picture of these impacts generally is beyond the scope of judmental
models.

Policy/Regqulatory Impacts. Similation techniques received a high ranking
in policy/regulatory impacts. This ranking results from the relative ease with
which changes in policy can be incorporated into simulation models, especially
where impacts on materials flows may be readily quantified. Case and econometric
studies were given medium rankings for much the same reasons as in the
economic-impact category. Optimization techniques were ranked medium in this
category, primarily because of the difficulty associated with isolating the
impact of specific policy on this technique's results. Engineering models were
given a lov ranking in this category, reflecting a wide perception that
engineering models result in solutions that are policy independent. Judgmental
models, as in the previous impact areas, also were ranked low.

Usefulness for Materials Selection

Engineering models were ranked high in usefulness for materials selection.
The ability of these models to compare a variety of materials options on the basis
of their engineering utility and other scientific criteria is a clear advantage
over the other techniques considered.

Case, simulation, and econometric studies fared less well, receiving low
rankings from the committee. Both case studies and econometric models are more
indicative of past performance than of future tendencies. Simulation earned its
low ranking for much the same reasons. These models tend to reflect the behavior
of factors within the context of the very structures that would be eliminated by
a technological or engineering innovation.

Optimization was given a medium ranking. While this technique is limited
in the same fashion as simulation models, sufficient flexibility can be introduced
into the model to reflect the responses of optimal decision-makers to changes in
the availability of alternative materials. Judgmental models were also given a
medium ranking. While these models can reflect many perceptions and criteria,
the effects of personal biases on the model's results cannot be discounted.

Historical Analysis

Case studies and econometric analyses were given high rankings in historical
analysis. Since these techniques are based on historical analysis, one would
expect them to perform best in this area. Input/output models were low rank
because of their "present-orientedness."” These models are designed to describe
current material flows rather than to outline the path that led to the present
situation. Optimization and engineering analyses were ranked medium because of
their relative inability to trace the path of transition from one situation to
another. These models, once a clearly better approach is made available, select


http://www.nap.edu/catalog.php?record_id=19585

37

the newer approach, and frequently 4o not reflect the lag times involved in such
changes. Simulation and judgmental techniques were also ranked medium. Once
again, these techniques are "present-oriented" and would not be expected to yield
results as useful as those given by more backward looking techniques.

Implications of Substitution

In this category, the committee attempted to rank the available techniques
on the basis of their ability to offer insight into the impacts that materials
substitution would have on the system under study. Most techniques received
tentative rankings of medium except for econometrics, which was ranked low in
view of its insensitivity to major future changes in consumption. Of the
remaining techniques, input/output was given serious consideration in light of
its ability to reflect minutely the impacts of changes in materials-consumption
patterns. On the other hand, optimization and engineering techniques were found
to be more able to quantify the benefits and costs of such changes, while
simulation techniques were expected to offer major insights into the effects of
policy changes.

SELECTION CRITERIA

The criteria for selecting a way to forecast and analyze materials
substitution for both the expert and the naive user are detailed in Table 3. The
rankings (low, medium, and high) are meant to indicate the relative strengths and
weaknesses of each technique, and the interpretation as to whether low means the
technique is or is not less desirable depends on the specific criteria described
below. These criteria comprise the questions that a potential user should be
asking, for there are fundamental differences among the techniques and no single
one is superior in all respects for all uses. The most fundamental question is
what will the analysis and results be used for and who will be using them and for
how long. Use of the selection criteria in Table 3 should permit the user to
address these considerations.

The eight methods at hand are applied almost without exception to forecast
trends and events or to understand and analyze past occurrences. The purpose of
forecasting is obvious; however, the purpose of analyzing the past goes beyond
simply an intellectual understanding. Once the process of materials substitution
has been modeled, questions relating to hypothetical changes in various
factors--such as new technologies, changes in prices, and so forth--can be posed
and their probable implications traced as they affect the model. Some techniques
are more useful in conducting these "what if" questionings than others. Clearly
the success of any particular application depends on the quality of the specific
model and the data employed to estimate it.

Model building is a way to abstract systematically from the complexities of
the real world and to stress the critical or core relationships that are thought
to describe that reality. Model-building techniques such as those described in
this report are the most widely used and have proven successful in the past.
However, each technique imposes both explicit and implicit assumptions and
restrictions on the model builder in addition to those abstractions he controls
directly when specifying a model. The criticality of the technique~related
assumptions surfaces in the Application Desired and the Transparency criteria of
Table 3. -
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Application Desired

Forecasting. In forecasting one makes assumptions about the future state
of the world and attempts to trace the effects of the events or conditions
assumed. Hence the farther into the future one is forecasting, the less
meaningful past experience becomes. In forecasting with extrapolative techniques
the analyst assumes that past trends will continue, and consequently the method
is ranked medium for short-term forecast (less than five years as denoted in
Table 3) and low for forecasts of greater length. Case studies and input/output
analysis are unranked for forecasting in Table 3. The methods involved in case
studies are primarily ad hoc and depend entirely on past behavior; therefore,
they cannot be used in, forecasting. In input/output analysis, the economy is
assumed to remain in long=term equilibrium and technology is rigidly defined,
implying the technique is inappropriate for forecasting. Econometric estimates
rely on past data, but allow the investigator to extract information about a wide
variety of relationships, some or all of which may continue into the future.

This ability earns econometric analysis a medium rank. The limitations of
optimization, simulation, and the engineering methods include restrictive implicit
agssumptions and failure to consider the effects of key variables which may cause
change in the future; these techniques earn a low rank. Judgmental techniques
produce forecasts based on expert opinion, and their accuracy depends on the
quality of the chosen experts or, equally important, the current state of thinking
within the industry or discipline. Judgmental methods earn a high rank, for if
specialists in the real world have formed opinions about the future that are not
likely to be realized, then forecasting is a vacuum.

The contribution of analysis, in addition to understanding, is alternative
outcomes produced by different "what ifs" and sensitivity about the results.
Techniques that accommodate a wide variety of assumptions about technology and
economic conditions and that allow for discontinuities from the past and normative
judgments about the future are most productive in this respect. Optimization,
similation, and engineering approaches rank high because they produce this output.
Case studies are ranked medium because each is unique. Econometric models are
ranked medium because the estimated relationships among variables rely on the past
and thus are less able to accommodate structural changes or values for variables
outside of the range of past observations. Input/output methods can trace through
implications of substitution, but in themselves are not suited to analysis.
Judgmental models are ranked low unless the questions posed to the participants
specifically include the "what if" questions. When this is the case, judgmental
models would advance to medium, but not to high, because subsequent "what if"
questions entail another replication of the method.

Budget and Time Constraints

Constraints on budget and the time available to produce results vary
directly, and the rankings in Table 3 summarize those found in Table 1.

Sensitivity to Changes

Technology. The sensitivity of a technique to changes in technology and
economic factors differs from analysis because these changes may be posed
hypothetically, may be assumed to follow recent behavior, and may be extended to
ranges far outside historical experience. Clearly a method must explicitly
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consider technology in order to be sensitive to changes in it. Consequently,
optimization, simulation, and engineering rank high in this respect in Table 3.
Case studies, where frequently the technology is invariant, are ranked low.
Econometrics, where technological change is sometimes implicitly built into the
model and less often described explicitly, must be ranked medium. In judgmental
methods, technological change must be posited and responses as to its effect
elicited. This additional complexity gives judmental methods medium ranking. 1In
extrapolation, technological trends are assumed to continue as they had in the
past, earning it a low ranking with respect to technological or economic changes.
Al though most imput/output models imply that technology is frozen, it is possible
to account for technological change, which nudges the techniques to medium.

Economic Pactors. Econometric methods invariably include--and, in fact,
stress-—-economic relationships and thus rank high in sensitivity to economic
changes. Similation may include economic factors, giving the respective high and
medium rankings. In all other techniques, the roles of prices and economic
equilibrium are usually ignored or implicitly assumed to be constant, thus making
them unresponsive to economic variables. However it is possible to incorporate
assumed economic changes in both judgmental and engineering techniques, which
would raise their classsification to medium. When one wishes to trace through
the effects of changes in demand or economic factors other than price,
input/output indicates the primary and secondary effects in a detailed way,
giving it a medium rank.

Transparency

The level of transparency is the degree to which the structure of the
relationships among variables can be clearly understood and the effects of
changes in variables on forecasts and simulations are logical and consistent.

For a method to be transparent, the assumptions and premises that underly the
method, data, and relationships should be made explicit and their implications
should be intuitively plausible. Although techniques may involve sophisticated
statistical or mathematical methods, some may be more easily explained to naive
nontechnical users than others. Furthermore, some methods may not be transparent
even to experts because of their complexity, particularly in how clearly the
model and use of the method are described in technical documentation.

Expert Users. Although econometrics and input/output techniques are well
understood, it is possible to introduce unnoticed assumptions, either by accident
or by design, that may deceive an expert, earning these techniques a medium
ranking. Simulation and engineering approaches are ad hoc techniques, which
means confusion is possible, placing them also in the medium category. In
judgmental techniques, no one, not even the investigators, knows what is in the
minds of the respondents, what their premises, prejudices, and the like may be.
Therefore, these are ranked low in transparency. The methods of extrapelation,
case studies, and optimization are explicit and have been replicated so many
times that deception is uniikely, placing them in the high category.

Naive Users. Transparency to the lay person depends on how logical and
straightforward the technique appears to be when explained in nontechnical
terms. Extrapolation, case studies, input/output, judgmental, and engineering
approaches can be relatively easily explained which earns them high rankings.
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Optimization is complex but comprehensible with a moderate amount of explanation,
so it gets a medium. Both econometrics and simulation can most likely be
explained only by means of black box analogies and mystifying jargon, which earm
them a low ranking. (Note that "transparency" in this context does not mean that
the naive user has an understanding of the inner workings or even the important
relationship in the models. It merely is a measure of how easily one can grasp
the overview of the technique. Because of this inconsistency in the distinctions
between transparency to expert and naive users, one arrives at the situation where
it is specified that the transparency to naive users of certain techniques (i.e.,
judgmental) is high, but to expert users it is low.)

Ability to Validate

In rating the ability to validate the output of a model, it should be
recognized that there is no way to guarantee the accuracy of forecasts or
sensitivity analyses. However, some methods explicitly account for variability
of past data, which provides a means of measuring how accurately they explain
past events. Al though other techniques fail to check for accuracy internally,
the structure of the model and its output are quantified in a manner that allows
using past data to check the accuracy of predictions. External validation is
possible for all techniques by means of review by panels of experts.

Internal to Method. Internally derived validation occurs for the
statistically based methods of extrapolation and econometrics, which gives them a
high rank; however, a unique or limited data base diminishes the value of any
statistical internal or external test. Because history and analysis occur
coincidently in case studies, the method is given a medium. If iterative methods
such as Delphi are used in judgmental models, the coincidence of initial
regponses and the speed of convergence to consensus or a stable diversity
indicates the confidence experts have in their judgments; the method earns a
medium. All others ranked low.

The ability to use external information and data to validate model output
is potentially high for all methods. However, we chose to limit this criterion
to formal, statistical methods of validation. In this case, only econometrics
ranks high, because there are numerous formal tests of validation. Some of these
tests may be applied to extrapolation, which earns a medium rank. The
quantifiable outputs of optimization, and input/output, simulation make them
susceptible to external validation, which earns them a medium. Judgmental,
engineering, and case studies are ranked low, either because they fail to produce
quantifiable outputs or because the outputs may be in a form that makes them
difficult to test.

Level of Aggregation

The final criterion that might be employed for selection is the level of
aggreqgation for which the technique is most suitable. Extrapolation and
econometrics depend on plentiful, accurate data and a wide range for the
variables being observed. Furthermore, the abstract behavior assumed in
economics and specified in econometric models is more likely to be revealed at an
industry or higher level of aggregation for cross-sectional data and in
relatively long trends for time series data, thus requiring a high level of
aggregation. Econometrics and extrapolation, therefore, rank high in level of
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aggregation. Conversely, case studies and engineering models most frequently
apply to 2 single situation or technology and can take many unique and detailed
factors into consideration, making them most suitable for individual firms and
the lowest level of aggregation. Judgmental models are unique in that they are
suitable for all levels of aggregation. Optimization, input/output, and
gsimulation, while nearly as flexible, are classified as being most applicable for
medium to high levels of aggregation.

Value of Judgment

A final point should be emphasized. The eight techniques were considered
individually in Table 3. However, judgment and feedback from practioners and
experts will enhance any of the other seven techniques. FPForecasting and analysis
are both art and science and require simplification and abstraction. Human
judgmental imputs can be used effectively to identify defects in the models
themselves and in the forecasts and simulations undertaken with them. The blind
appl ication of a single technique is ill advised and at best should be used to
stimulate thought and discussion among those who are affected and those who are
making decisions.

SUMMARY

The preceding pages have served to outline both the strengths of existing
techniques for the study and analysis of materials substitution and those areas
of substitution about which these techniques provide little or no insight. The
task is to develop new techniques and to refine the existing ones in order to
narrow or to eliminate these blind spots.

The incentives that resulted in the formation of the Committee on Materials
Substitution Methodology are no less valid today than when the committee was
formed. Resource depletion and political upheaval have always been factors to be
considered, but the potential for supply disruptions and price validity resulting
from effective cartels and/or military actions has enhanced our gensitivity to
the need for more effective planning and understanding at the national level.

The benefits that may be derived from the develcpment of these techniques
are not limited to the national level. At the industry level, greater
understanding of and ability to develop substitution strategies could promote
more effective use of natural resources. FPurthermore, such techniques could
enable industries to identify the point of their greatest sensitivity to materials
supply and to act accordingly.

This report outlines the potential of the techniques available for expanding
our ability to treat and, potentially, to manage the substitution of one material
for another. Further study of these techniques in light of this potential is
merited; this report has described a number of specific areas, the exploration of
which should broaden their applicability.
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CONCLUSIONS

It is clear from the foregoing that no single technique can provide a
comprehensive means of forecasting and analyzing substitution among materials.
Nevertheless, if one is to understand the effects of such factors as technological
change, relative prices, and changes in the regulatory environment on materials
substitution, one must have a good understanding of the strengths and weaknesses
of the available techniques, as summarized in Tables, 1, 2, and 3.

One of the most strongly held views of the committee was that the analyst
is more important than the technigque. When the analyst lacks a detailed
understanding of the technique, the technology or the market forces, the results
are often confusing, misleading, and inconsistent. When successful, the
techniques explored here enable the user to anticipate shifts in materials demand
and to evaluate technologic and economic opportunities.

Some modeling techniques are better suited to retrospective analysis
(econometrics, for example). Others are more suitable for taking future
uncertainties and prospects into account (simulation and/or judgmental models,
for example). In either case, the most appropriate time frame for analyzing
materials substitution is the long run. Since technology for the most part is
embedded in capital (machinery, processing equipment, etc.), the capability for
materials substitution is severely constrained over the short run when the capital
stock is fixed. Therefore, materials substitution, with gsome exceptions, should
be viewed with a telescope rather than a microscope. In other words, the emphasis
should be on the long run.

Materials substitution depends on technology embodied in past investments
and, therefore, occurs at different rates in each industry as changes in the
economic enviromment make substitution profitable. This implies that
disaggregation by material, industry, and product shape is sometimes necessary to
understand why substitution has taken place in the past and what its prospects
are in the future. Modeling based on data on product shape and end use enables
the researcher to track past changes and to predict future ones. Aggregate
indexes, in contrast, are inappropriate because of differing technologies and
rates of adaptation of technological change among industries.

The analysis and evaluation of the techniques examined in this report
reveal, as noted earlier, that no single one is ideally suited to modeling
materials substitution. Were such an ideal technique to exist, it would take
into account the physical laws of nature, the properties of alternative
materials, and the realities of the marketplace. The capital and materials input
decision is both an economic and an engineering one. To concentrate on one
without considering the other is likely to result in inaccurate or misleading
perceptions.

The benefits that may be derived from the development of existing techniques
are not limited to the national level. At the industry level, greater
understanding of, and ability to develop, substutition strategies could promote
more effective use of natural resources. Furthermore, such techniques could
enable industries to identify the points of their greatest sensitivity to
materials supply and to act accordingly.
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In summary, this report outlines the potential of the techniques available

for expanding our ability to treat and, eventually, to manage the substitution of
one material for another. 1In light of this potential, the committee believes
that the methodological approaches which currently exist are useful for limited
purposes. Their utility would be improved by further development and

refinement. Moreover, there is considerable room for new conceptual approaches,
especially ones that can successfully integrate aspects of economic theory,
operations research technigques, and engineering principles.
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MATERIAL SUBSTITUTION AND TIN CONSUMPTION
IN THE BEVERAGE-CONTAINER INDUSTRY*

Frederick R. Demler and John E. Tilton
Department of Mineral Economics
Pennsylvania State University

Mach has been written in recent years concerning the importance of
material substitution. It is often argued, for example, that the use of
relatively abundant materials in place of increasingly scarce materials helps
offset, and may even postpone indefinitely, the tendency for real material
costs to rise as a result of resource depletion.

Porest products provide a striking illustration of the benefit of
material substitution. During the 19th century, the abundance of timber in
the United States led to its widespread use as.both a gtructural material and
a fuel. By the end of that century, however, the country had consumed much of
its available timber stands and faced a shortage of this vital resource that
threatened to interrupt the nation's rapid economic development. The
substitution of coal, petroleum, and natural gas for wood as a fuel, and iron
and steel, aluminum, cement, and plastics for wood as a material, however,
averted a severe shortage and allowed the country to continue its rapid rate
of economic expansion during the 20th century (Rosenberg 1973).

In addition to alleviating long-run shortages caused by resource
depletion, material substitution may in some instances help soften the effects
of abrupt and unexpected shortages caused by wars, embargoes, and other types
of short-run supply interruptions. Material substitution also plays a major
role in the growth of material demand and so must be considered in forecasting
future requirements as well as the need for new mining and processing capacity.

* This article draws heavily on Demler (forthcoming) and Tilton (1979). It is
based on a research that the Pennsylvania State University is conducting on
material substitution in tin-using industries (Tilton, forthcoming) under a
grant from the National Science Foundation. It is one of four case studies.
The others are examining material substitution in vegetable and fruit
containers (Grubb, forthcoming), in various uses of solder (Canavan,
forthcoming), and in the use of tin chemicals as stablizers in the production
of polyvinyl chloride (PVC) plastic (Gill, forthcoming).

45
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Despite its importance, we still have much to learn about the nature of
material substitution. For example, is the replacement of one material by
another usually motivated by a change in their relative prices? Or, are
government regulations, consumer preferences, technological breakthrouchs,
product competition, and other factors more frequently of overriding
importance? What are the principal factors affecting the time requirements
for substitution? What kinds of substitutions can be made quickly, and so
relieve abrupt and unexpected shortages? What types require years or decades
to effect completely?

Tin Consumption in Beverage Containers

To provide insights into such questions, we are examining material
substitution and its effects on tin consumption in beer and soft-drink
containers in the United States since 1950. The first step in this analysis
documents the amount of tin, chromium, steel, aluminum, glass, and plastic
ugsed each year. The findings (Figure 1) reveal that tin consumption in
beverage containers dropped sharply from 1950 through 1957 and then partially
recovered before declining once again during the 1970's. This figure also
indicates that, while all of the tin used for beverage containers went into
beer cans in 1950, the softdrink market by the end of the 1970's was consuming
more than twice as much tin as the beer market.

The Apparent Determinants of Tin Consumption

The second step in the analysis identifies and assesses what we call the
apparent determinants of tin consumption. For beer or soft drink containers
the five apparent determinants are the barrels of beverage consumed in any
given year; the proportion of that consumption that is shipped in packaged
containers, such as bottles and cans, as opposed to bulk containers, such as
kegs; the proportion of the packaged beverage that is shipped in tinplate cans;
the number of average volume tinplate cans required ber barrel of beverage, and
the weight of the tin in an average-sized tinplate can. Since the product of
these determinants forms an identity with tin consumption, once the valuaes of
the former are known, the latter is determined. Thus, changes over time in the
amount of tin used in beer or soft drink containers can, in the first instance,
be explained by changes in one or more of these determinants.

Pigures 2 and 3 show that the consumption of both beer and soft drinks
has grown consistently and substantially since 1950, tending to stimulate the
use of tin. The figures also indicate that the percentage of total consumption
shipped in packaged containers has fallen for beer and risen for soft drinks.
Sc the effect of the second determinant differs for the two beverages, tending
to increase the use of tin in beer and to decrease its use in soft drinks.

Packaged sales account for the largest share of both the beer and

soft-drink markets, and it is here that the most strenuous competition among
materials is found. As Figures 4 and 5 indicate, the returnable bottle
dominated the mix of packaged containers in 1950. Its markets share since,
however, has deteriorated rapidly in beer and more gradually in soft drinks.
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Figure 1. Tons of Tin Consumed in Beverage Containers (Source: Demler)
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Figure 3. Estimated Annual Consumption of Soft Drinks (Source: Denler)
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In the beer market, the returnable bottle was surpassed by the tinplate can in
1965, the tin-free steel can (which uses chrome rather than tin to cover the
steel sheet) in 1971, and the aluminum can and one-way glass bottle in 1973.
Today more beer is shipped in aluminum cans than in any other type of
container. In the softdrink market, the new types of containers have been
introduced more slowly. Here the returnable bottle is still the most widely
used container, though it has faced increasing competition since the early
1960's from the one~way bottle, the tinplate can, the tin-free steel can, the
aluminum can, and more recently the plastic bottle.

Between 1950 and 1977, the share of the packaged market for beer
containers held by the tinplate can declined slightly, reducing the use of
tin. In contrast, its share of the softdrink market increased substantially
over this period and in the process stimulated the consumption of tin. »

The fourth apparent determinant of tin usage, the number of
average-sized tinplate can required per barrel of beverage, changed little
over the period. This is because the average-sized tinplate can remained very
close to 12 ounces for both beer and soft drinks.

The final determinant is the weight of tin in the average sized-tinplate
can. As Figure 6 illustrates, this fell very rapidly between 1950 and 1957
and then continued to decline at a more leisurely pace over the next two
decades. As a result, the tin required per can in 1977 was less than 10
percent of the amount in 1950.

Overall, the major determinant fostering the use of tin in beverage
containers was the growth in beer and soft-drink consumption. For soft
drinks, the penetration of the tinplate can into the market for packaged
containers was also an important development stimulating tin usage. The major
determinant reducing tin consumption was the substantial reduction in the tin
content of the average-sized can.

Underlying Pactors Affecting Tin Consumption

While the apparent determinants indicate how tin consumption has changed
over time, they are affected in turn by underlying factors--the price of tin
and alternative materials, technological change, consumer preferences,
govermment regulations, and a multitude of other considerations. The third
step in our analysis involves identifying and assessing the relative effects
of the major underlying factors that are ultimately responsible for the
changes in tin usage occurring over time in in beverage containers. While
this step cannot be carried out with the same empirical precision as the
second step, one can nevertheless obtain a fairly reliable picture of the
important underlying factors from the trade literature and interviews with
industry personnel.
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Almost all of the growth in beer and soft-drink consumption since 1950
can be explained by changes in three factors; the population of the United
States, the age distribution of that population, and per-capita income. The
overriding underly.ng factor affecting the tin content of tinplate cans and
the share of the package-container market held by tinplate cans--the two other
major determinants of tin consumption--is technological change. The sharp
drop in the tin content of tinplate came between 1950 and 1957 (Figure 6)
occurred as electrolytic tinning replaced the older, more tin-intensive,
hot~dip method of producing tinplate. The more recent reductions in the tin
content of the tinplate can can be directly related to the introduction of the
aluminum flip top in 1961, the tin-free steel bottom in 1967, the two-piece
tinmplate can in 1971, and the lighter tin coatings supplemented by enamels
during the first half of the 1970's.

The dominant role of new technology in altering the mix of package
containers and the share of the tinplate can in that mix is even more readily
apparent. In the early 1950's, the tinplate can fabricated by the three-piece
technology with the soldered side seam monopolized the can market. Aluminum
could not be economically soldered and was thus excluded from the market. 1In
1958, Coor's Brewing and Beatrice Foods introduced the impact-extruded
two~piece aluminum can. While this technology enabled aluminum to be used as
a canmaking material, because of lower cost. In 1963, Reynolds -Aluminum first
produced an aluminum can using the draw-and-iron process, which proved to be a
competitive two-piece technology. Between 1963 and 1977, the market share of
" the aluminum can consistently increased (Figure 4 and S).

The aluminum challenge forced other container manufacturers to respond.
Steelmakers introduced the tin-free steel can, a chrome-plated steel can.
Since this can could not be economically soldered, new joining techniques were
required. Continental Can developed a welded seam and American Can a cemented
seam. With these developments, the use of the tin-free steel can expanded
rapidly, largely as a substitute for the more expensive three-piece tinplate
can.

Steel producers and canmakers also were experimenting with two-piece
steel cans. Pure steel (blackplate), tin-free steel, and tinplate were tested
as potential materials for the two-piece technology. Blackplate, the least
expensive material, proved to lack the necessary properties of corrosion
resistance and lubricity. Lubricity is essential for proper forming of the
can body in the two-piece process. Tin-free steel was also relatively
inexpensive, but again lacked lubricity. Only tinplate, because of its tin
content, had the needed lubricity as well as corrosion resistance, and so it
became the material usad to produce two-piece steel cans. These cans first
appeared for beer in 1971 and for soft drinks in 1973. As Figure 4 and 5
indicate, their growth since has helped the tinplate can maintain or recover
its share of the package market in beer and softdrink containers.

Material prices have also been important, as one could expect on the
basis of economic theory. However, their influence has been largely indirect,
exerted through the incentives they provide for developing new cost-saving
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technologies. Very few instances can be found where one material can be
substituted for another using the same technology and production facilities.
One significant exception is the dual canmaking facility, which can switch
between tinplate and aluminum sheet in about four hours. Such can lines,
however, still account for only a small proportion of total capacity, having
been first introduced in 1976.

A number of other underlying factors have also influenced tin consumption
in beer and softdrink containers. Legislation requiring deposits on containers
to encourage their recycling has favored the returnable bottle, and among cans,
the aluminum container, which is composed of only one material and so is easier
to recycle. Changes in social customs that have led to the decline of the
local tavern and the rise of the fast~food chains have altered the relative
importance of packaged and bulk containers. The desire for convenience has
favored the use of the aluminum £1ip top, and the taste preferences of certain
consumers have helped maintain the use of the totally inert glass bottle. The
larger size of beer plants compared to soft-drink bottlers has encouraged the
earlier introduction and diffusion of new containers in that beverage.

Although these factors have all influenced tin consumption, the most important
underlying factors are technology and material prices, along with the trends
in demography and per-capita income which are largely responsible for the
substantial growth in beer and soft-drink consumption over the past 30 years.

Implications

While it is hazardous to generalize on the basis of one or even several
case studies, our investigation of tin consumption in beer and softdrink
containers, suggests that material substitution greatly affects material
requirements over the longer run, a period of 20 years or more, and may even
substantially alter requirements within a period as short as several years.
Thus, forecasting techniques that do not explicitly take into account the
effects of material substitution are likely to perform poorly.

In addition, the finding that technological change is the dominant
underlying factor causing material substitution and that changes in material
prices largely influence material demand indirectly by influencing the rate
and direction of new technology has two important implications. First, it
suggests that material substitution greatly caomplicates forecasting future
requirements, for the ultimate effects of the new technology induced by price
changes, along with the speed with which it will be generated, are highly
uncertain and difficult to predict. Second, it implies that material
substitution may not be great help in alleviating shortages due to wars,
embargoes, strikes, cyclical surges in demand, inadequate investment in new
mines and processing facilities, and other causes that tend to persist for
only a few years. By the time shortages and the resulting higher prices have
stimulated the technological developments needed to permit the substitution of
more readily available and cheaper materials, such shortages are likely to
have passed. In the interim, when the dislocation to the economy may be quite
severe, material substitution may be limited in the contribution it can make.
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ANALYSIS OF THE MATERIALS SYSTEM--THE ROLE OF OPTIMIZATION

Kenneth C. Hoffman
Mathtech, Inc.

The materials system is composed of integrated set of resources and
technological processes operating in a complex institutional framework.
Substitution among resources is an important feature of the system and occurs
in response to relative price changes, scarcity, technological change, and
regulation.

Substitution may take place at several points in the materials system.
Resources may be substituted to produce virtually identical products or close
equivalents--e.g., natural rubber from guayule or hevea, and synthetic rubber
from oil or coal. Substantially different materials may be sutstituted in
end-use functions--e.g., aluminum for steel in automobiles. More subtle but
highly significant substitutions occur due to more drastic changes in the
end-use function--e.g., the displacement of energy intensive vacuum tubes and
agssociated electric supply systems with transistors and later, intergrated
circuits.

Clearly, the analysis of substitution possibilities among materials is
an extremely complex affair. The role of optimization will vary, depending
primarily on the point in the materials system at which the substitution may
occur. In general, the possibilities for insights through formal optimization
are greatest when the competing resources or technologies produce almost
identical products or services. Under these circumstances, the market share -
among competitors can be analyzed as a relatively simple function of the cost
of the alternative material resocurces, cost of conversion technologies,
efficlency of use of material resources, cost of ancillary inputs such as
energy and labor, and environmental or regqulatory constraints. These
variables can be handled in most process optimization models using a single
profit or welfare maximizing objective function. On the other hand, when the
products from alternative resources or processes differ with respect to
quality, durability, esthetics, etc., it is difficult to handle this
multi-attribute problem in optimization models. Techniques exist for
multi-objective optimization; however, they are difficult to apply in practice
and give rise to considerable sensitivity to uncertain technical parameters
and judgmental weightings.

The discussion up to this point has indicated the complexity of the

materials system and the differences in approach that apply at various points
in the system. It will be helpful to clarify the nature of the energy system
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and, for this purpose, the Reference Materials System (RMS) will be employed.
The RMS is a network description of the physical flows of materials from
resource to end use. The RMS evolved from previous work on an analytical
framework for energy analysis--the Reference Energy System. The RMS was
developed using similar principles as an information framework in support of
the Committee on Renewable Resources for Industrial Materials of the National
Research Council.

In any analytical activity it is necessary to first define the structure
and scope of the system being analyzed and to develop an information base
containing all relevant and available data. No such comprehensive data base
exists for the materials sector of the economy and this is a serious obstacle
to the analysis or optimization of substitution possibilities. Several
excellent individual studies have been done in specific sectors; however,
these cannot be assembled or integrated into a comprehensive picture due to
the absence of standardized units and definitions that cover the entire
materials system. A substantial portion of this paper will be devoted to the
outline of a materials information system based on the RMS. The intent is to
stimulate comment and thinking on the structure and form of a practical
information system using the RMS as a "straw man." Pollowing that discussion
of the structure of the materials system, the role of optimization in
analyzing substitution possibilities at various steps in the system is
reviewed.

Elements of the Materials System

It is traditional to review the economy of a nation from the perspective
of financial institutions with production, trade and consumption expressed in
monetary units. Many of the policy levers available to governments are of a
monetary or fiscal nature, so it is quite understandable that most information
systems dealing with major sectors of the economy stress this type of economic
data. As rescurce problems arise in specific sectors of the economy, attention
must be focused on the physical aspects of production, trade, and consumption.
In addition, the recognition of the need for long term research and development
to solve resource supply and substitution and conservation problems lead to an
increased need for comprehensive information on energy and materials through
economy.

Information on the physical aspects of resource supply, conversion, and
utilization does not, of course, replace financial economic data, but is
camplementary to such data in providing a complete picture of the structure of
the economy of a nation. This paper outlines a framework that may be employed
to organize information on the physical flow of materials from their
harvesting, or extraction, through the conversion steps required to produce
useful materials, to their utilization, maintenance, and recycling in specific
sectors. The incorporation of the utilization step is of special importance
since it is this portion of the materials systems that governs the conservation
of materials and the substitution of abundant materials for scarce ones. While
the information system organized about the physical flow of materials through
the economy, other factors of production in the economy such as energy, labor,
and capital, may be incorporated along with environmental effects.
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The materials information system outlined here is compatible with a
large variety of data systems and analytical models. Coupling of the
information system to similation models and economic models has been
demonstrated in a conceptual way.

The availability of materials for housing, durable goods, industrial
construction, transportation systems, and energy is central to the life-style
and prosperity of a nation. The materials system is quite complex in view of
the existence of a large number of natural sources of renewable and
nonrenewable character, and the multitude of technical activities operating
within a complex institutional framework. The technical activities include
the extrapolation for a wide range of materials resources, conversion of these
resources into useful products, operation and maintenance of these products
over their life spans, and, finally, recovery or recycling of these products
back into the resource stream. Although the materials system itself is a
vital element of the nation's economy, this system has close relationships
with other sectors including its effect on employment, energy needs, capital
requirements, and the enviromment. Technical and policy options designed to
deal with specific issues may alter the trade-offs among these sectors.

While energy problems occupy much of the nation's attention and are
dealt with by a cabinet-level agency, the Department of Energy, there is no
focal point for the formulation and coordination of materials policies.

Supply, demand, and allocations within the U.S. materials system are largely
determined by independent forces working through the market in the private
sector. However, the problems arising from growing environmental concern and
changing patterns in the international supply and demand of resources generally
induce changes in resource markets that are outside the scope of the
decision-making capacity of the private sector. Government support for
research and development in the materials system is increasing but is still
quite fragmented. Government policies as well as private sector decisions must
be based on improved up-to-date knowledge of the technical, economic, and
envirormental parameters of the materials system. This kind of information is
also sought by scientists and engineers who need technical data on materials
properties and processes, and by industrial managers who seek information on
materials supply, demand, and potential markets.

A large number of formal and informal materials information systems have
been devised, both in private and public sectors. Unfortunately these systems,
in addition to being quite disparate and incompatible, are generally deficient
in that they consider only isolated aspects of the materials system. The need
to address the broad technical and policy questions in both the public and
private sectors points toward the requirements for a framework within which
economic, environmental, and technical factors involved in the supply and
utilization of all alternative materials may be simultaneously considered for
analysis of the materials system. The objective of this section is to outline
a comprehensive framework, the RMS, that may be used to organize relevant
information. In addition, the framework is compatible with a wide variety of
analytical methods that may be employed to assess the broad impacts of
materials policies. The RMS represents the supply and demand balance in the
materials system and the technologies employed to produce and utilize materials.
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An important feature of this framework is the incorporation of the
utilization, maintenance, and recycling portion of the system at the same
level of detail as the supply side. These portions of the materials system
are often ignored in policy analysis.

Many studies have been performed on the energy and envirommental aspects
of materials production. Makino and Berry (1973) and Midwest Research
Institute (Hunt and Welch 1974) have published information on the energy
inputs to the production of glass, aluminum, and plastic container materials,
and Ayres and Kneese (1969) has analyzed envirommental impacts associated with
materials production. Hannon (1972) has considered the direct and indirect
energy inputs to materials using input/output modeling in the analysis of
recycling policies. The RMS format provides a comprehensive and standard
format in which the results of such process analysis of specific materials and
production steps may be displayed. The methodology is similar to the Reference
Energy System which has been coupled to inter-industry models of the economy
(Hoffman 1975) and can be used in a similar manner to provide a generalized
coupled process and economic model for use in technology and policy analysis.

The RMS concept has been employed as the central systems analysis
approach by the Committee on Renewable Resources of the National Research
Council. The thrust of the study was to identify the most promising areas for
substituting nonrenewables by renewables which in turn would highlight the
research and development programs needed to overcome the barriers to production
and use of renewable resources. The RMS approach has also been adopted for a
study (Kearney 1977) in Ireland concerned with the use of biomass as a source
of energy. Although the specific emphasis on the various policy objectives
will vary from country to country depending upon its stage of development,
mineral base, etc., the RMS, because of its general nature, can be adapted as
a policy and planning tool to any national situation. Por example, trade~offs
between the labor requirements and capital expenditures as influenced by a
particular technology will be somewhat different in an industrialized country
as campared with a developing country where the policy objectives may differ.
Such policy objectives are exogenous to the RMS and may be formulated
independently. .

The nation's materials system can be thought of as consisting of an
integrated set of technical activities such as exploration, refining,
conversion, transportation, fabrication of material resources into useful
products, and, finally, the maintenance and recycling of these products. The
RMS is a network representation of the physical flow of materials through all
of the production and utilization steps that a resource must go through to be
used for a specific purpose in. the economy. The scope of the RMS is outlined
in Table 4. At the left-hand side is a Listing of resources, both renewable
and nonrenewable, while the products and end uses, defined at the functional
level, are listed on the right side. The definition of the use of materials
for specific functions and purposes is central to the RMS concept. Only at
this level can conservation and substitution opportunities be analyzed with
any technical reliability. Engineering properties such as strength-to-weight
ratios, corrosion resistance, and durability must be considered.
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The completed RMS, involving a network representation of the flow of
materials from the resource side through all of the "activities" listed along
the top to a specific end use, such as building and construction, for the year
1977 is shown in Pigure 7. This figure is quantified in terms of the mass of
material flowing annually through each activity. While the material flows on
the supply side were obtained from the Statistical Abstract (1978) and the
annual statistical reports, of The Aluminum Association (1977) and the Iron
and Steel Institute (1978), put out by various trade associations, the data on
the demand side were mostly estimated using the product mixes and conversion
ratios, as they existed in the year 1974, from the materials source book
(Bhagat 1976). The network can also be quantified in terms of energy use,
cost, labor, and envirommental effects associated with each activity. A path
from a specific resource to a specific end use is called a "trajectory.” Each
"activity" in the trajectory represents a technical process or production step
that is characterized by both a material flow element (and material losses)
and the data elements listed~-e.g., energy requirements, other material inputs,
labor and capital needs, and environmental effects. The activity category
involving "installation, erection, and maintenance,” not relevant in the energy
system, is of special importance in the case of a materials system for
evaluating life-cycle usage characteristics of materials. Opportunities for
recycling of materials are identified in terms of activities characterized by
material flows and data elements. Imports and exports of resources and
products can be indicated by flow vectors from and into the appropriate nodes.

The RMS illustrated in Figure 7 is simplified and aggregated for
presentation purposes only. Additional detail is provided in versions of this
system that have been developed for policy studies. An example of additional
information that is needed is alloying materials such as chromium, molybdenum,
and cobalt that provide desired strength and corrosion resistant properties
for certain applications.

It is feared by many that resource scarcity will limit future economic
and social development. Analysis of the role of materials in our society
requires the extension of the RMS to a general economic framework. The
conventional input/output framework provides a detailed picture of the
structure of the economy of inter-industry flows. While normally quantified
in monetary units, input/output tables have also been quantified in physical
terms (mass flows, energy flows, etc.). The RMS provides the basis for
estimating the technological coefficients and material substitutions
represented in the input/output tables. Pigure 8 shows the format of a
modified input/output table. The flow of materials resources through the
materials conversion processes into the other nomnmaterial industry sectors and
the final demand sectors is represented by coefficients representing the mass
of specific materials required per dollar or physical unit of output in the
industry sectors. The summation of total outputs in dollar terms represents
the Gross National Product (GNP) of the nation. This framework then provides
the analytical link between GNP (which when exhibited in terms of individual
sector elements is representative of a life-style pattern) and the requirement
for specific materials. When presented at this level of detail, the results
of engineering analysis may be represented in a policy framework. This step
of introducing the physical representation of a technical system in an economic
framework has been accomplished for the energy system but not as yet for the
materials system.
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The logic of incorporating a physical representation of a technical
system in an economic framework along with consideration or resource, labor,
capital, and environmental factors is illustrated in Figqure 9. This figure
illustrates the way in which resources and technology underlie the economy of
a nation and affect its environment. Starting at the bottom, resources are
employed in technological systems to produce goods and services in the economy.
Environmental effects are also produced that must be balanced against benefits
of production. Policy actions or decisions taken at any level can affect the
need for and use of the materials and technology employed in the nation's
economy .

RMS projections of material flows, compatible with the economic forecasts
for future years, say 1985 and 2000, can be prepared, assuming a2 natural
evolution of technologies and no new federal policy initiatives. This
projected system can then be used as a base case for substitution analysis and
technology assessment as discussed in the following sections. The RMS can be
prepared to represent the flow of materials through an industry, regions of
the country, or the entire country. :

Analysis of Materials Utilization and Substitution

The RMS and the associated data can support models and analysis of
materials utilization and substitution. The overall incremental effects of the
substitution determined by optimization or other appropriate methods can be
ascertained by adjusting the material flows and attendant energy, economic, and
envirommental implications indicated on the RMS diagram and backup data sheets.

The overall analysis involves these steps, following the definition of a
base, or most likely, case, in the RMS format:

1. Determination of the specific supply or end-use sectors of the RMS
to be considered in the analysis.

2. Definition of new processes and resources to be analyzed in the
affected trajectory from the resource to the specific end use
(definition of losses, energy, labor and capital requirements, and
envirormental effects).

3. Analysis, using optimization or other appropriate models of flows
through the affected trajectories in the RMS to reflect the revised
utilization or substitution of materials and/or new processes.

4. Accumulation and tabulation of resource, energy, labor, capital,
and envirommental consequences of the utilization or substitution
in the RMS format.

-
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In analyzing the specific nature of the substitution, it is necessary to
address the specific application. The mass ratio of substitution (e.g., kg of
paper that would replace a kg of plastic) depends on the specific application
and the nature of the material. Thus, at the point of end use, one would have
to focus on paper bags, for example, as a substitute for polyethylene bags.

The determination of these substitution ratios must be done exogeneously, using
optimization, simulation, or judgmental techniques, and the results reflected
in the revised or perturbed RMS. In certain instances, material preferences

and substitution may be constrained or influenced by such factors as esthetics
and codes or standards.

The parameters of the technical characteristics of new processes must
also be developed for inclusion in the data base by people with a process
background. The intent of the RMS format is to capture those characteristics
of the technology that are important to materials policy formulation and make
them available in a consistent and comprehensive format.

Pollowing these steps, the pertubation of the appropriate trajaectories
and the accumulation of information on detailed consequences is straightforward
using the RMS. In the case of .an analysis of the substitution of paper bags
for polyethylene bags, for example, the flows through the wood-to-paper
trajectory would increase by the appropriate amount while the flow of crude
oil and natural gas through the petrochemical trajectory would be decreased.
The full materials system implications may then be traced all the way back to
the forest and the source of the oil, imported or domestic. The results of

the analysis may then be used as a basis of support or revigion of the original
utilization of substitution measure.

when used in this fashion, the RMS can be a useful technique for the
analysis of materials policy. It must be recognized that the technique focuses
on the physical structure of the system and its requirements. Thus, although
substitution analysis may be performed in a rather direct manner, in cases of
more genaral policy analysis, the effects of a policy action on the supply or
demand for materials use and on the physical structure of the system must be
developed or estimated prior to use of the RMS.

The cagse study to evaluate the energy implications of substitution of

plastics by paper products for certain kinds of packaging and containers
follows.

Case Study of Material Substitution in Containers and Packaging Sector

Packaging is used for three major classes of goods: durable, nondurable,
and foodstuffs. The overwhelming fraction of durable goods is packaged in
corrugated cardboard. Corrugated cardboard is also most commonly used as a
packing material in the case of durables. Nondurables consists of clothing,
textiles, and chemicals and require a variety of packaging characteristics.
Poodstuffs, the third major area for packaging, represents about 15 percent of
the production activity of the U.S. economy and account for 60 percent of the
total shipment value of the entire range of goods that are packaged. This
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sector involves the widest variety and largest amount of packaging materials,
apart from corrugated cardboard, produced from renewable resources. In the
following discussion, specific examples have been chosen for which both
nonrenewables and renewables can be interchangeably used to meet certain
packaging requirements. Such examples are: sanitary food containers used for
milk, butter, margerine, frozen foods, ice cream, shortening, etc; trays for
packaging meats, eggs, and produce; and flexible containers--e.g., bags and
sacks.

Al though labor requirements and capital costs are also important
considerations in the comparison of alternative materials, attention is
focused exclusively on energy implications in this case study of materials for
containers and packaging.

In connection with sanitary food containers, two RMS trajectories are
shown in Pigure 10. These correspond to the special case of half-gallon
containers made of plastic and paper. Mass flows and energy values shown in
the figure under each activity link refer to requirements for manufacture of
one container of each type. Energy data are in terms of the "gross" value of
energy requirement. Summing all the energy components along the two
trajectories, one can see that plastic bottle weighing 54 grams needs about
8.4 x 106 joules, ‘whereas an equivalent paper carton weighing 64 grams needs
6.4 x 108 joules. Also, thé plastic bottle requires 22 grams and 55 grams
of natural gas and crude oil, respectively, as chemical feedstock, while an
equivalent paper carton needs 130 grams of groundwood. Adding the energy
content of raw materials, the total energy inputs to a plastic bottle and an
equivalent paper carton work out to 11.9 x 108 ana 7.9 x 106 joules,
regpectively.

In Pigure 11, two trajectories for the manufacture of size 6 meat trays
from styrofoam and from molded wood pulp are shown. The energy requirement in
the two cases add up to about the same value, 0.9 x 108 joules each. Here
again, taking into account that 2.3 grams of natural gas and 7.2 grams of
crude oil are needed as chemical feedstocks in the case of the polystyrene
tray and 30 grams of groundwood is needed as raw material for one pulp tray,
the total energy values increase to 1.3 x 106 joules, remaining the same in
both cases.

In the case of flexible containers, polyethylene is used for plastic
bags and Xraft paper for paper bags. The energy cost of Xraft paper
is (Table 5) 48 x 105 joules/kg, and that of polyethylene =160 x 106
joules/kg or 3.3 times as much. But, because medium~weight polyethylene bags
weigh only half as much as an equivalent paper bag, the ratio of energy
consumption of plastic .and paper bags is =1.65:1,

The above comparison is not entirely fair to plastics if there is the
possibility of reusing the plastic containers. As an example, to make and
£111 a half-gallon plastic milk container a single time requires about
8.4 x 108 joules of energy. If it were reused, and the washing and filling
costs remained the same with each use (=3.2 x 10° joules), then the cost
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would drop to 5.8 x 106 joules with one reuse, to 4.9 x 106 joules with

two reuses, and to 4.5 x 106 joules with three reuses. Similarly, although

a single use of plastic bags requires more energy than paperbags, the two
become comparable if more durable polyethylene bags are reused once. These
results are summarized in Table 5. Using this information in conjunction with
RMS with sufficient disaggregation in the containers and packaging sector, the
peturbation technique can be applied in a rather straightforward manner to
assess the full materials system implications in terms of energy and source
requirements arising from the substitution measures considered here.

CONCLUSIONS

The Role of Optimization

The optimization of a system, such as the materials system or a
subsector, implies a selection of individual processes or material forms among
alternatives on the basis of the specific optimization criteria, usually
minimum cost. 1In optimization analyses, the critical factors are the
characterization of competing options and the specifications of the objectives
to be optimized. Optimization is generally considered to be a normative
process indicating the preferred decision or direction--what should be
done~-given the assumptions that are in the analysis. In some cases,
particularly where uncertainties are not dominant and objectives are relatively
simple, the optimization process has some simulation capability as well.

In more complex situations, optimal solutions may be tested for
"robustness" against the major uncertainties--e.g., how sensitive is the
normative solution to changes in the state of the world or the other relevant
factors. Techniques of multi-objective analysis have been developed to deal
with complex objective functions that include several attributes.

In practical applications, particularly where large uncertainties exist
or objectives are complex, there has been considerable criticism of the over
simplification necessary to apply optimization techniques. Some of this
criticism
is deserved; however, alternative techniques really do not handle such
problems well either. Solutions determined by optimization techniques can
provide useful insights into the feasible limits of, say, cost minimization or
profit maximization under idealized circumstances. While such solutions may
not be practical, they provide a well characterized benchmark against which
practical compromises may be gauged. In this sense, a normative optimization
is similar to the idealized Carnot-cycle limits in thermodynamics. While the
presence of irreaversibility induced by friction and energy exchange complicates
the design and analysis of real processes, it has still proven quite useful to
consider the ideal Carnot-cycle limits as a benchmark for comparison.
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Table 5.

Energy Requirements for Typical Containers and Packaging

Energy con-
tent of
Rav material reqirements of raw Total
Per unit Product Energy of Manufacture materials Energy
Container/packaging Unit Natural Crude per unit 10° Joules/ per unit per unit
{product) Veight gas oit Wood Product Kg. of product product
type (grams) (grams) (grams) (grams) (106 Joules) Product (108 Joules) (108 Joules)
Half-gallon
Milk Container
Polyethylene s4 22 ss - 8.4 155.0 3.5 11.9
5.2¢ 96.0¢
Paper 64 - - 130 6.4 100.0 1.8 7.9
3.0¢ 47.0
Sizse 5 Meat
Tray
Polystryens 6.7 2.3 7.2 - 0.9 127.0 0.4 1.30
plastic
Wood pulp 20 -- - 0 0.94 47.0 0.36 1.30
Plexihle
Container (bag
or Sack)
Polyethylene 18 6 16 - 2.9 =160.0 1.0 3.9
Kraft paper 36 -- -- 70 1.7 248.0 0.8 2.3

*These values exclude the energy required for filling the containers.
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The major optimization techniques that are employed in resource
allocation, process selection, and substitution analysis include mathematical
programming (linear and nonlinear), dynamic programming, and optimal control
theory. Linear programming has been used extensively in view of the ability
to solve very large sets of equations and to capture extensive technical detail
on the structure of the system being analyzed. A major strength of the
technique is to combine technical and economic factors. The structural
equations of an optimization model are usually developed in physical
terms~--e.g., energy and material balances, equipment utilization, and manpower
requirements; while the objective functions generally involve such economic
parameters as cost minimization or profit maximization. Solutions to resource
allocation or process selection problems formulated along these lines reveal
the marginal value, or cost, of constrained resources. Examples of this class
of model include the work of Pilati (1979) and Sparrow (1978).

In application to the analysis of substitution within the materials
system, optimization techniques have proven to have their greatest strength in
the analysis of resource inputs and process selection to produce a well
characterized process. Optimization techniques have been applied successfully
to steel, aluminum, paper, and other materials sectors to analyze the effect
of changing costs of resocurces, energy, and labor on the production plant or
process to produce these materials. There has been less success in applying
optimization techniques to end-use substitution of materials, due largely to
the many attributes that are involved in the materials selection process.
Questions of cost, durability, and esthetics are all involved in a very complex
decision problem. Optimization is practiced implicitly in the product design
as, in the case of the automobile, weight and cost objectives are specified
and material substitution options are explored at the component level.

A more fruitful area in materials utilization and substitution for the
more formal optimization modeling approaches is the selection of materials to
achieve life-=cycle cost minimization. The materials system is full of examples
where minimum first cost has dominated the materials selection process. This
has sometimes led to very high operating and maintenance costs that are often
borne by groups other than those benefiting from the initial selection. This
is a question of good design practice as well as public policy. Increased
emphagis must be placed on life-cycle cost minimization, taking operating,

maintenance, and disposal costs into account along with first cost.
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RECENT ADVANCES IN ECONOMETRIC ESTIMATION OF MATERIALS SUBSTITUTION

Margaret E. Slade
Bureau of Economics
Federal Trade Commission
Washington, D.C.

INTRODUCTION

The 18th century classical economists, particularly Malthus and Ricardo,
were very aware of the role of land in the production process. To them, the
principal inputs to production were land and labor. Much of their focus was
on agricultural land, which more broadly defined can be taken to encompass all
natural-resource inputs, nonrenewable as well as renewable. As the Western
world became more industrialized, however, the interest in natural resources
was replaced by an emphasis on capital. The neoclassical production function
of the 19th century was a function solely of capital and labor, and, until
recently, most aggregate production functions that have been estimated were of
the value-added variety, with intermediate inputs such as energy and materials
ignored. However, in the 1970's several developments led to a renewed interest
in the role of natural resources in production. On the political side, the
Aradb oil embargo, the Organization of Petroleum Exporting Countries' price
increases, and the United States' growing dependence on imports of many
minerals focused attention on the possible scarcity of nonrenewable energy and
minerals. And on the theoretical side, the derivation of more sophisticated
techniques for estimating production and cost functions made it possible to
assess factor substitution possibilities with greater accuracy.

Interest in the possibility of substituting materials for other inputs
to the production process is motivated by several concerns. Perhaps the most
important ones are those pertaining to short-run supply disruptions and to
long-run exhaustion of depletable natural resources. In the short run, most
industrial nations, as net importers of many minerals, are vulnerable to
cartel action and embargoes by producing countries. They therefore need to
know what substitutes exist for commodities that are temporarily in short
supply and how long it takes to substitute an available commodity for one
whose price has increased or that cannot be obtained. In the long run, as the
stocks of natural resources are depleted, it becomes essential to assess the
possibility of substituting reproducible inputs such as capital and labor for
scarce inputs such as nonrenewable energy and minerals. Econometric models
have been constructed and estimated to help us understand the process of
substitution and to aid in assessing the importance of both these issues.
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In this paper, some recent advances in econometric estimation of
material substitution possibilities are discussed. The organization of the
paper is as follows:

° The relationship between separable production functions and
substitutability is developed, flexible functional forms are
defined, and the notion of duality is discussed.

® Some of the earlier estimates of elasticities of substitution
between materials and other inputs that were obtained from flexible
production-function models are reviewed and more recent
modifications to the earlier models are described.

° Areas for further research are suggested.

SEPARABILITY, PLEXIBILITY, AND DUALITY

Materials are used primarily as intermediate inputs to the production of
final goods. Therefore, the demand for materials is derived, that is, it is
induced by the demand for the products that materials produced. To model
substitution, we must therefore model the way in which materials are used in
production. The econometric approach to modeling production is to estimate
production functions that show the quantity of output that can be obtained
from given input quantities and how the level of output changes as the
quantities of inputs change. With neoclassical production function,
substitution possibilities are assumed to be smooth and continuous (i.e., it
is assumed that small changes in relative factor prices can lead to small
changes in relative factor usage). A neoclassical production function can
therefore be thought of as a smooth approximation to an engineering production
function with a large number of production processes. Some of the conceptual
problems that arise in modeling production functions are discussed briefly
below.

In order to estimate production functions, we must aggregate inputs.
For example, "labor" is not homogeneous but consists of unskilled, clerical,
technical, professional, and many other classes of laborers. Each of these
classes is in turn an aggregate of many subclasses. The way in which inputs
can be aggregated relates directly to the possibility of substitution. To

understand this relationship, some definitions are in order.

The elasticity of substitution between two factors of production is the
percent change in factor proportions due to a percent change in their marginal
rate of technical substitution (i.e., in the slope of the isoquant relating
the two factors). If firms minimize cost, they will equate the marginal rate
of technical substitution between factors to the factor price ratio.
Therefore, the elasticity of substitution measures the percent change in
factor usage ratio due to a percent change in the factor price ratio. If the
elasticity of substitution is infinite, the inputs are perfect substitutes,
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whereas if the elasticity is zero, no substitution is possible.l If the
elasticity of substitution is negative, the two inputs are said to be
complements. That is, instead of being replacements for one another in
production, the imputs must be used together and an increase in the price of
one will reduce the demand for the other.2 Most recent econometric work on
materials substitution has focused on estimating elasticities of substitution
between materials as an aggregate and other input aggregates, or between
different materials.

A production function is said to be strongly separable if substitution
between inputs in two groups or classes of inputs does not depend on the
quantity of inputs in other groups. Separability is an important concept
because, if production functions are not separable, we cannot simply look at
prices and availability of materials to determine their use but must also know
about the capital stock in place and the availability of energy and laborers
before we can assess substitutability. If input groups are separable, the
estimation of production functions can be sequential. That is, we can
determine the optimal (least-cost) mix of material inputs, the optimal mix of
energy inputs, and so forth, and, holding these within-group proportions
constant, we can determine the optimal mix of materials and energy in an
overall production function. If no partitioning of inputs is possible, we
must estimate production functions with a very large number of arguments.

Berndt and Christensen (1973) showed that strong separability is
equivalent to the assumption that all elasticities of substitution
between inputs from different groups are both equal and constant .3 Strong
separability therefore places a priority restrictions on substitution
possibilities. It is these restrictions that have generated interest in so-
called flexible functional forms.4

1 wWith a Leontief (fixed coefficient) production function, the elasticity of
substitution is zero, whereas with a Cobb-Douglass function, it is
identically one.

2 Complements are usually defined in terms of their cross-elasticity of
demand, not their elasticity of substitution. However the Allen partial
elasticity of substitution, which measures the response of derived demand
to an input price change, holding output and all other input prices fixed,
is equal to the cross-elasticity of demand divided by the input's cost
share. Because the cost share is always positive, the signs of the
cross~elasticity of demand and the Allen partial elasticity of
substitution are the same. Therefore, the two definitions are equivalent
if the Allen partial elasticity of substitution is used.

3 It is the Allen partial elasticities of substitution that are equal and
constant. '

4 Flexible forms have not eliminated the separability assumption (i.e., no
matter how much we disaggregate, some separability assumption is made in
the choice of input groups). However, flexible forms have highlighted the

importance of such assumptions.


http://www.nap.edu/catalog.php?record_id=19585

78

A functional form is said to be flexible if it satisfies two conditions:

{1.) it places no a priori restrictions on the elasticities of
substitution, and

(2.) it provides a local second-order approximation to an arbitrary
twice-differential function.>

Several commonly used flexible forms are: the transcendental logarithmic
(translog) (Christensen, Jorgenson, and Lau, 1971), the generalized Leontif
(Diewert, 1971), and the generalized Cobb-Douglass (Diewert, 1973).

Elasticities of substitution are not always estimated from production
functions. Often it is easier to estimate the cost function, which relates
minimim production cost to input prices and output level, than to estimate the
production function. If certain restrictions are placed on the cost functionm,
duality theory assures us that a well-defined production function exists
{ Shephard, 1953). The dual of a particular cost function such as a translog
is not necessarily a translog production function. However, the technologies
of input substitution can be determined by analyzing the cost function alone.
The use of duality theory in the derivation of production and cost functions
has revolutionized production modeling in the last decade.

PRODUCTION~-FUNCTION MODELS
First-Generation Models

Most of the earlier estimates of elasticities of substitution between
materials and other input groups were obtained using a four-input translog
production or cost function. The four-factor cost function is quadratic in
the logarithms of the prices of the four inputs—--capital (K), labor (L),
energy (E), and materials (M).5

Generally, cost-minimizing input-demand equations are derived from the
cost function (using Shephard's lemma) and estimated jointly with the cost
function.’ The elasticities of substitution, which are not constrained to
be constant but vary with the input’s cost share (i.e., with the ratio of
expenditure on the input to total expenditure), are functionally related to
the cost-function parameters and can therefore be calculated from estimates of
these parameters. In addition, the own-and cross-price elasticities of demand
are analytically related to the elasticities of substitution.

T A second-order approximation is one .that ignores higher order terms in a
Taylor-series expansion of the function.

6 These inputs are themselves aggregates, often constructed using a Divisia
index.

7 Por a discussion of Shephard's lemma, see Diewert (1974).
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Examples of empirical estimates of elasticities of substitution between
materials and other input groups using translog production or cost functions
include Hudson and Jorgenson (1975),8 Berndt and Wood (1975), and Humphrey
and Moroney (1975).9 The results in these papers cast doubt on previous
empirical studies of investment demand and capital-labor substitution which
used a value-added (capital-labor or KL) specifivation. For example, Berndt
and Wood (1975) tested the hypothesis that capital and labor are separable
from energy and materials and found that the parameter restrictions that would
imply separability were not satisfied. Therefore, at least a four-input
specification is warranted.

These earlier studies, while an improvement on the typical value-added
approach, do not help answer some of the most interesting questions about
materials substitution. As noted in the introduction, much of the attention
given to materials substitution stems from interest in either the short-run
problem of supply disruptions (i.e., being cut off from imports of raw
materials) or in the long-run problem of running ocut of exhaustible
resources. Because the early capital-labor-energy-materials (KLEM) models
were static, they could not tell us how long the substitution process takes
(i.e., how quickly we can substitute away from unavailable materials during
periods of temporary supply disruptions).lo Many of the later models
described in the next section attempt to remedy this problem by introducing
dynamic adjustment to change conditions.

The long-run problem of substituting reproducible inputs for depletable
natural resources is much more difficult to analyze in an econometric
framework. We need to know the extent of substitution that is possible at
very low levels of use of one or more inputs, and existing data does not
generally provide such observations. As Dasgupta and Heal (1979) point out,
the assumption that the elasticity of substitution is independent of the
capital-resource ratio is a treacherous one to make. Therefore, econometric
models tell us little about the ease of adjusting to long-run natural-resource
scarcity and should not be used to assess the impact of running out of
critical materials.

Second~-Generation Models

Second~generation models will be classified as those that attempt to
remedy two of the problems encountered with the earlier specifications. The
problems are those related to dynamic adjustment and to aggregation.

Dynamic Models
There are many reasons why, in the real world, substitution takes time.

For example, if the price of an input goes up, it may have to remain at the
higher lavel for a considerable time before pufchasers expect the higher price

8 The Hudson-Jorgenson model consists of KLEM submodels for nine industrial
sectors.

9 Humphrey and Moroney used a three—~input (KLM) model for twelve product
groups.

10 A static model describes a system in a state of equilibrium but does not
specify the adjustment to equilibrium after the system has been perturbed.
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to persist and decide to look for a substitute. Even after the desirability
of substitution is perceived, changing factor proportions may involve planning,
issuing new contracts, and altering capital equipment and is therefore neither
instantaneous nor costless. We can thus expect factor markets to be in
disequilibrium (i.e., we can expect delays in adjusting to optimal factor
proportions after a change in factor-price ratios) and should attempt to
incorporate the adjustment process into models of input choice.

There are many methods of introducing dynamic adjustment into models of
factor substitution. For example, Berndt, Fuss, and Waverman (1978) proposed
two dynamic approaches. First, they incorporated Koyck adjustment matrices
into a static system of factor demand equations, and second, they introduced
costs of adjustment into the long-run optimization process. Denny, Fuss, and
Waverman (forthcoming) constructed a model where firms minimize the present
value of future costs, subject to internal rising marginal costs of adjusting
their capital stock. Slade (forthcoming) assumed that firms minimized costs
with respect to expected factor prices, and added generalized price-expectations
equations to a model of input selection. And Brown and Christensen (forthcoming)
employed an ingenious method to obtain long-run elasticities of substitution
from a short-run cost function. In the short-run, equilibrium is presumed for
the variable factors, conditional on given levels for the fixed factors, whereas
in the long run, all inputs (variable and fixed) are in equilibrium. The
evidence from these different approaches indicates that the assumption of
equilibrium in all factor markets is rarely justified and that static models
often yield incorrect estimates of elasticities of substitution. However, one
drawback to dynamic models is that the method of introducing the adjustment
process affects the estimates of elasticities of substitution obtained.
Considerable care should therefore be taken in selecting an appropriate model
(i.e., one that closely corresponds to the market being modeled).

Aggregation

It was noted that production functions with less than four inputs may

lead to erroneous estimates of substitution possibilities. It remains to be
seen, hovever, if four inputs are sufficient. Questions arise such as:

® Is it meaningful to construct a single aggregate of raw materials
used at the economy level? and

° If it is meaningful to construct such an aggregate, how can we
measure it?

There are some of the issues that Lau (1979) discussed in a paper

dealing with the measurement of raw materials inputs at the plant, firm,
industry, and economy level.

When we aggregate inputs into groups, we must choose a measure for the
aggregate. A common procedure is to choose one characteristic (e.g., Btu
value for fuels) to use as a weight.ll However, this practice implicitly
assumes that all fuels are perfect substitutes in production. The problem is
more complex for raw materials because there is no obvious choice of a
characteristic to use as a weight. It is therefore preferable to consider a
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veotor of characteristics of materials and construct hedonic price equations.
Additional problems arise when aggregating inputs across plants and across
industries. In this case, the hedonic price equation will depend on a vector
of plant (or industry) characteristics in addition to the characteristics of
materials. Further complications arise when aggregating across end-use
sectors. Usually we are forced to make some simplifying assumptions--that
prices of all raw materials move together or that quantities of raw materials
are used in fixed proportions (Hicks and Leontief aggregation, respectively).
Lau (1979) concluded his analysis of materials aggregation with the statement
that it appears unlikely that, at the economy level, the cost function is
separable in the prices of raw materials so that a meaningful index of
aggregate raw materials can be constructed. His conclusion raises questions
about the practice of estimating four-input KLEM production functions for the
economy as a whole.l2

Numerous empirical studies have demonstrated that the minimal
requirements for consistent input aggregation are rarely found in actual data
and that aggregation at any level is thus almost always improper in a
theoretical sense.l The question then becomes, what sorts of errors do we
make when we aggregate? In addition to the question of input aggregation, the
question of technology aggregation is very important because it affects the
interpretation of the production function as an approximation to a set of
interrelated engineering activities. When technology aggregation takes place,
even the aggregation of simple subprocesses, there is no guarantee that the
engineering character of the subprocess will be reflected in the aggregate.
In contrast to input aggregation, with technology aggregation, we have little
or no theoretical basis to discriminate between aggregates. Kopp and Smith
(forthcoming), in an empirical study of resource substitution under input and
technology aggregations, concluded that aggregation of progressively more
diverse inputs leads to a diminution of the statistical significance of the
estimated elasticities of substitution but not to a reversal of their signs.
The loss of statistical significance can be interpreted as a decrease in the
pover of the neoclassical econometric model to approximate the underliying
engineering features. More seriocusly, they found that aggregation across
technologies may lead to the inability of the neoclassical econometric model
to discriminate between relationships of substitutability and complementarity
{(which is intuitively plausible because inputs can be substitutes in one
technology and complements in another). In view of these results, it seems
imperative that substitution be measured at a much more disaggregate level
than has been common practice in the past.

11 In constructing indices, we can form a quantity of a price aggregate. The
Btu is, or course, a quantity aggregate. Most recent studies using cost
functions employ a price aggregate. The price aggregate avoids the need
for a consistent quantity index by relying on competitive-market models
(an agssumption that is often violated in practice).

12 Similar problems arise in measuring a capital aggregate.

13 Minimal requirements for consistent input aggregation are that the input
groups be homothetically weakly separable.
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One result of the realization that disaggregation is imperative has been
the construction of greatly expanded data bases. For example, Jorgenson and
Fraumenl (forthcoming) compiled capital, labor, energy, and materials inputs
to thirty-six industrial sectors of the U.S. economy, annually for the period
1958=-1974. They also constructed indices of the sectoral outputs and all four
sectoral inputs for the same period. Finally, they computed indices of
sectoral rates of technical change. These data enabled them to characterize
substitution possibilities among inputs and changes in these possibilities
over time at a much more disaggregated level than had been previously
attempted.

SUGGESTIONS FOR FURTHER RESEARCH

There are many directions in which econometric methods of modeling
materials substitution can move, only two of which will be mentioned here:
the formation of price expectations and rationing.

Rational Expectations

Typically, models of materials substitution either ignore price
expectations or assume that expectations are formed in an adaptive fashion
(i.e., that expected prices are some function of past observed prices).
However, it may be more appropriate to incorporate the notion of rational
expectations into dynamic models. The rational expectations hypothesis first
formulated by Muth (1961) is that the appropriate forecast of a variable is the
expected value of that variable, conditional on all of the information
available at the time of the forecast (not just the past history of the
variable). If firms are neglecting some information in forming price
forecasts, their forecasts will be wrong and speculators will have an incentive
to intervene in the market. For example, if firms that purchase copper
forecast a price for copper that is too low, speculators will purchase future
contracts for copper and the forward price of copper will rise. Adaptive
expectations, therefore, unlike rational expectations, are not self-confirming.
One contribution to empirical work of the literature on rational expectations
is the attempt to disentangle the structural parameters of the (production or
cost) function from the (price) expectations equation. Lucas (1976) pointed
out that macro models constructed using adaptive expectations cannot be used
for policy analysis because the way in which people respond to changed policy
variables depends on the source of the change. This idea can also be important
in modeling materials markets. For example, it is not realistic to assume
that purchasers of copper will react to higher copper prices that result from
political disruptions in Zaire (that they perceive as temporary) in the same
way as they will react to higher copper prices that result from environmental
controls on smelter emmissions (that they perceive as permanent). In addition,
purchasers of materials react more rapidly to information that they perceive as
accurate than to information that they perceive as fuzzy or uncertain. If the
source of a change is a determinant of the speed of adjustment to that change,
the distributed lag parameters in a model should be endogenously determined
(i.e., they should change with changes in the exogenous variables), especially
if the model will be used for policy analysis and forecasting. The
incorporation of rational expectations could therefore be a valuable extension
to dynamic models of materials substitution.
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Rationing

The notion of disequilibrium in factor markets was mentioned. It was
assumed that firms were not equating factor-price ratios to their marginal
rate of technical substitution because there were costs associated with
changing factor proportions. However, there are other ways in which
disequilibrium can occur. In many metals markets, particularly those where
prices are administered, rationing is a common phenomenon (i.e., producers do
not allow prices to rise to the level that would equate supply and demand in
the short run but, instead, selectively ration). Rationing is sometimes
explained as an attempt to prevent the long-run substitution away from a
commodity that might be triggered by a very high price for that commodity
(see, for example, McNicol, 1975). wWhen rationing occurs, the assumption that
congumers are able to obtain materials at their market price is violated.
MacKinnon and Olewiler (1980), in an empirical study of the U.S. copper
market, showed that estimated own-price elasticities of demand are
significantly different when rationing is considered from those obtained when
equilibrium is assumed. Presumably, estimates of elasticities of substitution
would also be affected by the consideration of nonprice rationing. Therefore,
in markets where rationing is prevalent, disequilibrium models should provide
better estimates of substitution possibilities than do the present equilibrium
model 8.

None of the models discussed in this paper can be considered the ultimate
econometric model of materials substitution. Although expectations and
rationing have been focused on as topics worthy of future research efforts,
there is room for improvement and further refinement in many areas. Because
materials substitution will remain a topic of vital importance and empirical
relevance, much progress in modeling should occur in the next few years and we
can expect third-generation models to emerge that will supersede the first-and
second-generation efforts that are discussed here. ’
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MODELING THE DYNAMICS OF SUBSTITUTION

James M. Lyneis
Pugh Roberts Assoclates, Inc.
Cambridge, Massachusetts

The metals industries are emerging from another period of short supply
and escalating prices. Some of the latest shortage was no doubt caused by
normal industry cycles. But many observers see longer-term trends
contributing to the shortages and portending greater future difficulties.
These trends include depletion of ore bodies in developed countries and
consequent concentration of supply in less developed countries, envirommental
costs and restrictions on supply, political instability in key supplying
countries, and increased competition for available supply because of
industrialization in developing countries.

These longer-term trends offer the potential for the formation of
effaective cartels, supply disruptions, and extortionate price-fixing. Serious
economic disruption could occur unless governments, producers, and consumers
take appropriate actions to protect themselves from dependence on foreign
sources of critical metals.

But the need for action, and the appropriate actions, depend importantly
on the potential for substitution. To the extent that demand can be shifted
to alternative materials, the effects of supply disruptions will be
mitigated. As a result, buffer stocks and research can be focused on those
segments of demand for which substitution is impossible or impractical.

How will supply and demand evolve under the likely trends for economic
growth, technological change, and other key factors? How quickly will
substitution occur in the case of supply disruptions or rapid price
escalation? How large a buffer stock is necessary during the transition and
for the unsubstitutable demand? What are the impacts on the markets of
campetiting materials? An understanding of the dynamics of substitution is
essential to the development of effective action.

Dynamics of Substitution
Substitution is a dynamic process--that is, it occurs over time as a

consequence of changing conditions. As in all dynamic processes, feedback,
inertia, and delays play important roles.

85
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Feedback occurs whenever an action generates a response, and the response
then elicits further action, as illustrated in Figure 12. 1In the process of
substitution, feedback occurs at the macro- and the micro-levels. At the
macro-level, shown in Figure 13, an increase in price encourages substitution,
which then reduces demand. The reduction in demand, other things remaining
equal, decreases price, thereby slowing or reversing the substitution. Figure 13
illustrates what might be called "short-run substitution,"” where competing
materials are readily available and accepted. Figure 14 expands Figure 13 to
incorporate "long-run substitution."” An increase in prices causes investment
in research and development. Eventually, alternative technologies are
developed which in turn increase substitution, reduce demand, and decrease
price. The principal characteristic of feedback is that actions today
influence what happens in the future. For example, substitution today may
reduce substitution in the future because prices are iower. Feedback is
therefore an essential element of dynamic behavior.

FPeedback also influences substitution on the micro-level, as illustrated
in Pigure 15. Market share moves over time toward the market share indicated
by relative prices. The speed of the movement is governed by resistance to
change. When market share, say of aluminum in electrical uses, is low,
resistance to change is high and substitution occurs only slowly. But as
market share builds, resistance to change falls, thereby increasing the rate
of substitution and producing a "bandwagon" effect. This micro-level feedback
affects the speed with which substitution occurs. Inertia reflects the
tendency to continue doing what you have been doing in the past and is
represented by levels (accumulations or stocks) in a model. Figure 16
illustrates how inertia is a part of the micro-level feedback process. Demand
for copper is a function of desired materials use and current market share of
copper. Current market share is a level which adjusts over time toward market
share indicated by relative price. Users will continue to employ copper until
inertia is overcome and current market share adjusts to indicated market share.

Delays are the final element in dynamic processes. Delays govern the
amount of inertia in a system. Several delays are important in substitution:

1, The length of time over which price changes must persist before
substitution is warranted

2, Delays in developing alternative technologies

3. Delays in adopting the competing materials, as governed by
resistance to change and minimum times to convert.

The costs of conversion and the ratio of material costs to total product cost
influence the length of these delays.

In summary, substitution is a process which occurs over time in response
in changing conditions. Some of these conditions may be external to the
substitution process itself--for example, supply shortages which cause an
increase in price. But others are the result of feedbacks from past changes:
prior substitution affects current prices which in turn affect current
substitution. Inertia and delays influence the speed with which substitution
occurs. An accurate forecast requires that these processes be represented, as
they critically affect behavior.
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A Generic Model of Substitution

The dynamics of substitution cannot generally be separated from the
larger dynamics of supply and demand, of which it is an integral part.
Therefore, any model of "substitution" must also incorporate some of the
macro-feedbacks affecting supply and demand. These issues are discussed in
the f£irst subsection below. The detailed process of substitution, generally
represented on an end-use basis, is then discussed in the following subsection.

Macro-Feedbacks Influencing Substitution

Figure 17 illustrates the macro-feedbacks which affect the dynamics of
substitution. Which of these feedbacks are modeled, and in how much detail,
depends on the purpose of the model. Short-term models used for forecasting
purposes may take the price of competing materials and technologies as given;
mid-term models for policy purposes--for example, determining the size of
buffer stocks--may want to consider the effects of disruptions in the supply
of one metal on ather metals, and hence must consider these feedbacks;
longer—-term models may want to consider the likely evolution of alternative
technologies.

It is therefore impossible to define a "generic" model of these
macro-level feedbacks. Figure 17 merely serves to highlight the range of
possibilities which must be considered:

(1) short-run effect of price;
(2) effect of substitution on price of competing materials;
(3) price-supply; and

(4) development of alternative technologies, which may reduce the
amount of material needed or introduce new competing mateials.

Detailed Substitution Process

FPigure 18 shows the factors determining the specific amount of
substitution. Because many of these factors are easier to pinpoint for
particular end uses of a metal, the structure shown is often duplicated to
determine substitution on an end-use basis.

The first characteristic of substitution illustrated in Figure 18 is
that demand is split into substitutable and nonsubstitutable components, as
governed by legal and technological constraints. This sgplit is important from
a policy point of view because, depending on the speed with which substitution
occurs, only the nonsubstitutable demand need be covered in any supply
dismtiono
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Substitutable demand, together with desired market share, determines
demand for the material. Supply shortages may, hovwever, constrain substitution
and slow actual gains in market share.

Resistance to change affects how quickly desired market share increases
or decreases. Resistance to change i1s expressed in years required to make
changes. Mathematically, it equals:

RTC = BRTC * ECMS
RTC--Resistance to Change (Years)
BRTC-~Basic Resistance to Change (Years)

ECMS--Ef fect of Current Market Share (Dimensionless)

The basic resistance to change represents the reluctance to adopt something
new over a tried and true product. It is a constant which may be different
for different end uses. Effect of current market share acts to reduce the
constant as market share increases or as adoption spreads. The effect is
illustrated in Pigure 19. When the substitution is just beginning and market
share is low, consumers are wary of substituting. They generally prefer to
wait until the market share grows somewhat and that application is tested
before they move. This type of hesitancy leads to the "bandwagon" phenomenon
which begins with slow growth, as some innovative users perceive a cost or
technical advantage, then goes through a phase of fairly rapid growth as
customers perceive a successful application, and finally goes through a
leveling-off phase as maximum market share is achieved (also referred to as

- "S-shaped growth"). A minimum resistance reflects the "time required to make
a conversion.” '

The functional change in market share depends on relative price per
functional unit and on conversion costs, as illustrated in Figure 20. When
relative prices, determined by the difference between material price per
functional unit and competing material price per functional unit, are equal,
fractional change in market share equals zero-and-consumers have no incentive
to change so they stick with present materials. As prices fall relative to
campeting materials, fractional change increases until it reaches l1.0--all
consumers of the competing material desire to switch to the material in
question. Conversely, as prices rise relative to campeting materials,
fractional change falls until it reaches negative 1.0--all consumers of the
material desire to switch to the competing material. (Recall that reluctance
to change governs how quickly the change occurs.)

As the driving force behind change, price difference are compared to
conversion costs spread over a payback period. When the ratio is 1.0 (or
negative 1.0), the price difference is such that conversion costs will be
recovered in the payback period. Not everyone switches material at this
point, hovever. Some people are more risk averse than others and therefore
require a shorter payback period. Other peocple may have higher conversion
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costs than the average used as an index and hence switch at a higher price
difference. Finally, to the extent the model aggregates several end uses,
conversion costs are likely to be dispersed about an average. For these
reasons, complete conversion does not occur until price difference exceeds
conversion costs by three times.

The price differential is based not on current price but on an average
of prices. Such an averaging reflects the desire to assure that price changes
are permanent before making a switch. The length of the averaging time
probably depends on the cost of conversion. If costs are low, quick switches
between materials can be justified. If costs are high, price changes must
last longer in order to pay back conversion costs.

Several complicating factors can be introduced into the model of the
substitution process. FPirst, conversion costs might differ depending on the
direction of the change. Second, more than one competing material can be
considered, although this may not be important if the end-use disaggregation -
is detailed enough. And finally, availability or security of supply can be

introduced as a reason to substitute materials.

In summary, the model of the substitution process captures a number of
relevant considerations: legal and technical constraints making some demand
unsubstitutables resistance to change and bandwagon effects; breakeven costs
based on a functional unit basis; conversion costs; and the need for a price
change to be persistent to elicit substitution. By representing these
factors, the model can more accurately portray the time behavior of the
substitution process.

Model Applications
Pugh Roberts Associates, Inc., has successfully emplbyed various
versions of both the macro- and micro-feedback processes during a number of

modeling studies over the past five years, including:

] An analysis of supply and demand for copper in the United States
(for the National Science Foundation 1976).

) Forecasting price trends for copper (several proprietary clients,
1976-79).

) Analysis of supply and demand for soda ash (proprietary investment
analysis).

° Analysis of worldwide demand for copper, aluminum, steel, nickel,
and manganese over the next 20 years (proprietary, 1979-present).
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ECONOMETRICS AND DEMAND MODELING

Bernard V. Reddy
James C. Burrows
Charles River Associates, Incorporated
Bogton, Massachusetts

An analysis of the applicability of econometrics to issues of materials
substitutions must begin with a clear understanding of what econometrics is.
The first editor of Econometrica and cowinner of the first Noble prize awarded
in economics, Ragnar Prisch (1933), defined econometrics as follows:

Thus, econometrics is by no means the same as economic statistics. Nor
is it identical with what we call general economic theory, although a
considerable portion of this theory has a definitely quantitative
character. Nor should econometrics be taken as synonomous with the
application of mathematics to economics. Experience has shown that each
of these three view-points, that of statistics, economic theory, and
mathematics, is a necessary but not by itself a sufficient condition for
a real understanding of the quantitative relations in modern economic
life. It is the unification of all three that is powerful. And it is
this unification that constitutes econometrics.

This definition indicates clearly that econometrics is more than trend
amlysis, more than the blind application of statistical tools to economic

data. When estimating a demand equation the econometrician first must take
care in specifying the equation so that it is consistent with economic theory

and physical reality. Only then can the econometrician use the tools of
mathematics and statigtics to estimate the equation.

Many statistical techniques are grouped together under the heading of
econometrics, but this paper will focus on least squares and its variants,
because they are by far the most commonly applied statistical tools used in
the estimation of models of demand.

Implicit Assumptions
Many of the assumptions implicit in econometric analysis are discussed

in Haavelmo's (1944) seminal article. Constancy of the functional relationship
and reversibility both are implicit in the use of regression equations.

95
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Constant Relationships

A regression equation states that a given variable is a function of
other variables. The general form of a linear regression equation is:

z
Yt = bo =4 Xit bi + ei¢ (1)
where:
Yy = Dependent variable in period t;

Xj¢ = The ith independent variable in period t;
bj = Coefficient to be estimated for independent variable i;
e, = The unobservable error in period t.*

*Assumed for convenience, is that observations of variables

are made over time, the usual case with demand models for

metals. Very few demand models for metals pool observations across
states or countries.

The unknown parameters by are assumed to remain constant throughout the
estimation period and forecast period. If one or more of the by are thought

to be changing over time, the manner of change should be specified explicitly
and incorporated into the equation, leaving an equation with a new set of
unknown parameters that, in fact, will remain constant. This will be discussed
in greater detail below in the section on equation specification. The implicit
assumption of constancy in the function relating the exogenous variables to

the endogenous variable means that a regression equation can be used to predict
the future only if the future will be similar to the past. Sudden new
developments, such as those caused by technological advances, cannot be
predicted with econometric methods.

Reversibility

A corollary to the implicit assumption of constancy is reversibility.
Suppose an exogenous variable changes but then returns to its original level.
The regression equation states that the original change will lead to a change
in the endogenous variable, but when the exogenous variable returns to its
original level, so must the endogenous variable (assuming that all other
variables have remained constant). This assumption is not always valid for
metal markets, because some substititions are not reversible. For example,
for many years ceramic magnets were cheaper than Alnico magnets, which contain
substantial quantities of cobalt. However, many users of Alnico magnets dia
not bother to substitute ceramics for Alnico's, because the design costs of
such substitutions were rather high. When cobalt prices increased to record
levels in 1978 and 1979, many of these substitutions finally were made. Even
if cobalt prices return to their pre-1978 levels, in constant dollars, these
substitutions in many cases will not be reversed. A regression equation
estimated for the demand for cobalt in Alnico's would recognize the recent


http://www.nap.edu/catalog.php?record_id=19585

97

decline in cobalt consumption in this category as a price effect, but the
equation would also imply that cobalt would regain that market if the price
fell. Blind estimation of such a regression equation would lead to misleading
results.

Estimation Methods

Ordinary least squares generally is the estimation method chosen for
regression equations, but in certain circumstances other methods are
appropriate. Ordinary least squares is the most appropriate estimator, in a
certain well-~defined manner, if the error term in Equation 1 satisfies the
follow conditions:

® The error terms are not correlated over time.
® The error terms over time have the same variance.

° The error terms are uncorrelated with the variables on the right
side of the regression equation.

The causes of failure of one or more of these assumptions, and the appropriate
mathods correcting for them are discussed below.

Autocorrelation

If the error terms are correlated over time, autocorrelation is said to
be present. Autocorrelation in and of itself is not a sufficient reason to
avoid using ordinary least squares, although it can be a source of major
difficulties if certain other problems accompany it. Without such other
problems, autocorrelation will cause the parameter variances of ordinary least
squares to be higher than the parameter variances of the most efficient
estimation methods. FPFurthermore, the estimates of the parameter variances
printed by a regression program will understate the true parameter variances.
However, least squares will still yield unbiased estimates--that is, on the
average (in the expectational sense) the coefficient estimates will be correct.
In addition, the most efficient methods are known to be superior to least
squares only in large samples. It is not clear that they are superior in an
equation estimated with only 20 observations, as is often the case in annual
metal models.

The appropriate estimation method in the presence of autocorrelation
calls for transforming the data in a particular manner and applying least
squares. The transformation may have to be repeated several times. If one of
the variables appearing on the right side of the equation is the dependent
variable in an earlier period, the existence of autocorrelation is a serious
problem, and more sophisticated methods are called for in handling it.
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Heteroscedasticity

Heteroscedasticity exists when the error terms have different variance
in different time periods. This is likely to happen in many equations that
describe market behavior over time, if the market is growing. The error terms
may appear to have multiplicative, rather than additive, effects in a growing
demand sector. Fortunately, heteroscedasticity is a problem that generally
can be ignored. As with autocorrelation, heteroscedasticity causes least
squares to have higher parameter variances than do more efficient methods, but
least squares still is unbiased. Simple transformations of the equations can
correct for heteroscedasticity. Estimating an equation in logs often serves
to correct for it, as the logaritimic form assumes that the error terms have
multiplicative effects.

Simultaneity and Related Problems

The most serious failures of the assumptions generally made for least
squares concern the correlation between the error terms and the right-hand
variables in an equation. If one or more variables are correlated with the
error term, then all of the parameter estimates will be biased and
inconsistent.

This assumption of no correlation usually fails because the variable in
question is an endogenous variable in the same simultaneous model.

Consider a simple, two-equation model of a hypothetical market:

S+ao+a1P+a2CAP+e1 (2)
and
D= bo - bl P+ b2 GNP + e), (3)

with the market-clearing identity D = S closing the model, where:
S = Supply.
D = Demand.
P =  Price.
CAP = Production capacity.

The price is determined implicity by the market-clearing identity. Because of
the market-clearing identity, we can set the supply equation equal to the
demand equation and solve for price, which will be a function of both error
terms, e; and e3. As a result, price will be correlated with the error

terms in both equations. The use of ordinary least squares will lead to
biased, inconsistent parameter estimates.. Simultaneous equation methods
generally should be used to "purge" the correlation from the price variable in
estimating the supply and demand equations.
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However, simultaneous equation methods are demonstrably superior to
ordinary least squares only if large samples are available. They are biased
in small samples, although the bias disappears as the sample size increases.
As a result, it is not clear that simultaneous equation methods ars superior
to least squares in samples with 30 or fewer observations.

Multicollinearity

Multicollinearity does not result from the fajilure of any of the error
term assumptions in least squares, but many econometricians attempt to correct
for it. Multicollinearity arises when two or more of the exogenous variables
in an equation are so highly correlated over time that the method of least
squares cannot distinguish the independent affects of the variables. Parameter
estimates are imprecise when multicollinearity is present, although the
equation might fit very well. Multicollinearity essentially is a data
problem: the exogenous variables are not different enough. As a result,
attempts to correct for multicollinearity without adding additional
information are misgquided. Sometimes it is possible to know in advance the
relative magnitudes of the coefficients of the variables that are causing the
problem. If so, it is a simple matter to impose constraints on the
coefficients in estimation and improve the parameter estimates considerably.

Specification

In many ways equation specification is the most difficult task facing
the applied econometrician. Economic theory and technological relationships
sometimes dictate that certain variables should enter an equation in a
particular manner. In most cases considerable judgment must be applied in
specifying an equation, even if the variables that belong in it are known.

Punctional Form

The first task in specifying an equation is to select a functional form.
The most common forms are linear and logarithmic, but semilog and other forms
are used occasionally. All simple functional forms should be considered as
approximations to what are undoubtedly far more complicated relationships.

Linsar Form

The linear form as in Equation 1 is probably the most commonly

specified. A linear specification carries many implications. First, the
error term has additive, not multiplicative effects. Second, the elasticities

are of the form: E; = by xi/y. This means that the elasticity estimates

are not constant (which is not necessarily a drawback). The price elasticity
of a linear demand equation, assuming that price has the expected negative
coefficient, approaches negative infinity as price approaches some positive
yet finite level. The elasticity of demand with respect to a measure of
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economic activity approaches unity as economic activity increases, as does the
elasticity of supply with respect to price. Third, the marginal effects of
each exogenous variable on the endogenous variable are independant. For
example, the effect on demand of an increase in price do not depend on the
level of economic activity.

Logarithmic Form

The logaritimic form looks identical to the linear form, except that all
of the economic variables are replaced with their natural logs:

log (¥p) = bg + [ by log (Xge) + e (4)

The elasticities in the logarithmic equation are simply the coefficients, the
by, so they are constant. This means that as price goes up, larger increases
in price are required to elicit constant declines in demand. The error terms
have multiplicative effects, as can be seen by exponentiating both sides of
Equation 4. The marginal effects of exogenous variables on the endogenous
variable depend on the levels of the other exogenous variables. This can be
desirable property if it is thought that price influences the unit input of a
good into a production process. However, it can lead to problems if two
measures of economic activity are included in a demand equation. For example,
suppose that a demand equation is estimated for ferrochromium consumption, and
the the production of stainless steel and the production of alloy steel are
included in the equation. Why should the marginal effect of stainless steel
production on ferrochromium consumption depend on the level of alloy steel
production? This property generally makes the logarithmic form undersirable
if two or more measures of economic activity must be included in a demand
equation.

Other Forms

Although econometric equations can be specified in other forms, they
seldom are. Probably the most common other form is a mixture of the linear
and logarithmic. For example, the log of the dependent variable can be
regressed on a linear function of the independent variables:

z
log (Yt) = bO + 4 bi xit + e, (5)

In this form the elasticities can be expressed as byX;, which means that

all elasticities approach infinity (or negative infinity, if b; is less than
zero) as the independent variables approach infinity. A price elasticity of
demand specified in semilog form, therefore, is a compromise between the fixed
price elasticity of the logarithmic model and the rapidly changing elasticity
of the linear model.

This semilog specification has one major drawback in demand modeling.
The elasticity of demand with respect to an economic activity variable, like
chromium consumption with respect to stainless steel production, should not
increase without bound. This suggests that a mixed model might be appealing
in some cases: .


http://www.nap.edu/catalog.php?record_id=19585

101

This specification, to which other variables might be added, has a constant
elasticity for X and a changing elasticity for P.

Interactive Effects

Variables can be entered into an equation in almost any form, provided
that the form accords with economic theory and technological constraints.
Powers, inverses, logs, and other forms can be used. Of potentially greater
interest, however, is the ease with which interactive effects can be
incorporated into an equation. FPFor example, suppose that a certain price
effect is expected to be observed only if the price is above a specified
level. In that case two price variables can be defined, one equal to the
minimum of price and the specified level, and the other equal to the
difference between price and the specified level, if positive, and zero
otherwise. That is, suppose that P* is the point at which the price effect
changes. Then define Py, = min (Pt,P*) and P,, = max (0,P.~P*). The
equation specification becomes:

Yy = b° + bl Py + by Pzt + other terms (7)

Consider again the case of nonreversible substitution. Suppose that
demand in a particular sector includes two uses, one of which is subject to
irreversible substitution if the price exceeds some level P*. Then define the
variable.

Z, = max (0, max (P,~P*)).
m<t

That is, Z, equals the largest spread observed between P and P*, if positive;
if P has never exceeded P*, then Z, is defined as zero. The demand equation
might be specified as:

yt-b°+ibixit-a]_?t-azzt+et (8)

As long as the price remains below P*, no irreversible substitution occurs.
If the price increases above P, a sort of ratchet effect occurs. The higher
the price goes, the greater the permanent decline in demand.

Many other kinds of interactive effects are possible. They can involve
two or more economic variables, or they can involve economic variables and
dummy variables (indicator variables that generally take on values of either
zero or one), or they can involve time trends. The flexibility provided by

interactive effects greatly expands the usefulness of econometric analyses of
metal demands.

Dumny Variables

Dummy variables have many other uses. Suppose that a price effect or an
economic activity effect is thought to have changed after a certain year, due
to technological change or other reasons. Then a dummy variable defined as

zero before the change and one after can be used to measure the change in one
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of several ways. In the case of a price effect the dummy can be entered in an
interactive manner with the price variable. For an economic activity effect,
such as a sudden decline in the unit consumption of metal in a particular use,
the dummy could be entered directly into a logarithmic equation or interacted
with the variable in question in a linear equation. 1In this way the data can
be used to measure the effects of the technological change.

Lags

In many cases, the effects of a change in price or economic activity are
not felt immediately but are spread over a number of years. In such
circumstances the inclusion of only the current price or a current measure of
economic activity inadequately reflects real world behavior. Lagged values
must be entered into the equation in some manner.

Lag structures can take many shapes, some of which are depicted in
Figure 21. Lag structures usually are imposed, within broad limits, on
variables because simply including many lagged variables in an equation usually
leads to a high degree of multicollinearity. Imposing a lag structure can be
viewed as using prior information to eliminate the multicollinearity.

Most of the lag structures depicted in Figqure 21 are imposed by
constructing one or more new variables and using them in the regression
equation. For example, suppose that the linearly declining lag structure is
appropriate for price effects in a given equation, with a maximum lag of T.
This lag structure can be imposed by constructing:

T
2 = }:O (T+l=-m) Pe_p/ ((T+1) (T+2)/2) ‘_ (9)
m=

and replacing the price variables in the equation with Z..

The major exception to this approach is the geometric lag and its
variants. The geometric lag is imposed by including the lagged dependent
variable in the right side of the regression equation:

z
Yo = Dby + [ by Xy + WYy + e (10)

The geometric lag is attractive because of the simplicity it offers in
estimation, but the simplicity can be deceiving. The major problem is that it
imposes the same lag structure on all of the exogenous variables in the
equation. Special techniques can be used to impose the lag structure on only
one variable, but then the simplicity disappears. PFurthermore, the problem of
autocorrelation with a lagged endogenous variable can arise. The linearity
declining lag probably is preferable to the geometric lag in most demand
equations.
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Figure 21. Examples of Lag Structures with Means of Lag of 2.5 Periods

Long lag structures seldom are imposed on economic activity variables in
demand equations, because the effects of such variables generally are more
imnediate. An annual model seldom will contain more than the current and one
lagged economic activity variable. The coefficient of the current variable
generally should be positive, but the coefficient of the lagged variable often
can be negative, depending on the particular specification. Suppose that a
demand equation is being estimated for a product generally used in capital
goods, but that no good measure exists of investment in the appropriate sector
of the economy. In this case consumption of the metal is likely to be related
positively to both output and the increase in output in that sector. This
implies a neqative coefficient for the lagged economic activity variable.
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Deflation of Variables

All variables measured in dollars, whether they be prices, shipments,
inventories, or other relevant variables, should be deflated by appropriate
price deflators before being included in demand equations.

Demands for materials are real, physical demands, and they respond to
real movements in the economy. Mixing real and nomial variables in a
regression equation is seldom if ever justified.

Combined Methods

Economectric methods need not depend solely on statistical analyses of
data. If information is available that is not fully reflected in the data, it
should be used to improve the accuracy and applicability of the econometric
results. This procedure often combnines econometric and engineering methods.

In a project for the Experimental Technology Incentives Program of the
National Bureau of Standards, researchers at Charles River Associates followed
such an approach in constructing demand equations for both chromium and
manganese. We were interested in finding how demand would respond to movements
in price far beyond this historical range, by a factor of approximately 10.
Econometric methods alone cannot be trusted to yield accurate answers to such
questions, because they only reflect past behavior and future behavior is
likely to be quite different. We gathered engineering information on the
technological possibilities for substitution and conservation over time, at
various price levels. On a judgmental basis we then derived engineering
estimates of the price elasticity of demand at prices far outside the
historical range. We then used this information in estimating demand
equation, imposing the engineering elasticities on the regression equation.
The result, for both chromium and manganese, was a demand curve that reflected
the engineering realities that consumers would face at vastly higher prices.

A somewhat different approach was used in a recent study of the world
cobalt market that Charles River Associates performed. Economists and
engineers worked together to determine the economic and technical feasibility
of substituting other materials for cobalt in its major applications, at three
different price levels. Forecasts of economic activity then were made,
concentrating on those variables that are most important in determining the
level of cobalt. Judgmental forecasts of demand in each of the important uses
were made for a l0-year period for each of the three price levels. These
judgmental forecasts were pooled across price levels and regressed on the
measures of economic activity and prices, to derive engineering economic
demand curves for the future. The equations were used in a model of the
cobalt market to analyze the likely path of future cobalt prices. This
approach enabled us to predict demand at price levels other than those assumed
in the engineering analysis, and to change the assumptions concerning economic
grosth without being forced to redo the judgmental forecasts.
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Usefulness and Limitations

Econometric analysis of materials demand is particularly useful when
applied in situations that can be parametrized to resemble the past. If a
major shift in technology will occur in the future, econometrics can be used
to summarize the extent of the shift, as Charles River Associates did for
cobalt, but econometrics cannot predict that such a shift will occur. Por
example, econometrics could not have been used in the late 1960's to predict
the shift from low carbon ferrochromium to high carbon ferrochromium that
would take place in the following decade after the introduction of the
argon-oxygen decarburization (AOD) process in stainless steel production.
Common sense said that such a substitution would occur, but the statistical
data available would have been of no value in assessing the likely extent of
the shift. The data available in the last decade, however, probably could be
used to predict the extent of a reverse substitution, should the AOD process
suddenly lose its economic advantages (a highly unlikely event).

One of the problems encountered when applying an econometric demand
equation to a suddenly different world can be seen in Pigure 22. This fiqure
depicts three demand curves--linear, logarithmic, and semilog--with the same
elasticity (-1.0) and demand levels at P = 2. It is immediately apparent that
the curves differ very little for prices between 1.5 and 2.5 Given historical
data in such a range, the curves may be virtually indistingquishable on a
statistical basis. That is, all three specifications might f£it the data
equally well. Por forecasting within the historical range, it should matter
little which demand curve is used. If a sudden shortage develops and price
increases drastically, however, the curves are very different. Consider price
increases from a hypothetical historical average of P = 2, 1In order to realize
a 50 percent decline in demand, the linear curve would call for a price
increase on only 50 percent, the semilog curve for an increase of 70 percent,
and the logarithmic curve for an increase of 100 percent. To realize a decline
in demand of 75 percent, the linear curve calls for a 75 percent increase in
price, the semilog curve for a 120 percent increase, and the logarithmic curve
for a 300 percent increase. The functional form chosen is very important to the
analysis, although historically the choice of functional form mattered little.

The lesson is clear. Great care should be taken if an economic model
must be used to forecast outside the historical range of the data.
Incorporating engineering and other information directly into the econometric
analysis can greatly improve the usefulness of econometrics in such
applications.

The major conclusion to be drawn from this paper is that econometrics,
if properly applied, can be a very useful tool in studying past materials
substitution, in forecasting the future if it will sufficiently resemble the
present, and in incorporating certain kinds of engineering information into a
consistent market analysis. Great care must be taken at each step of the
analysis, from equation specification, through estimation, and into use. As
Prisch said:

Economectrics is a poverful tool, but also a dangerous one. There are
so many chances of abusing it, that it should only be put into the hands
of really first-rate men. Others should be absolutely discouraged from
taking up econometrics. (Frisch, 1946)
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DEMAND

Pigqure 22. Comparison of Punctional Forms for Demand Curves
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John Maynard Keynes, the celebrated British economist and government
adviser, once remarked that the role of govermment policies should be directed
to short-term disturbances rather than long-term considerations because, "in
the long-run we are all dead."” However, it is unclear if the statement was
made by Keynes the Economist or Xeynes the Government Adviser. If it was the
latter, the long=-run probably is the day after Election Day, while if it was
the former, the short-run could be years, or however long is required to change
the amount of a previously fixed primary input--i.e., labor, capital, natural
resources, or technology.

One would have hoped that it was Keynes the Economist speaking but -
judging by his classic treatise, (1936), around which most western economic
policy decisions have been framed since the end of the last World War,
unfortunately policy decisions based on short-term political expediencies have
all too often supplanted considerations based on an integrated, comprehensive,
and internally consistent long-term approach. Of all the western countries,
guided by the Keynesian approach, it is in the United States that his obsession
with the politician's myopia is most exemplified. Many of our current economic
and political problems, domestically and internationally, can be attributed to
this fixation of focusing on the immediate short-term without regard to the
wider long-term approach.

Nowhere is our prevailing short-sighted approach to economic problems
more acute than in our treatment of the so called "primary factors of
production,” mentioned above. A shortage of engineers cannot be relieved in
one, two, or even three years. On the other hand, a surplus of teachers
cannot be removed in one year. New capacity for extraction and processing of
minerals, both fuel and nonfuel, cannot be brought on-stream, judging by
today's experiences, even in five years. The development and installation of
new technologies involves massive research expenditures in terms of human,
material, and financial resources. Even the comfort of a full four-year
Presidential term of office could not effectively address these problems.

107
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Recognizing that the lead time needed to supply additional energy
capacity is anywhere from five to 12 years, depending on the energy source, or
as we are painfully witnessing, at least three to five years to retool the
automobile industry, how can we incorporate these "technical” facts into our
methodological framework? 1If the nation is to make a serious attempt to limit
its dependence on increasingly unreliable sources of foreign oil by generating
energy from our ample domestic coal sources, who is to insure that the rolling
stock and railroad track needed to transport the coal, not to say the
additional steel capacity required to build the cars and track, will be
forthcoming? Can we at least provide the signals for this change by describing
the implications of this policy on the whole structure of industrial output?
How will employment opportunities be affected by the adoption of this policy
or any combination of other alternative energy policies?

Generally speaking, our economy is required to turn out, on an annual
basis, a high "standard of 1iving"” for approximately 220 million people. That
"standard of living” is shaped by three forces: a culture, which fixes what
economists refer to as the "tastes and preferences" of consumers; technology,
which prescribes the efficient means for producing the goods and services; and
the endowments of primary resources--labor, capital, and natural resources,
the stock of which influences on the one hand what is produced domestically
and on the other which goods are imported in order to secure the above
"standard of living."”

In addition to the physical constraints of factor endowments and the
technological constraints imposed on production, social, institutional, and
environmental limitations are designed by the government to influence or
conform with the consumer's "tastes and preferences.”

Any comprehensive overview of our increasingly complex economy has to
describe the structure of consumption, the technological structure, and the
factor endowments in addition to the political, demographic, social,
environmental, and institutional phenomena around which the accommodating, and

in many cases, campeting economic relationships are woven.

Over more than four decades since Keynes wrote, our understanding about
the way in which our economy, so to say, "hangs together" has become both
wider and deeper. Our methodological approach to economic analysis, what
Schumpeter referred to as the "economist's analytical tool kit," now
incorporates the input-output technique, which has facilitated a structural
description of the economy based on an empirical investigation of its

component parts.

The input-output technique of economic analysis, first introduced some
40 years ago, is specifically designed as a tool for the systematic ainalysis
of the mutual interdependence between the different parts of an economy. It
is a method of analysis which describes the economy as a system of interacting
activities--both in a direct and indirect way. Hence, it is particularly well
suited not only to the preparation of internally consistent multisectoral
projections of prevailing economic trends but also for a detailed quantitative
assessment of both the direct and indirect secondary effects of any single
policy action or any combination of policy actions.
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An input-output table provides a systematic picture of the flow of goods
and services among all the producing and consuming sectors of a given economy:;
that is, among all the various branches of business, households, and
government. It could also register the flow of goods and services out of a
given region and the flow of goods and services received from the outside.

The input structure of each producing sector is specified in terms of what
might be called its technology or its "cooking recipe,"” that is, a set of
technical coefficients specifying the amount of goods and services, including
labor, that a sector has to absorb to produce a unit of its own output. A
separate set of capital coefficients describes the stocks of buildings and
equipment as well as of all kinds of working inventories that each producing
sector maintains in the process of transforming the proper combination of its
inputs into its final output of goods and services. The inputs of primary
natural resources, such as agricultural land, water, and ores, the output of
pollutants by all producing sectors of the economy, as well as households
(i.e., consumption patterns), are depicted and analyzed in modern input—-output
analysis along with the production and consumption of ordinary goods. Prices
are also determined in an open input-output system from a set of equations
which states that the price which each productive sector of the economy
receives must equal the total payments made by it, per unit of its product,
for inputs purchased from itself and from the other industries, plus a
"value-added,” which essentially represents payment for labor, capital, taxes,
etc.

The input-output approach is particularly well suited to address
questions of public policy debate. For example, if the current rate of
foreign imports as a percentage of total U.S. sales persists or increases,
what will be the direct and, perhaps more important, the indirect effects of
this on the demand for labor in the U.S.? What are the direct and indirect
costs imposed on domestic manufacturers that can be attributed to current or
future EPA abatement standards? Or, what are the direct and indirect
implications for the domestic economy, if high-strength plastics are
substituted for metallic materials in automobiles?

In addition to the concern currently being voiced with regard to our
dependence on foreign sources of supply to satisfy our energy requirements, we
are algso examining our position with regard to long~term, nonfuel mineral
resources--both metallic and nonmetallic.

THE APPLICATION OF INPUT-OUTPUT ANALYSIS TO MODEL THE MINERALS SECTOR*

Concern about the adequacy of nonfuel mineral supplies, import
dependence, trade restrictions, environmental and safety regulation, rising
prices, sluggish technological innovation, and failure to expand capacity,- as
well as environmental consequences of more intensive mineral exploitation, is

* This section first appeared in the "The Future of the U.S. Minerals
Industry Within the Changing Structure of the U.S. and World Economy,”
W. Leontief, S. Nasar-O'Brien, I. Sohn, C. Varsavsky, AIME Annual
Meeting, lLas Vegas, Nevada, February 1980.
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clearly growing in the United States. As yet, there is no comprehensive or
consistent program for nonfuel minerals, nor has one been proposed. In fact,
the collection and assembly of elementary information and the application of
systematic analysis are still in their very early stages with respect to
nonfuel minerals.

A research program now in its third and final year is a study of the
production and consumption of 26 nonfuel minerals in the United States to the
year 2000. The study being funded by the RANN division of the National Science
FPoundation and the Bureau of Mines. The model which is being constructed is
not a minerals model per se, but rather a general input-output model whose
formulation and data base permit its use for analyzing the present and future
position of nonfuel minerals in the United States economy.

A model of this type can be helpful in answering certain types of
questions. For example,

) What are the economic and (to a limited extend) environmental
consequences of technological change in minerals producing and
consuming sectors?

) What are the implications of scarcity due to insufficient mining
and processing capacity?

) What are the economic implications of specific environmental,
trade, subsidy, or tax policies?

® What are the consequences of increased national income and
population growth on minerals demand?

® What are the consequences of changes in the composition of the
final bill of goods on minerals demand?

In short, the model is designed to address questions concerning mineral
requirements under alternative hypothetical scenarios, rather than with the
determinants of supply or final demand. Input-output models depart from
"mainstream” economics modeling approaches to minerals supply and demand in
that they represent intermediate demand explicitly, and focus on changes in
the intermediate structure of demand stemming from substitution, and/or
adoption of new technologies. FPurthermore, the focus on technological
underpinnings permits the introduction, as in this particular model, of
physical quantities (i.e., tons) and the expression of physical characteristics
in the formulation of the equations. The corollary to the introduction of
physical, rather than value, units is greater and ygyreater disaggregation of
producing and consuming sectors. The fact that not only the sectors under
study at a particular time are represented, but that an attempt is made to
describe all economic and at least some noneconomic physical flows and stocks
(emigssions, for instance), implies both consistency and the ability to explore
interdependence and second-order effects.
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A feature of the particular strateqgy employed in the current study which
should be emphasized--and the ease with which this type of model lends itself
to the strategy--is the use of alternative scenarios as opposed to a "best
guess.” The model, deliberately, has many more variables than equations.
Additional degrees of freedom reflect, essentially, two underlying attitudes
held by the model builders. First, that the future is determined not simply
by today's structure, but also by deliberate policy. Second, that most basic
information about possible future income levels, consumption patterns,
technological change and substitution, population growth, estimates of resource
stocks, policies, and contingencies is fairly primitive, biased toward the
present and past, and all projections based on this information are subject to
a very great range of uncertainty. The use of scenarios--based on alternative
estimates for various combinations of variables specified as exogenous--allows
the analysts to make use of currently available information to explore the
implications of alternative facts and policies without, however, obscuring from
the user of these results the range of uncertainty which is likely to be the
case.

SPECIFIC FEATURES OF MINERALS INDUSTRIES
Classification of Minerals

One of the basic requirements for a model which aspires to realism (and
application to empirical problems) is that it captures the "major" specific
characteristics of the industries or commodities which will be studied; in the
case of mineralsg, these characteristics have generally to do with the
underlying physical and technological properties and relationships.

The "essential® description is that of the profile of production and
consumption of each nonfuel mineral. Demand for minerals is derived from the
demand for products which embody minerals or require them for their production.
Changes in the requirements for minerals result from technological changes,
substitution between materials, and changes in the level and composition of
final demand. A matrix of input-output coefficients permits the tracing of
demand for final goods and services to the demand for specific minerals. There
are imput-~output coefficients in official tables that are derived from actual
transactions between different sectors in a particular year, balancing all
purchases of inputs with sales of outputs, and dividing the amount of each
sector's inputs by the sector's output. Each column vector of the matrix,
therefore, is a sort of "cooking recipe" or list of needed ingredients which
represents the "average"” technology of production at one point in time.

Since statistical data on interindustry purchases and sales are limited,
very often, to relatively large aggregates of minerals (for instance,
nonferrous metals, ferrous metals, non metallic minerals), which lump together,
from the point of view of a study of this nature, rather heterogeneous
camodities, disaggregation of existing official input-output sectors requires
the use of a judicious mix of engineering information, common sense, and
practical considerations.
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By=Products

The mineral extraction and processing sectors of the economy very often
in addition of their principal output, generate varying amounts of by-products
or co~products. For example, significant amounts of molybdenum are recovered
in the mining of copper in southern Arizona. On the other hand, current
envirommental policy has required smelters and refineries to control their
sulfur dioxide emissions below certain prescribed levels. One consequence of
the legislation, according to experts are the Bureau of Mines, is that if
current abatement policies are maintained, the amount of by-product sulfuric
acid produced by the domestic copper, steel, and petroleum industries should
be sufficient to satisfy total annual U.S. demand for sulfuric acid by the
year 1985, thus eliminating the need for a domestic elemental sulfur industry.
Therefore, any model which attempts to describe the minerals sector within the
wider context of a social economic framework should be able to incorporate
both of these by-products, other minerals, and pollution into the model.

Recycling

Domestic supplies of minerals can be augmented not only by imports but
also by recycling. Of the 26 minerals included in the study, 13 are currently
recycled to one degree or another in the United States. Recycling 'of both
home and secondary scrap should be taken into account in projecting the
required levels of mining and smelting activity needed to satisfy future levels
of final demand. It would also be of interest to calculate the implications
for the demand for minerals resulting from alternative rates of recycling in
selected minerals. Therefore, recycling activities, and the flexibility of
varying their rates, is yet another characteristic of the minerals sector that
is being incorporated into the model.

Capital Requirements

The minerals sector, including both the mining and processing stages, is
characterized as being highly capital intensive as well as requiring relatively
long lead times to bring new industrial capacity into operation. Concern has
been voiced both in the private and public sectors regarding the insufficient
capacity of domestic suppliers of metallic and nonmetallic nonfuel minerals to
meet the current and projected levels of demand for minerals. Increasingly,
we have been forced to lock abroad for supplementary and in some cases,
competitive sources of supply.

Before promoting policies conducive to capital formation in the minerals
sector, it is necessary to have a blueprint of the capital structure of this
sector--i.e., a detailed bill of plant and equipment that must be in place, and
then a detailed account of the capital requirements needed to expand capacity.
With this information in hand, internally consistent and well coordinated
policies can be formulated, directed at individual sectors, to insure the

smooth expansion of required capacity.
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With cooperation from major metal producers, such as ASARCO, Inc.,
AMAX, Inc., Phelps-Dodge, Inc., and INCO, Inc., we have been obtaining detailed
engineering data describing the plant and equipment requirements of smelters
and mines, disaggregated to the level of individual pieces of equipment and
construction materials for each section of the installation. The data are then
consigned to about 50 SIC four-digit categories, thus mal'"ing them compatible
with the format of the input-output framework.

Structure of the Minerals Model

The foundation upon which the minerals model is being constructed is the
recently released 1972 U.S. Input-Output Table. (This table, prepared by the
Bureau of Economic Analysis, Department of Commerce, divides the economy into
496 gsectors. A version of the table aggregated to 85 sectors is published in
the Survey of Current Business, February and April 1979.) Since this table,
even at its most detailed level of disaggregation, has only four nonfuel
mineral mining sectors and only seven primary metal sectors, considerable
effort is being expended in disaggregating these sectors in order to
incorporate a detailed description of the mining and processing of the

following minerals specified in our study:

Steel Industry

Iron
Nickel
Manganese
Chromium
Silicon
Tungsten
Molybdenum
Vanadium

Miscellaneous Chemicals

Non-Ferrous Metals

Sulphur
Fluorine
Chlorine
Sodium
Boron

Bauxite and Other aluminum
bearing ores

Copper

Titanium

Lead

Precious Metals .
(gold, silver, platinum)

Zinc

Magnesium

Tin

Mercury

Pertilizer Industry

Potassium
Phosphorus

Both mining and processing sectors are being developed for each of the
above 26 minerals. In this way, it becomes possible to distribute the output
of each of these sectors to its users and to account for all the inputs that
enter into the production of each sectors' output. The input-output techniques
can accommodate the use of different physical values (i.e., tons, ounces, etc.)
or dollar values to serve as a unit of account for the output of each sector.
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Consequently, where appropriate, we are exploiting this special feature of
imput-output analysis. Although not shown here because of its detail, in
aggregate representation of the structural matrix for the minerals model,
specially tailored for describing the activities of the minerals sector of the
economy in detail, both with respect to its inputs and the use of its output.
would show 173 rows and 153 columns of clasasification. In some cases, the 85
sactor level of aggregation of the Department of Commerce Input-Output table
is used to represent economic sectors, such as Office, Computing and Accounting
Machines, or Radio, Television and Communication Equipment. In others, the
more detailed 496-sector classification is used--i.e., Blast Furnace and Steel
Mills, or Copper Rolling and Drawing. Finally, in the case of a majority of
the minerals, specially developed sectors are incorporated and made compatible
with the 85 and 496 sectors. The so-called "peculiarities™ of the minerals
sector that were discussed above, such as by-products and recycling, are
explicitly taken into account in describing the minerals sector within the
broader framework of the economy.

The United Nations World Input-Output Model

Since minerals are international in character, projecting the future
consumption of minerals necessitates global projections. The United Nations
(UN) World Input-Output Model is a newly forged tool capable of tracking many
economic and social interdependencies throughout the world. Depite its global
scope, the model displays an unusual degree of detail.

In order that it might accommodate the largest possible amounts of data,
the model divides the world's economy into 15 regions which fall into three
main groups: the developed regions, characterized by considerable industry
and relatively high per capita income (North America, Europe, Soviet Union,
Australia, South Africa, and Japan); the less developed regions rich in
natural resources (the Middle East, Venezuela, some of the Andean countries,
and some countries in arid and tropical Africa); and the less developed
countries with few resources. The model describes each region in terms of 45
sectors of economic activity, including various types of agriculture, mining
manufacturing, utilities, construction, services, transportation,
communication, and pollution abatement. Though each region is initially
treated separately, the model provides a camplex linkage mechanism which
analyzes their interconnections through trade, foreign investment, loans and
interest payments, and foreign aid.

The UN model has yielded several different projections of the future
world economy, depending on which of several assumptions about the rates of
growth of population and of gross product per capita one choses to use. For
each region, for example, we did not predict a single rate of population
growth, but made alternative projections based on a high, a medium, and a low
rate. The degree of detail in our model permitted the use of very specialized
data--for example, about specific industries in specific regions--and resulted
in relatively specific conclusions. The conclusions, however, are not based
solely on the alternative assumptions about the growth of population and per
capita gross product; they are also subject to modification by other variables.
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Estimates of available reserves of various mineral resources differ widely.

We did not choose among them, but made alternative computations on the basis
of different estimates. We did not attempt, however, to predict possible
discoveries of mineral resources. Ultimately, we constructed a set of
scenarios, or hypothetical pictures of the world economy in coming decades, by
introducing alternative assumptions about ‘some of its components into the
model and measuring their effect on other components.

Embedded in the structure of the World Model, which is being modified to
incorporate a more detailed minerals classification, are the latest official
endowments estimates, by region of reserves and subeconomic resources for most
of the minerals in our study. The model will track the depletion of these
stocks, by mineral and region, to the year 2000.

As a result of the increasing likelihood by 1990 of deep~sea mining of
manganese nodules, with appreciable amounts of cobalt, copper, and nickel as a

co~product, we are attempting to build this new source of supply into the
framework.

Hence, the need for integrating both the production (endowment) side
with the consumption side to insure internal consistency in the world
economy. The gradual ‘depletion first on a national and later on a global
bagis of estimated proven reserves will result in some combination of the
following choices:

1. A substitution away from the "depleted" mineral to more abundant
minerals or other materials, such as plastics, without violating
the technological, environmental and other constraints discussed
above.

2, Increased recycling of the "depleted” mineral in order to reduce
the rate of extraction of the mineral, again carried out within the
context of the above constraints.

3. An increase in the share of imports out of total U.S. domestic
supply, with a simultaneous shift in export shares in favor of
those regions endowed with both fuel and nonfuel resources (i.e.,
Australia, Mexico, Columbia).

4. Better "maintenance" of existing goods and structures in which
minerals are embedded--i.e., a deliberate policy of protecting new
structures and equipment against corrosion.

A recent study on the economic effects of metallic corrosion (Battelle
1978) completed for the Bareau of Standards by the Battelle Columbus
Laboratories, carried out a series of projections of the use of metals in the
U.S. economy based on alternative assumptions regarding corrosion protection
of plant and equipment.


http://www.nap.edu/catalog.php?record_id=19585

116

A series of projections based on various combinations of assumptions
from the first three groups are being formulated within the context of the
U.S. and world models incorporating the expanded mineral sectors described
above.

For example, scenarios are being formulated to introduce a gradual
increase in recycling rates of the 13 metals presently being recycled.
Current recycling rates of these selected metals are presented in Table 6.
The present study, however, stops short of considering the whole complex
question of the generation of old scrap from discarded goods and structures,
which would require linking the final demand sectors back to the production
sectors via estimated "lifetimes” of commodities. In order to close the
system, modeling the generation of old scrap would, of course, be the next
logical step.

Table 6. Current Recycling Rates for Selected Metalst

Iron & Steel (m.s.t) 33.36%
Copper (t.s.t) 19.01%
Lead (t.s.t) 34.30%
Zinc (t.s.t) ) 5.20%
Aluminum (t.s.t) 4.50%
Nickel (t.s.t) 30.10%
Chromium (t.s.t) 5.90%
Gold (t.t.o) 8.50%
Silver (m.t.o0) 20.30%
Tungsten (t.lb) 3.5%

Mercury (flasks) 22.90%
Tin (1l.t) 18.60%
Magnesium (t.s.t) 0.54%

Ratio of o0ld scrap/total domestic demand, except for iron and
steel, ratio of purchased scrap/total domestic demand. All
ratios are for 1972. Source: Mineral Facts and Problems,
Bicentennial Edition, Bureau of Mines, Bulletin 667, U.S.
Department of the Interior 1975.

Scenarios are also being developed within the context of the minerals
model described above to accommodate materials substitution over the next 20
years in certain key sectors of the economy. For example, in the 1980's
high=strength plastics and/or nickel and titanium based superalloys are
expected to be used at the expense of steel in the automobile, aerospace, and
construction sectors. The input=-output methodology is in a particularly
advantageous position to incorporate technological change in materials use
into a detailed profile of our complex economy while assessing the implications
for the primary factors of production--labor and energy--resulting from the
substitution.
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A third "class" of scenarios being formulated is the future position of
the U.S. economy with respect to trade in nonfuel minerals. This entails
projecting the future share of imports as a percentage of total U.S.
consumption of the 26 minerals in our study as well as the future export
potential of the other regions of the world, as represented in the World Model.

Table 7 presents the trade coefficients which are being used for the
bageline scenario, projecting the demand for the 26 nonfuel minerals to the
year 2000. The baseline scenario is formulated under the following
assumptions:

1. No technological change.

2. No change in recycling rates.

3. No changes in the import-export shares of the U.S. minerals sectors
from the 1972 base year.

4. Final demand projections supplied by the Bureau of Labor
Statistics, U.S. Department of Labor.

Table 7. 1972 Trade Coefficients for Metallic Minerals Used in Baseline

Scenarios*
Iron -0.44
Molybdenum +0.37
Nickel -0.90
Tungsten -0.43
Manganese -0.96
Chromium -0.94
Copper -0.10
Lead -0.35
Zinc -0.62
Gold -0.78
Silver -0.35
Bauxite -0.78
Mercury -0.77
Vanadium -0.22
Platinum -0.66
Titanium -0.54
Tin -0.98
Other Nonferrous Metals -0.0003

*Trade Coefficients = Exports - Imports
Domestic Consumption
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with baseline projections of mineral consumption on hand, we are
formulating alternative sets of assumptions with regard to the future rate of
world economic development, U.S. economic growth, conservation programs
through increased recycling, changing patterns of world trade in minerals, and
technological change. Each of the alternative scenarios will produce, as
expected, different projections for the U.S. and world minerals output levels
to the year 2000.

The question of whether or not sufficient capacity to extract, process,
and transport the projected level of future U.S. minerals output will be
forthcoming, is not a question that this study chooses to consider. In other
words, utilizing the tool of input-output analysis, this research program is
projecting the minerals, and all other sectoral, output levels of the U.S.
economy under alternative institutional, economic, technological, and social
settings. Favorable public and private policy decisions will, no doubt, be
needed to insure a smooth and continuous increase in capacity to supply the
projected needs of the U.S. and world economy to the year 2000, The
implementation of these policies is, however, beyond the scope of this
project.

In any systematic approach to the question of materials substitution,
two relevant considerations occur: One, can a substitution be made? That is,
within the context of technical feasibility and economic efficiency, which
materials are admissible candidates as substitutes for each other, and to the
exclusion of others? Two, assuming a substitution of one material for another
has been implemented, what are the implications of that substitution for the
system at large, within the context of institutional, economic, social,
environmental, international, and physical constrajints. Due to the complex
interrelationships that characterize modern developed economies, it is
impossible to know the direct and indirect consequences resulting from a
single change in the economy--i.e., the substitution of one material for
another, without a firm understanding of the underlying structural
relationships that constitute a modern economy.

The input-output technique is not designed to address considerations of
the firsgt kind, that is, questions that center on what techniques of
production should be used, when should the switch to a new technique be
executed, what materials are likely candidates for substitution.

On the other hand, the input-output technique is in an advantagecus
position to consider questions of the second kind: what are the direct and
indirect implications for the system as a whole resulting from materials
substitution. In addition, since input-output tables can be very finely
disaggregated, material by material, by observing both flows and coefficients,
the approach does shed light on where to center research for possible future
materials substitutions, that is by identifying the sectors and materials in
which substitution, at least from a technical if not economic point of view,
may be feasible.
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With increasingly greater lead times required to bring new capacity on
stream, due to technical as well as environmental reasons, the technique of
input-output analysis is in a position to provide the necessary signals to
private and public policy decision makers. The need for creating an
institution equipped with a detailed and accurate profile of our increasingly
complex economy cannot be underestimated at a time when we are reminded,
almost daily, of the fragility of the entire network of relations that
constitute the world economy. This institution would be mandated to oversee
and coordinate the projected long-term changes in our economy--whether these
changes are manifested in trade policy, environmental policy, social policy,
or technological change~-in a systematic and internally consistent way. The
wall documented success of the Norwegian and Japanese economies is, at least
in part, due to a concerted and deliberate attempt to seek institutionalized,
rational, long-term coordination of the economy in the face of changing
economic assumptions, while keeping short-term political whims at bay.
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PROJECTIONS AND FORECASTS OF U.S. MINERAL
DEMAND BY THE U.S. BUREAU OF MINES*

V. Anthony Cammarota, Jr.
william Y. Mo
Barry W. Klein
U.S. Department of the Interior, Bureau of Mines

Introduction

The Bureau of Mines forecasting system consists of two important
components: statistical projections and contingency forecasts. The system is
currantly used to derive U.S. demand projections and forecasts for mineral
commodities by end-use categories in the year 2000«

Both end~-use demand projections and forecasts are published in the
Bureau of Mines "Mineral Commodity Profiles" series. These reports provide
the general public and decision makers with an overview of present and
probable future supply-demand relationships for individual mineral industries.

In many cases in the decision-making process, it is asked how the Bureau
of Mines projections and forecasts of future U.S. demand by end-use categories
were derived. The primary purpose of this paper is to describe the methodology
involved in deriving these projections and forecasts so that the user can make
intelligent use of them.

The derivation of statistical projections is a more standardized and
well-known procedure than making contingency forecasts. Therefore, the
statistical projections will be described in the first part, and contingency
forecasts based on the statistical projections as a gquide will be presented in
the second part. 2Zinc will be used as an example in both cases.

* Presented at the 109th Annual Meeting of the American Institute of Mining
Metallurgical and Petroleum Engineers, Inc., Las Vegas, Nevada,
February 24-29, 1980.
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Statistical Projections

In the Bureau of Mines statistical demand projections system, it is
assumed that the end-use consumption of a mineral commodity can be approximated
by a simple linear regression equation, as follows:

Y, = a+ b X, + e for t=1,2,3,. « « « .,n) (1)
where Y, = end-use consumption of a mineral commodity at time t,

Xy = a macroeconomic variable at time t,

ey = a disturbance term,
and a and b are parameters.

Equation (1) specifies that end-use consumption of a mineral commodity
is related primarily to a macroeconomic variable. Because mineral commodities
are basic raw materials used in our economy, it is not unreasonable to expect
that the demand for a mineral commodity will depend upon general economic
conditions, and that the demand for the mineral will change as economic
conditions change. Furthermore, mineral commodities may be used by different
sectors of the economy in a variety of ways. Therefore, 38 macroeconomic
variables are selected as possible explanatory variables. The list of these
variables is given in the appendix.

- Equation (1) is defined basically by two parameters, a and b, but the
relationship is inexact because it also contains a disturbance (or error) term e,.
The inclusion of an error term in equation (1) is to take into account the
influence of omitted variables, the error of approximation of the functional
form, and other unpredictable random effects.

The unknown parameters a and b must be estimated by reference to
observable data for some particular historical period. The data period
selected for most commodities is 1960-77; in some cases, the estimated
equations were based on a shorter period because end-use consumption data were
not available as far back as 1960. Basically, the estimation method attempts
to find the numerical estimates for the parameters a and b that, when used in
Bquation (1), best explain the known historical data. 1In other words, the
objective of the method is to estimate the parameter values that make the
accumulated squares of the sample period prediction errors as small as
possible. This is commonly known as the "least-squares" criterion.

With additional assumptions about the disturbance term e, in (1), the
"least sgquares” estimators have additional desirable propertias such as the

"best linear unbiased"” and "maximum likelihood" properties.

After several estimated equations have been obtained for an end-use

consumption of a mineral commodity, it becomes necessary to determine which
estimated equation should be selected as a basis for deriving the statistical
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projection. Obviously, among the estimated equations, the equation that has
the smallest sum of the squared residuals (or predicted errors) should be
selected. This is equivalent to selecting the estimated equation that has the
highest coefficient of determination (R? - value).

The maximum value of R® is 1 which only occurs when all historical
data points lie exactly on the estimated regression line; the observed values
of the dependent variable U, would be equal to the corresponding predicted
values calculated from the estimated regression line. As the independent (or
explanatory) variable explains less and less of the variation in the dependent
variable, the value of R falls closer and closer to zero. Hence, the Ry =
value provides a useful measure that can be used to determine which macroeconomic
variable best describes the historical pattern of each end-use consumption and,
therefore, which macroeconomic variable should be used as an explanatory factor
for deriving each end-use statistical projection. Purthermore, if we assume
that the relationship shown by the selected estimated equation will continue
into the future, then projection can be easily obtained by solving this
estimated equation for the variable to be projected by substituting the
appropriate period's value for the macroeconomic explanatory variable in the
estimated equation. Pollowing this procedure, the statistical projection of
zinc used for transportation, for example, is estimated to be 487,000 short
tons in the year 2000, which is equivalent to 440,000 metric tons. This figure
is obtained from the equation having the highest R; - value among the
estimated
equations:

Y.=120.2968 + 1.8423 FRBAUTO, R2=0.5660 (2)

where Y, = zinc used for transportation at time t, in thousand short tons,
and FRBAUTOt = Faderal Reserve Board U.S. Industrial Production Index for
automobiles at time t (1967=1000).

Other U.S. macroeconomic explanatory variables that were used to
estimate zinc consumption equations for the transportation end use included
gross national product, population, gross private domestic investment, and the
Federal Reserve Board Industrial Production indexes for total production;
transportation equipment; motor vehicles and parts; automobiles; trucks,
buses, trailers; aircraft and parts; ships and boats; tires; fabricated metal
products; and basic steel and mill products. The R? - values associated
with these estimated equations range from 0.0443 to 0.5534.

The value of FRBAUTO in the above equation for the year 2000 is 199,
based on a macroeconomic forecasting model from Data Resources, Inc. (DRI).

In the context of‘using the estimated Equation (2) for projection -
purposes, it is assumed that the past empirical relationship will continue in
the future. Of course, for many reasons this relationship might not hold in
the future; therefore contingency analyses to derive a set of forecasts are
necessary.
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Contingency Forecasts

In-depth contingency forecasts have been made for about 90 mineral
commodities at approximately five-year intervals. The purpose of contingency
analysis is to try to identify those problems or opportunities that could
cause demand for a particular commodity to deviate markedly from its
historical trend line. PFor major commodities or those commodities that had
significant changes in supply, demand, economic, or environmental aspects,
forecasts were updated when appropriate~-usually once but sometimes twice
during the past five-years. Because changes drastic enough to change
significantly a 20-plus-year forecast seldom occur, the interim forecasts were
not as detailed as those made every five years.

Three to five specialists on related commodities participate in making
the forecast every five years. For example, in the case of zinc, the zinc
commodity specialist, specialists for other base metals, and specialists for
metals coproduced with zinc served as a forecasting group directed by the
branch or division chief responsible for ensuring consistency among commodity
groups.

The commodity specialist discussed the major end use of his or her
commodity and described to the panel the economic or industrial indicators
that historically related most closely to each end use as determined by the
regression analysis. Using the statistical projection as a guide, the
specialist arrived at the low, high, and most probable demand. Other
specialists on the panel then critiqued the specialist's decisions, drawing on
both their general knowledge and their knowledge of their commodities as it
related to the commodity under discussion. Information on the properties of,
and the present and future supply-demand situation for, the various
commodities was especially useful in determining the potential for
substitution.

The specialist then recorded the suggestions for the panel concerning
the impact of various contingencies on the low, high, and probable demand for
each end use. If growth for that commodity was expected to be affected by, or
affect the growth of, another commodity, then when the second commodity was
forecast this information was taken into account by the second panel.
Continuity between panels was achieved by the presence of the appropriate
branch or division chief on all panels. Owing to the interrelationships among
commodities, and the number of commodities and specialists, most specialists
served on several panels, resulting in further interchange of related facts
and ideas.

Interim forecasts made between the five-~year major forecasts are
generally made by the specialists, who calls on other specialists with related
commodities as the need arises. His or her contingency analysis and forecasts
are reviewed by the branch or division chief.

When there is no indication since the previous forecast of a significant
change in the outlook for the commodity, the demand quantities in 2000 are not
changed, but the average annual growth rate may change as a result of using a
different base year.
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Returning to zinc, as a specific example, contingency forecasts represent
the qualitative judgments of the Bureau of Mines specialists applied to the
quantitative statistical projections of end use. The forecast of total zinc
demand to the year 2000, 2 million metric tons, is the sum of the forecast
demands for each major end-use category. The end-use forecasts to the year
2000 are made on the basis of the specialists' judgment about the impact on the
projected demand for zinc of possible technological developments and market
trends that might occur. The commodity specialist determines a forecast range
delineated by a high and low that are based on assumptions related to such
factors as technology, substitution, and changing demand patterns. The
probable forecast is based on an appraisal of those developments that are most
likely to occur based on present knowledge.

To illustrate the use of contingency forecasting, we can look at zinc
and one of its major end uses, transportation, which in 1977 accounted for
almost one-quarter of total demand. It should be pointed out that the use of
zinc oxide in tires is included under another end-use category, rubber
products. The amount of zinc used historically in transportation was estimated
by correlating the quantities of zinc used in galvanizing, diecasting, and
brass and bronze, as reported to the Bureau of Mines, with industry shipments
of galvanized sheet and strip, brass, and diecasting to the transportation
sagment of the economy. The American Iron and Steel Institute, the Cooper
Development Association, and the Zinc Institute, Inc. conduct surveys on
shipments of these products to various industries. This information serves as
the guide in making the estimates. Using this technique we estimated that
about 270,000 metric tons of zinc was used in transportation in 1977. Of this
total, about 178,000 tons was in the form of diecastings, 22,000 tons in brass,
and 70,000 tons in zinc-coated steel such as galvanized sheet and Zincro-metal.
The demand in 1977 and the low, high, and probable demand in 2000 are shown in
Table 8. .

Table 8. U.S. Zinc Demand for Transportation, 1977 and 2000 (Thousand metric tons)

Contingency
1977 forecast to 2000

Low High Probable
Zinc-coated steel 70 90 100 90
Brass 22 15 10 10
Diecasting 178 170 180 180
Batteries - 95 530 180
Quantity total 270 370 820 460

All of the contingency forecasts utilize the statistical projections as
their point of departure. The statistical projection for zinc used in
transportation is 440,000 metric tons in the year 2000, as shown in the
previous section. To obtain the low forecast, we assumed that a small portion
of the forecast production of 19 million vehicles in 2000 would be electric
vehicles (EV) powered by zinc-based batteries such as zinc-nickel or
zinc=chlorine. In conjunction with this development, less brass would be used
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in radiators, and less zinc in diecastings would be used in smaller cars that
would make up the major model series. Zinc-coated steel would play a major
role in preventing corrosion of vehicle bodies, as Government regulations
requiring minimum service life of auto bodies are implemented. Based on these
contingencies, an estimate was made for the use of zinc for brass, diecasting,
.coatings, and batteries, as shown in the table, to five total low zinc demand
of 370,000 tons for the transportation segment.

For the high of the range, we assumed a higher than forecast growth rate
of vehicle production, leading to production of 20 million vehicles, of which
about one~half would be EV's using zinc-based batteries. Zinc-coated steel
would still be a major factor, and zinc diecasting would continue to play a
part, as plastics become expensive and possibly in short supply. Both of these
technical end uses show small gains over the lo# estimate in the table. The
use of zinc in brass shows a decline in the high forecast because much less
brass would be used in radiators with the high number of EV's being produced.
It is evident that the high forecast of 820,000 tons of zinc envisions
tremendous growth in zinc-based batteries; zinc demand in transportation would
be up only slightly over that of 1977 unless EV's become a dominant factor.

For the probable estimate, we assume a lower than forecast growth rate
in vehicle production, as production shifts to more mass transit vehicles,
fewer cars and trucks, and smaller cars. A moderate number of EV's could be
produced. Using the same relationship between vehicle production and zinc
demand as we used for the low and high forscasts, total probable demand was
set at 460,000 tons, near the low side of the range.

In summary, the Bureau of Mines forecasting method uses historical data
and regression analyses, coupled with projected economic indicators, to reveal
a future trend as a starting point. Contingency analysis takes into account
many other factors that will influence demand and arrive at a range of
possibilities based on expert judgment.
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APPENDIX

Macroeconomic Variables Used in Bureau of Mines Statistical Demand Projection
System:

U.S. gross national product.

U.S. population.

U.S. gross private domestic investment.
U.S. new construction activity.

Federal Reserve Board indexes of U.S. industrial production:

Total production
Textile mill products
Paper and products
Chemical and products
Basic chemicals

Synthetic materials
Paints

Petroleum products

Rubber and plastic products
Tires
Rubber excluding tires.
Plastic products

Stone, clay and glass
Iron and steel

Basic steel and mill products

Fabricated metal products
Metal cans
Hardware, plumbing, structural metal

Nonelectrical machinery
Construction and allied equipment
Metalworking machinery
Special and general industrial equipment

Electrical machinery
Major electrical equipment and parts
Househould appliances
Commnication equipment

Transportation equipment
Motor vehicles and parts
Automobiles
Trucks, buses, and trailers
Aircraft, and parts
Ships and boats
Food and products
Ordnance
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A DESIGN/MANUFACTURING INTERACTION TOOL FOR
MATERIAL SUBSTITUTION TRADE-OFFS

Bryan R. Noton
Battelle Columbus Laboratories
Columbus, Ohio

Abstract

Constraints frequently exist in achieving cost-effective materials
substitution and include lack of manufacturing cost-data to conduct
trade~studies, cost of redesign, additional testing and tooling, and
requirements to maintain form, £it and function of parts to production.
Additional design tools are necessary for the conceptual, preliminary and
detailed design phases. Such gquides must, for example, enable designers to
evaluate alternative concepts and the manufacturing technologies needed for
-emerging materials. At the conceptual and preliminary design phases, changes
will have minimal cost impact. Current methods of estimating maunfacturing
costs are discussed. The application of the Air Porce ICAM Manufacturing
Cost/Design Guide: (MC/DG) to the materials substitution problem, assisting
designers and manufacturing engineers to avoid cost-drivers due to shortages,
long lead-times, etc., is reviewed.

Materials Substitution Background

We are now in an age for which we are unprepared, an age of material
shortages.

We are all acutely aware of the energy dilemma; many solutions are
proposed and just as many controversial objections and constraints toward
progress are advanced. However important the energy crisis is, of equal
importance is the increasing awareness of materials shortages and the
immediate need to find alternative materials.

Some of the contributing factors to material shortages are:

° Up to 90 percent of the columbium, manganese, tantalum, cobalt,
chromium, bauxite, and alumina used in the United States are

imported. Up to 50 percent of many other important materials are
imported.

° Political upheavals in some of the exporting countries have
disrupted supplies resulting in significant price increases.

129
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° Lead-times for many materials and components have increased by a
factor of from 2 to 4 times since 1977. Examples are:

= Aluminum sheet; 18 weeks in 1977 to 72 weeks in 1980.

- Precision forgings; 27 weeks in 1977 to 80 weeks in 1980.

= Purchased parts (built=to-print); 35 weeks in 1977 to 78
weeks in 1980.

Another important factor which contributes to material substitution and
the quest for alternative materials is the necessity for increased performance
of complex systems such as jet—-engines. The design engineer is driven and
assessed by his ability to provide the marketplace with an ever-improved
product with increased performance. The complex external forces and internal
interactions in the design-to-cost process are shown in Figure 23. To
accomplish these objectives, the engineer, using advanced technology, has not
only improved existing materials, but has developed new "man-made" materials,
ne+d products, and new manufacturing technologies. A few examples in the
aerospace industry are:

° Transition of the air frame structure from "wood-wire-cloth" to
high-strength sheet metal structures utilizing aluminum and
titanium.

° High=-strength aluminum, steel and titanium alloys.

° Development of high-strength, high~modulus composite materials.

® Advanced welding technology; e.g., slectron-beam, laser, and plasma.

® Environmental protection of surfaces.

e High-strength fasteners.

° High-strength castings and forgings.

) Powdered metal technology (shape technology).

° Improved metal removal cutting tools.

) Numerous applications of computer technology (CAM and CAD).

° Development of solid-state electronics.

The aerospace design team priorities are shown in Figure 24. To continue

to meet the requirements for increased performance in face of material
shortages and lead-time problems, engineers must have a working knowledge of

the cost impact on manufacturing when selecting materials for new designs or
when substituting alternative materials to improve performance or to overcome
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a material shortage. The Air Porce ICAM Manufacturing Cost/Design Guide will
provide this capability in design-to-cost efforts in all phases of the
evolution of the design, as well as in the production phase of the product.

Constraints to Material Substitution

Just as constraints exist in the energy problem, such is also the case
with the materials shortages problem. Some of these constraints are:

o Lack of engineering design data.
) Lack of adequate manufacturing cost data to conduct trade studies.
° Lack of in-service expsrience with some new materials.

° Initial "start-up"; e.g., tooling, new skills, learning curves, and
high cost of some materials, such as advanced composites, titanium,
and steel alloys.

) Increased logistic inventory required for more than one spare
replacement.

° Reluctance to change, é.g., "let someone else take the risk" or the
"not invented here" syndroma. )

° Cost of redesign, additional testing, tooling, and also retraining.

° Necessity to maintain the "form, f£fit, and function" of parts
designed and already committed to production.

° Investment requirements in new facilities and equipment.

Conceptual Design Phase

In today's competitive environment, the survival of a company depends on
the ability of its design engineers to anticipate the needs and requirements
of the customer, and to perceive how to meet those requirements at a lower
cost and in a shorter time-span than competitors.

Top priority must be given to performance. Performance is achieved not
only by superior knowledge and skill in the application of design theory and
engineering disciplines related to the product, but also of importance is the
creative and inventive mind. However, the design engineer must also recognize
that performance must be achieved at an affordable cost and a major constraint
to this necessary goal, among others, is the shortage of strategic materials.
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INTERNAL INTERACTION

Figure 23. Importance of Recognition of External Forces and Internal
Interactions in Design-to-Cost.
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Figure 24. Present Aircraft Design Team Priorities

At the preproposal or conceptual design phase, decisions must be made
which will ensure that the materials selected, when required will be readily
avajilable and cost-effective to use. The ability to accurately predict
technology advances and materials requirements is an important factor in the
conceptual design phase. Examples of these factors are:

) Long-range predictions for materials, including availability and
cost projections must be utilized to avoid potential problems.

) Time is available to svaluate alternative design approaches.
) Several alternative design concepts or options can be evaluated.

- e Manufacturing technology can be applied to "productionize" any new
process/method required to utilize advanced materials.

° Material property data can be generated and made available to
designers.
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® Decisions made at the conceptual design phase are more readily
changed with little or no cost impact.

® Degree of commonality with existing designs can be studied to
reduce tooling and manufacturing costs.

°® Provides the lead-time for the procurement of new facilities or
equipment.

° Projected customer performance requirements, funding constraints,
and schedule requirements ars being generated.

) Provides management with the opportunity to evaluate long-term
commitments and improve the competitive position of the company.

Importance of MC/DG at the Conceptual
Design Phase

Although decisions made by the design engineer at this early phase are
subject to change, they normally have a major impact on the total life-cycle
costs of the system to be developed. The decrsasing leverage to achisve
minimum cost, as the investments in a system increase, is shown in Pigure 25.
Examples of the decisions made throughout the design process and their cost
impact are illustrated in Figures 26 and 27. It is most important that the
design engineer is provided with qualitative and quantitative manufacturing
cost data, besides mechanical property data, etc., if a design is to evolve
that not only meets or exceeds performance goals, but does so at an affordable

cost and ahead of the competition.
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The MC/DG is a source of manufacturing man-hour data for both metallic

and nonmetallic discrete parts and assemblies.

It allows the design engineer

to evaluate "on paper" the various design approaches envisioned and their

relative overall manufacturing cost.

developed,

The contents of the MC/DG, when fully

are shown in Figure 28. Examples of how the MC/DG will be able to

aid the design engineer at the conceptual design phase, are:

° Based on long-range material costs and projections of availability,
evaluate alternative solutions, such as the application of
composites vs. metals.

) Avoid cost-drivers by determining the lowest cost manufacturing
methods/processes with available materials.

) Highlight the potential cost impact resulting from designs
utilizing strategic metals and alloys such as titanium, cobalt, and
chromium. Study design alternatives to identify cost impact sarly
and avoid "built-in" cost escalation.

e Provide management with realistic, timely estimates of projected
manufacturing costs.

) Facilitate interaction between manufacturing and engineering at the
phase when manufacturing input to the design will have the maximum
impact on producibility.

® Provide design engineers with a comprshensive socurce of data or a
tool to enable trade-offs to be conducted between manufacturing
costs, including test, inspection, and evluation ('I'I&E), and the
performance of the system.

1 " n w v i
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Figure 28. MC/DG Volume Contents: Manufacturing Technologies for

Airframes. -
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Preliminary Design Phase
During this phase, the final design concept or configuration is

selected. If in preparation for a design competition, the "homework" has been
accomplished and the customer's requirements have been defined with a

reasonable degree of accuracy, this phase constitutes primarily a review of
the conceptual design more closely meeting the requirements of the "Request for
Proposal" (RFP) at the most competitive cost. During this critical phase, the
overall configuration is "frozen." The following are examples of the major
decisions which have to be made:

) Performance parameters.

® Envelope the basic configuration and size the design.

° Define weight targets.

® Material selection for major components.

° Ma jor manufacturing subassemblies or break-backs.

e Degree of commonality with existing designs.

® Ma jor "make-or-buy" decisions.

) Major testing requirements, e.g., aerodynamic, acoustic, structural
fatigue and materials.

e Optimum master schedule..

° Mamifacturing plan/tooling policy.

) ManpoWwer and skill requirements.

° Funding requirements.

. Marketing plan.

It is incumbent on the design engineer to indicate, by providing

adequate and factual test data, that the projected performance claims made in
the initial proposal to the customer will be met. Of equal importance, is the
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responsibility of manufacturing to satisfy the customer that the product can
be built on schedule, at the contractual price, and without overruns. 1In

today's climate of double~-digit inflation and material availability
uncertainties, this poses a major problem to both the manufacturer and the

customer.

The methods of determining cost and their accuracy must be capable

of substantiation with factual backup data for both in-house evaluation and
customer review.

Current Methods of Estimating Manufacturing Costs

The bases for most cost estimations of products are "historical data,”
drawn from a data bank. These costs are in categories such as the following:

Material cost trends and projections.
Man-hours per pound of structure.
Standard hour data.

Learning curve slopes.

Productivity trends.

Average tooling costs by type of tool.
Average cost per part.

Processing costs.

Production control costs.
Mn,hwwum,mdwuuum(nw)wﬁ&
Overhead pools.

Administrative costs.

MC/DG As a Costing Methodology Aid

Historical data, regardless of the constraints, will continue to be used
to estimate manufacturing costs. However, the designer can utilize MC/DG
formats such as shown in Figures 29 and 30 to conduct trade-offs between
structural performance and manufacturing cost. Such formats showing
qualitative data, put the designer on the lowest cost track early in the
development phase where the leverage exists to reduce cost.

The MC/DG is not a cost-estimating manual, but rather a guide toward
lower cost, enabling designers and manufacturing engineers to avoid
cost-drivers. As such, it becomes a tool to evaluate the compatibility of the
proposed design with a market, and customer's accepted "bench-mark" or
"baseline"” of low cost design. A low manufacturing cost for a design
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utilizing high cost material or with extensive lead-time, may not meet the
criteria for affordable performance. The alternatives for different
materials, design concepts and manufacturing technologies, can be evaluated
with the MC/DG. The design approach is illustrated in Figure 31 for a
fuselage shear-panel study. The methodology to define base parts (simplest

gecmetry) and designer-influenced cost elements (DICE) are schematically shown
in Pigure 32,

Production Design Phase

Although the principal design decisions pertaining to the material to be
used on the primary structural components are made in the previous design

phase, many important decisions are also necessary during the production design
phase.

Detail design of each of the frequently thousands of parts, requires a
comprehensive knowledge of the effect of designer-influenced cost elements
(DICE) on discrete parts. DICE might add 25 percent to manufacturing
man-hours. Selection of material for the detail parts must be compatible with
the structural configuration, loading, corrosion, and many other requirements,
but the designer frequently has considerable latitude in selecting the material
form; e.g., bar, plate, sheet, forging, and casting for metals, or tape or
broadgoods for fibrous composites.
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Pigure 29. Typical Format Showing Relative Cost Impact of Various
Manufacturing Technologies for Aluminum, Steel and Titanium
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Pigure 32. Basepart and Designer Influenced Cost Element (DICE) Approach
in Util1izing MC/DG

It is at this critical phase, that the design is "locked-in" and changes
made after design release must meet the "form, fit, and function" requirements.
This results in added costs for retesting, retooling, scrap or salvage of
completed parts, and interruption of the learning curve, resulting in schedule
delays.

During this phase, schedules are tight and decisions are made rapidly.
The designer-oriented formats in the MC/DG have been especially developed to
minimize the possibility of schedule slippage. The MC/DG will be available in
hard copy (3-ring binder and pocket version), and also as a computerized data
base and interactive computerized system (Manufacturing Cost/Design System—
!c/D3) .

Production Phase

Provided that an acceptable design has been released and every effort
has been made to utilize the lowest cost materials and manufacturing
technologies, the product should proceed into production at an acceptable cost
level. Unfortunately, this is an ideal situation, but continued application
of design-to-cost (DTC) and manufacturing-to-cost (MTC) (Figure 26), as
exemplified by the MC/DG, will help to achieve the desired goal of affordable
performance.
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Most production programs experience a "start-up" and "shake-down" phase
to correct engineering and tooling discrepancies and achieve shop learning.
This is normal, but the cost and schedule impact can be minimized if corrective
action is taken in a timely and organized manner.

An indirect benefit of the MC/DG is the mutual understanding and
interaction that results between design engineering and manufacturing.

The MC/DG continues to be a valuable tool throughout the production
program. For example, when fully developed, it:

° Provides data necessary to evaluate the cost impact of proposed or
necessary changes brought about, for example by changes in system
missions.

® Provides justification and a method to evaluate cost impact of
necessary changes resulting from the requirement to substitute
alternative materials due to shortages, lead-times or increased
performance requirements (cost could either be lowered or
increased) .

° Provides cost analysis data necessary to justify the feasibility of
introducing new materials or emerging technologies into ongoing
programs.

® Provides a "bench-mark" or "baseline"” to document gains in
productivity.

® Promotes better industry and customer relations by providing a
common baseline or starting point for cost vs. performance studies.

Py Provides methods to determine "break-even" points for introduction
of, for example, forgings or precision castings, vs. "hog-outs."
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COST OF SUBSTITUTION FOR SCARCE RESOURCES
IN AN INDUSTRIAL ECONOMY

Robert B. Gordon
Yale University

Many of the materials used in modern industry and agriculture are
obtained from mineral resources that we perceive to be finite. We expect,
therefore, that they will be exhausted eventually. Two general solutions to
this problem have been offered. One is the assertion that the requisite
materials can be obtained from the ordinary rocks of the earth's crust as
sufficient energy from nuclear power sources becomes available for required
concentration and extraction procedures (see, for example, Brown, 1954). The
other is that increased technical sophistication will make it possible to find
substitutes for materials which become scarce or unavailable. The technical
problems involved in making such substitutions are discussed here with a view
of working out a methodology that can be used to estimate substitution costs.
If there is to be salvation through substitution, not only must the replacement
of scarce materials by abundant ones be technically feasible, but the costs of
making the substitutions must not become an excessive economic burden.

Importance of Subetitution Costs

Experience in confronting materials shortages throughout the period of
rapid industrial growth of the last two centuries supports the idea that
technological advances will always make possible substitution of alternative
materials for scarce resources. Examples of industrial development curtailed
or restricted by shortages of materials resources are confined to restricted
geographical areas or short time intervals. It is helpful to begin the
discussion by examining some examples of successful substitution for scarce
resources.

Charcoal vs. Coal in British Iron Industry

The response of the 18th century British iron industry to dimimishing
charcoal supplies and limited water power sources is frequently cited as an
example of how technological solutions to problems caused by finite resources
develop (Deane, 1965). At the beginning of the 18th century charcoal was the
only fuel that could be used to produce pig iron in a blast furnace. The air
blast for the furnace was supplied by pumps driven by water power. Pig iron
was produced at places where ore, wood for charcoal burning, and water power
were all available in the same locality, since transport of bulk commodities
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over long distances was impractical at that time (Deane, 1965). Water power

is a finite (but renewable) resource whose magnitude is determined by the
stream flow and fall at the site where power is generated. Wood for charcoal
burning is renewable at the forest placement rate, but existing forest stands
were being exploited much more rapidly than the replacement rate in 18th
century Britain--i.e., the sustainable wood yield was much less than the rate
of use. Local shortages of wood for charcoal burning were recognized as early
as 1558 in the well-established iron-making districts of Great Britain
(Aitchison, 1960) and growth of the industry would have been severely curtailed
after 1750 had an alternative fuel not been found.

The technical development required to permit substitution of coal for
wood in iron smelting was worked out by Abraham Darby in 1709 (Hyde, 1977).
The costs involved in making the substitution are discussed later in this
paper; they became favorable for use of the substitute fuel after 1750. The
rate of transition from charcoal to coal firing of blast furnaces in Britain
after this date can be compared with the law proposed by Fisher and Pry (1975)

= exp 2 (t-tg) | (1)

£

1-f

to describe substitutions based on technical change. Here £ is the fraction

of substitute material used, t is time, t, the time at which substitution is
half complete and is a time constant. Hyde (1977) has tabulated data from
which £ can be computed during the transition period. The amount of
substitution is plotted in the form of Equation (1) in Pigure 33; the data are
a reasonably good fit to the equation. The "take-over time,"” the time interval
between £ = 0.1 and £ = 0.9, is found to be 38 years and t, is 1774. Comparison
with the table of take~over times given by Fisher and Pry shows that the
transition from the use of charcoal to coke in iron making in the 19th century
was fairly rapid even by 20th century standards.

The problem of adequate pumping power for the air blast in iron smelting
was also solved by adoption of an existing technological development, in this
case one not originating in the iron industry. The steam engine, originally
developed for mine pumping, was used to run the air pumps of blast furnaces
where adequate water poWwer was not available. Water power continued to be
used at older blast furnace installations through the 18th century, but after
about 1750 new furnaces used steam~powered blowing machinery. The use of
steam power made it possible to locate furnaces near sources of fuel and ore
without regard to availability of water power. It also made furnace operation
independent of variations in stream flow and eliminated the need to shut down
during the summer (low flow) period (Hyde, 1977). The adoption of
steam-powered blowing permitted growth of the industry and resulted in cost
savings in iron production.

Both substitutions made to overcome limits on growth due to scarce
resources in the 18th century British iron industry utilized technology that
was available when required and proceeded rapidly once economic conditions
were favorable. They took place during a time when the iron industry was
expanding rapidly in size and utilized a little-exploited mineral resource,
the rich coal deposits of Great Britain.
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gubstitution of Coal for Wood in Iron Smelting in Britain
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Molybdenum vs. Tungsten in High-Speed Steel

A more recent example of successful substitution for a scarce resource
in the iron industry is the use of molybdenum in place of tungsten in
high-speed steel, the steel used to make cutting tools that can operate at the
high temperatures developed in metal-cutting machines that achieve high
production rates. The early forms of high-speed steel contained up to 18
percent tungsten and were in general use up to the time of World War II. The
introduction of 8.5 percent molybdenum makes it possible to reduce the tungsten
content of high speed steel to 1.5 percent with no loss of the properties
required in cutting tools. A method of protecting the surface of molybdenum
high-gpeed steel during heat treatment so that it would not be degraded by
decarburization was developed in 1930 at the Watertown Arsenal (Roberts,
Hamaker, and Johnson, 1962). Thus, when a shortage of tungsten developed
during the war, it was possible to adopt technological advances already made
to effect replacement of a scarce material by a more abundant one. The
transition to the use of molybdenum high-speed steel was completed after the
war because it is a lower cost product that offers service equivalent to that
of the more expensive alloy using tungsten.

Substitution in the Future

FPisher and Pry (1975) list 14 examples of take-over times for the
replacement of a scarce by a more abundant material, and there are certainly
many more examples that have not yet been examined quantitatively. Near
universal success in the past in finding substitutes for resources that have
become scarce and at the same time achieving a reduction in costs is the basis
of the optimistic view of the possibilities of substitution for materials that
may become scarce in the future. This past experience may not be an altogether
reliable guide in the years ahead because:

°® It is likely that there are some materials used in particular
applications in contemporary technology for which there are no
possible substitutes.

° Substitutions have been made in the past on a pair-wise basis, as
in the replacement of charcoal by coke in the blast furnace or
tungsten by molybdenum in high-speed steel. It was not, for
example, necessary to consider how the replacement of charcoal by
coke influenced the availability of coal for mine pumping. As it
becomes necessary to make more substitutions in the future it
becomes less likely they can be considered as isolated pairs that
can be examined independently of other uses for the materials in
question.

° Substitution of alternative materials in complex technological
applications often results in unanticipated difficulties and side
effects that may greatly raise the cost of making the
substitution. Such problems may arise even in simple applications,
but they are more likely to occur, and to be more costly, as the
complexity of technological systems increases.
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Substitution may be impossible in the case of material exploited because
of a unique property. Only a few examples are found in modern technology,
however. One is the use of silver halides in photographic materials. The
sensitivity of the silver halides to light and their response to chemical
"developers” depends on a unique set of physical characteristics--the presence
of the right cambination of defect structure, band gaps, and atomic mobility
in AgCl and AgBr crystals (Mott and Gureny, 1940). No substitute materials
have been found in many years of exploration for alternatives, and solid state
physics offers no promise that they will be found in the future. Diminighed
availability of silver may be a constraint on the use of photography.

A second example of a unique material application is the use of helium
to attain temperatures below about 20°K. Theoretical understanding of the
properties of helium at low temperature shows that this is a unique material
and holds out no prospect that a substitute refrigerant can be found for the
very low temperature range. Recognition of this was responsible for the
initiation of helium recovery and storage programs in the U.S. by the Federal
Govermment a number of years ago, even though the programs were uneconomic
under existing market conditions. The subsequent demise of these programs was
in response to removal of government protection from marketplace economics
(Cook, 1979).

A third example is the use of the metal niobium in superconducting
alloys. Those with the highest transition temperatures contain large
proportions of niobium. 8So0lid state theory does not yet predict the
transition temperatures of complex alloys, so a unique role for niobium in
this application cannot be proved, but only modest increases of transition
temperature have been attained by recent research efforts. Any large-scale
use of niobium-containing superconducting alloys would create an immediate
supply problem. The helium and niobium problems are coupled. If an alloy
with a superconducting transition temperature in the liquid hydrogen range
could be found, the future demand for helium as a refrigerant would be much
reduced.

It is expected that many of the substitution problems that will arise in
complex technological systems will turn out to be coupled. At the time
molybdenum was substituted for tungsten in high-speed steel there were few
competing uses for molybdenum. That is not true today. Most of the alloying
elements used in steel today also have other uses; if the pattern of use of
one of the elements in steel-making changes, these other uses will also be
affected. The problem of substitution in coupled systems has not yet been
addressed, and a discussion is not attempted here. It is reserved for a
future paper.

If substitution of a more-abundant for a less-abundant material is
technically feasible, it is . necessary to know the .cost of making the
substitution in order to find out if it is advantageous to make the change.
Increased technological complexity makes evaluation of substitution costs a
more 4difficult problem, but to make predictions about the economic
consequernces of reduced availability of materials, accurate assessment of
substitution costs is required. The problems that arise in making such
assessments are examined next.
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Calculation of Costs of Substitution

The cost of substituting one material for another in the manufacture of
a given product is made up of the following components:

Ae.

The cost of the substitute materials used, less the cost of the
original material not used.

The cost of redisigning the product and of the incremental plant

and equipment needed to make the product out of the substitute
material.

The change in the cost of manufacturing the product when the
substitute material is used. Cost increments due to changes in
cutting, forming, and joining methods are included, as is the cost
of additional materials required to make the product when the
substitute materials is used in place of the original.

The costs that arise from changes in product performance that are a
consequence of the use of the substitute material. These include:

1. Costs that arise from the weight change of the product.
2, Costs dQue to changes in the service life of the product.

3. A cost allowance for unforeseen contingencies that arise from
failure of the product to perform as expected.

All of these may be expressed as cost per unit weight of the substitute
material used. To express the total transition cost for design and equipment
as a unit cost, divided the total cost of changing over to a product made of
the substitute material by the output during the life of the new equipment and
multiply by a capital recovery factor (which may be taken to be 15 percent at
the present time).

The unit cost of substitution, Cg,0,1’ for substitute materials s used
in place of original material o in product i is

cs,o,ia Pg

where

Q
0,1 +f t,i,s e

- P -c +
o) Qs,i zQs,i m,i,s m,1,0 Aci,s—o (2)
- price of the substitute material.
= price of the original material.
- quantity of the original material required to make product i.
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Qs,i - quantity of substitute required to make product i.
Ct,i,s ™ transition cost for product i and substitute material s.

°m,i,o0 = mamufacturing cost of product i made from original material o.

= manufacturing cost of product i made from substitute
material s.

cm,i,s

Aci,s-o = costs due to change in product performance when substitute
material is used.

£ = capital recovery factor.

and the sum L is taken over the time the new equipment produces product i with
the substitute material.

One goal of substitution cost analysis is to calculate a switch price,
the price at which substitute materials take over the function currently
performed by the original material. The switch price, P*o,1,ar for product
i and substitute material s is the value of p, that makes Cg,0,i ™ O

The immediate objective is to work out a systematic way of evaluating
the terms in the substitution equation. The evaluation of the ratio
Qo,i/Qs,i is based on the idea that there is some property, or combination
of properties, that determines the performance of a product made out of a
given material in each of its applications. For example, in the electrical
wiring of a house it is the resistivity of the metal used to make the wire
that determines, for a given current-carrying capacity, the size of the wire
that must be used. If a heat exchanger (such as an automobile radiator) is
made of a substitute metal having a lower thermal conductivity than that of
the material originally used, then the size of the radiator will have to be
increased if the same amount of heat transfer is to be effected. A first
approximation to the design changes required can be made from comparison of
the properties of the substitute and original materials. These determine the
amount of substitute material, Qg4, that will be required.

In making these estimates for different uses of a given material it is
helpful to classify uses according to which material property, or combination
of properties, is most important in each different application. These can be
called "engineering-use categories” to distinguish them from the "demand
categories” by which commodity markets are described. To illustrate, take the
metal copper as an example. A set of engineering~use categories that
incorporate nearly all the uses to which this metal is put will include:

° Heat exchangers (thermal conductivity is the dominant property).

® Motors, generators, and transformers (electrical conductivity, ease
of forming joints by soldering).
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) Pipe (ductility, corrosion resistance, ease of making solder
joints).
) Power transmission wire (electrical conductivity, corrosion

resistance).

® Communication wire (electrical conductivity, corrosion resistance).

o Machinery (corrosion resistance, strength, machinability, bearing
properties).

® Chemicals (toxicity).

Within each of these categories, Qo,i/Qs i{ should be about the same. Other
terms in the substitution cost that’are determined by physical properties may
also be nearly the same within one engineering-use category. Before attempting
to make generalizations about these terms, it will be useful to examine several
examples of determinations of substitution costs.

Historical Example: The Substitution of Mineral Coal for Charcoal in Iron
Making

The principal products of the iron industry in the 18th century were pig
iron and bar iron. Pig iron was produced from ore in a blast furnace and could
be cast into useful articles (such as pots). It is a moderately strong
material but, because of its high carbon and silicon content, is also brittle
and cannot be mechanically worked, as by rolling or hammering. Malleable iron,
known as bar iron, was made in the 18th century by reducing the carbon and
silicon content of plg iron through a series of processes carried out at an
establishment known as a "forge." Early in the 19th century about half of the
pig iron production was used for making bar iron; 100 years later this had
increased to 70 percent. Before 1709, charcoal was the only fuel that could be
used in the iron-making blast furnace, while after that date and until about
the end of the century both charcoal-produced and coal-produced pig iron were
available to the forge operator. Either type of starting material could be
used to make bar iron, but a process modification was required when the
starting material was changed. The charcoal-fired blast furnace operated at a
lower temperature than the coal-fired furnace and ylelded pig iron with a lower
silicon content; less fuel was required to convert this pig to bar iron at the
forge.

For this example consider the substitution of coal-produced for
charcoal-produced pig iron as the starting material for making bar iron. 1In
the cost of substitution equation, let

Pg = cost of coke-produced pig iron (excluding capital costs).

Po = cost of charcoal=-produced pig iron (excluding capital
costs) .
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Qo,i = tons of charcoal-produced pig iron required to produce 1
ton of bar iron.

Qs,i = tons of coke-produced pig iron required to produce 1 ton of
bar iron.

Ce = capital cost of coke-produced pig iron less the capital
cost of charcoal-produced pig.

Acm = fuel and other costs in making 1 ton of bar iron at the

forge from coke-produced pig less the fuel and other costs
of making 1 ton of bar iron from charcoal-produced pig.

Aci,s-o = costs that arise from differences in the properties of bar
iron made from coke-produced and charcoal-produced pig.

Conversion of charcoal-produced and coke-produced pig in the forge yield bar
iron with equivalent properties. Hence, Aci,s-o = 0. The remaining costs

can be evaluated from data published by Hyde (1977). The manufacturing costs
of making bar iron from the two types of pig are given in Hyde's table for the
time interval 1730-1739. Conversion of coke-produced pig requires more
starting material and more fuel than does conversion of charcoal-produced pig.
Other costs are the same. Hence Acy =#1.24/ton, the cost of the additional
charcoal fuel used in the forge. Coal came into use in forges later than in
blast furnaces and in a variety of different processes during the late 18th
century. Estimates of ¢, are not available for the processes and would
probably be quite difficult to make. We will assume that, for our purposes, a
sufficiently accurate estimate of the manufacturing cost difference during the
transition period can be made by correcting the 1730-39 estimate for the rise
of price of charcoal used in forges in successive decades. (These prices are
given by Hyder capital costs for coke~fired blast furnaces are also listed).
For the charcoal-fired furnace we use his estimate ofqeb.GG/ton and assume
this to be constant through the 18th century. The ratio Q,/Qg = 0.92,
according to the data from Hyde. The prices pg and p, are also from

Hyde. These data have been used in the following computation of substitution
cost (Table 9):

Table 9. Cost of Substitution in the Mamifacture of Bar Iron

Time Interval Py P, o/ Cy Sm Cs

1730-1750 5.50 5.03 0.92 0.54 1.24 2.85
1750-1760 3.36 5.37 0.92 0.14  1.46 0.02
1760-1770 2.44 6.29 0.92 -0.16  1.65 -1.86
1770-1780 2.71 7.02 0.92 0.34  1.80 -1.61

Note: all costs are expressed asg_p&/ton of iron
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The steady rise in Po and in c during the time interwval shown in
the table is due principally to the rise in the price of charcoal, which
started to increase rapidly after 1750. This increase resulted from rising
demand and increasingly restricted supplies. During the 1750's, pPg was
substantially lower than p,, but cg was still positive. Despite the lower
cost of coal-produced pig iron, it was still not the preferred material for
making bar iron because of the higher capital manufacturing costs its use
entailed. Data showing the relative amounts of two types of pig iron used for
making bar iron at forges during the transition period are not available but,
since most pig iron produced during the transition period was converted to bar
iron, it is likely that the transition curve shown in FPigure 33 applies and
the mid point of the transition interval was 1774. The data clearly show that,
although a substitute material was available because of a technological advance
made in 1709, and a shortage of wood for charcoal making had been an official
and public concern for many years, the substitute material was not adopted on
more than a local basis until cg became negative.

We turn now to examples of substitution costs in the more complex
technology of modern industry and examine two illustrations of the costs
involved in replacing copper by aluminum. Copper is a geochemically scarce
element, while aluminum is abundant (Skinner, 1976) and has properties that
make it the most likely substitute for copper in many applications.

The Cost of Substitution for Copper in Automobile Radiators

Suppose that aluminum is to be substituted for copper in the manufacture
of automobile radiators. The function of a radiator is to transfer heat from
the cooling fluid circulated through the engine to the ambient air. The heat

transfer effected through the radiator depends on the temperature difference
between the coolant £fluid and the air, on the thermal resistance of the
radlator. This resistance is the sum of resistances due to boundary layers at
the fluid-metal and air-metal interfaces and the resistance of the metal wall
of the radiator, which depends on the thickness of the metal and its thermal
conductivity. The thermal conductivity of aluminum is 54 percent less than

that of copper. An aluminum radiator made to the same pattern as a copper one
would have a greater thermal resistance; if it is to perform the same service
as the copper radiator, it must be made larger. How much larger depends on
the relative magnitudes of the different contributions to the thermal
resistance. If resistance due to heat flow through the metal is much larger
than the other sources of thermal resistance, the increase in size can be

estimated by assuming that:

' The operating temperatures and wall thickness in the two radiators
are the same.

® Changes in the fluid-flow characteristics in the two radiators can
be neglected.

° It is heat flow through the metal walls of the radiator that
determines the amount of heat transferred.
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Under these assumptions an aluminum radiator yielding equivalent cooling would
have a radiating surface 1.9 times greater than that of the equivalent radiator
made of copper. The additional area could be realized by increasing the
cross-sectional area of the radiator, or its length, or both in appropriate
proportion. We will now estimate the incremental costs involved in making and
using this radiator.

a. Materials Cost. The average 1978 price for copper was $1.45/kg and
of aluminum, $1.17/kg. The density of copper is 8960 kg/m> and that of
aluminum, 2700kg/m3. In a straight volume substitution, 1 kg of aluminum
replaces 3.32 kg of copper. Under the assumptions listed above, a radiator
made of copper need be only 54 percent as big as one made of aluminmum to effect
the same heat transfer. Hence, in this application 1 kg of aluminum (cost $1.17)
replaces only 1.78 kg of copper (costing $2.56). The materials cost increment
for this substitution in radiators, therefore, is $1.41/kg.

b. Design and Tool Cost. Data for this estimate were supplied by the
G & O Manufacturing Company of New Haven. They estimate that it would cost
$2.5 million to redesign their product and retool their operation to produce
an aluminum radiator. In the 10 years after the transition they would produce
2.0 x 107 kg of aluminum radiators. The design and retooling cost is
calculated as the investment required, times a capital recovery factor of 0.15,
divided by the mass of the radiators produced annually. This is $0.19/kg.

c. Manufacturing Costs. Since both copper and aluminum are easily cut
and formed, we assume no increment in the cost of these operations when the
substitution is made. Copper radiator parts are joined by soldering and
aluminum parts by vacuum brazing. The cost of the brazing equipment is figured
into item b above, and we assume that there is no incremental cost in joining
operations by the two methods once the requisite equipment is in place and
operating. No additional materials are required to make a radiator of aluminum
rather than copper. Thus, the manufacturing cost increment is nil.

d. Service Costs. An aluminum radiator is 44 percent ligher than an
equivalent-service copper radiator; its use in a vehicle may result in improved
fuel economy. We assume that when a lighter radiator is used, compensating
design changes are made that keep the vehicle performance unchanged. The
Office of Puel Economy, National Highway and Traffic Safety Administration,
asserts that, under these conditions, the relation between distance traveled
per gallon of fuel, £, and vehicle effective weight, w, is

£ =k w08

where k is a constant. The effective weight of the vehicle is the curb weight
plus 300 1b. of passenger weight. The value of k was determined from the
average of 1979 U.S. passenger car weight and fuel consumption, viz., 3400 1b.
and 19 mpg. If there is no other change in vehicle weight--i.e., no change in
the total weight of coolant or in the vehicle structure to accommodate the
aluminum radiator--then f is increased by 0.029 mpg. If fuel costs $1/gal and
the vehicle is driven 100,000 miles, the fuel cost is reduced by $1.72/kg of
aluminum used in the radiator. If the vehicle life is five years, the saving
is reduced by 1.1°5 = 0.62 and is $1.07/kg.
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Alternative assumptions are possible. For example, if there is no
canpensating design change to retain performance when the substitution is made,
the exponent in the above equation for f becomes -0.4. The saving in fuel cost
due to the use of the aluminum radiator is then only $0.50/kg. If it is
necessary to change the size of the vehicle to accommodate the aluminum
radiator (which is larger than the equivalent copper radiator), there may be an
increase rather than a decrease in vehicle weight. Suppose, for example, that
radiator thickness is increased from 1 in. to 1.86 in. and that the vehicle
length is increased 0.86 in. to allow space for the new radiator. 1If the
principal structure of the vehicle were 120 in. long and weighed 3400 1b., the
increment in length would add approximately 24 1b. to its weight and the net
weight change when the aluminum radiator was used would be a 17 1b. increase.
There would then be an increase in total fuel cost over the life of the vehicle

of $2.24/kg.

Practical experience that shows how long aluminum radiators will last in
service is not now available. It is anticipated that the potential for
corrosion problems in aluminum radiators is higher than it is in copper ones,
but in the absence of data we will assume that the service life of aluminum
radiators can be made to be as great as that of copper ones and charge no cost
increment for a change in service life. However, an allowance has to be made
for the possibility that this expectation will not be fulfilled and for the
fact that the repair of aluminum radiators will cost more than the cost of
radiator repair work done now (primarily because the aluminum cannot be
soldered). To allow for this we include a contingency cost of 25 percent of
the cost of making the aluminum radiator--i.e., $0.33/kg.

The substitution cost of aluminum for copper in automobile radiators
under the two sets of assumptions discussed is shown in Table 1l0.

Table 10. Cost of Substitution of Aluminum for Copper in Aﬁtomobile Radiators

Fg Fo Q°/Qg Cy LYW Acgog cg NOTES
1.17 1.45 1.78 0.19 0 2.24+0.33 1.35 2

NOTES: All in $/kg

1. No size change in vehicle.
2., Vehicle size increased to accomodate larger radiator.

The most important term is that due to the change in wvehicle operating
expense due to the change in radiator weight. The assumptions made are not
necessarily the most extreme estimates of this cost increment that could be
made. If metal resistance is not the dominant source of thermal resistance in
the radiator, Q./Qg will be larger and the size increase of the radiator
will be smaller. This will make cg; more favorable for substitution. The
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results show that a reliable estimate of c, in this case requires a more
detailed analysis of technical detail than has been presented here, as well as
assumptions about the life and operating characteristics of the vehicles in

which the substitutions are made.
In the next example these difficulties do not come up.

Substitution of Aluminum for Copper in Home Wiring

The condition of equivalent service from the two materials in this
application is that the electrical resistance and length of the wire remain
the same when the substitution is made. Let

R = glectrical resistance = pi/A.

L = length of wire used.

A = cross-sectional area of the wire.

p = e@lectrical resistivity.

w = welght of wire per unit length = aAd.

4

density of the metal used.

The subscript "A" is for aluminum and "C" for copper. From the conditions
that Ry = Ry and 2A - lc we find

Wa ada _ 0.53

We ¢

when
Pc = 1.65 x 10780, a4 = 8960 kg/m>
Pc = 2.88 x 1078Q ap = 2700 kg/m3

In a typical house, 300 m of #14 AWG copper wire is used in the electric
power distribution system. This weighs 5.6 kg and can be replaced by 3.0 kg
of aluminum wire. The cost saving on material in one home is then $§4.61 at
average 1978 prices. If direct substitution of aluminum for copper wire is
made with no other changes in the electrical system, there is no redesign
cost. The same, or similar, wire-drawing equipment can be used for aluminum
as for copper, and the difference in manufacturing cost will be small. The
weight difference between copper and aluminum results in no change in
performance in house-wiring. The other cost that needs to be considered,.
however, is the contingency cost for potential failure of the aluminum wire to
function as well as expected in the house-wiring application.
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Aluminum was first used for house wiring in the 1960's. Between 1.5 and
2.0 x 10% homes had all-aluminum wiring by 1972 (Newman, 1975). By 1970 it
was recognized that there was a serious safety problem in many aluminum-wired
hames due to overheating in wall receptacles, switches, and junction and panel

boxes. In some cases, temperatures high enough to ignite an adjacent wooden
structure were attained, and several serious fires have been traced to
overheated junction boxes.

Four factors contribute to excessive heat generation at junctions between
aluminum and other metals carrying electric current (Mittleman, 1969; NBS,
1974) . These are:

) High electrical resistance due to failure to break the oxide film
on the aluminum wire when a mechanical joint is made.

® Creep of the aluminum wire in mechanical joints, which results in a
loss of contact pressure.

) Expansion of the aluminum wire due to heating, causing accelerated
creep.
® Electrolytic corrosion at dissimilar-metal contacts.

High temperature at a junction with aluminum wire may result even when current
well below rated circuit capacity is flowing. Hence, fuses and circuit
breakers do not provide protection against overheating due to high junction
resistance. Junction failures are a direct consequence of physical properties
of aluminum that are different from those of copper, viz:

° Rapid formation of a hard, continuous oxide on a freshly exposed
metal surface.

' Lower melting temperature, T,, so that at room temperature the
ratio T/Tp is higher for aluminum than copper. (Creep rate
scales as T/T,; and so is relatively greater in aluminum wire.)

° Lower yield strength of the pure metal.

Satisfactory junctions with aluminum wire can be made, but have to be designed
to make allowance for the difference in properties of aluminum and copper.

One method of estimating the contingency cost for failures in aluminmum
house wiring is to use data for the number of receptacle repairs and

replacements determined by inspection of a sample of homes built in 1969-70
and surveyed in 1977-78 by the Franklin Institute (Anon. 1979). They report:

Al (WBS)* Cu (WBS)*
Number of repairs per home-year 0.060 0.018

*WBS = wiring binding screw; i.e., Al or Cu wire secured under a
binding screw in the receptacle.
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Suppose that in a typical home there are 30 electrical receptacles.
Then in an aluminum-wired home there will be 10 receptacles per kilogram of
aluminum wire used in the electrical system, and in a copper-wired home there
will be 5.4 receptacles per kilogram of copper wire. Assume that the life of
the home electrical system is 50 years. The number of receptacles that will
require repair or replacement during the service life of the electrical wiring
is then:

Por Al wire: 50 x 0.060 = 3 /house.
For Cu wire: 50 x 0.018 = 0.9/house.

In the aluminum-wired house, 10 percent of the receptacles will require
attention, while the copper-wired house only 3 percent will. A local
electrical contractor estimated that the average cost of repair or replacement
would be about $10. Hence, the contingency cost difference required to allow
for the different junction failure rates experienced with the two types of
wiring is:

For Al wire: 10 x 10% x $10 = $10/kg
FPor Cu wire: 5.4 x 3% x $10 = _1.6/kg

$8.4/kg

This is a contribution to the cost of substitution that must be included
when no cost allowance is made for redesign of the home wiring system and the
aluminum wire is installed in the same way as copper wire so that there is no
allowance for an installation cost increment. The substitution cost is shown
in Table 11. An argument that Acg_, should be even larger can be made on
the grounds that the cost of having wiring out of service during the time that
repairs were made was not included. The cost of loss of property and life in
fires originating at overheated junctions has not been included either.

Table 11. Aluminum for Copper Substitution Cost in Home Electrical Wiring

Pg Py Q0o/ Qs Ce Acy Acgeo Cg

1.17 1.45 l1.88 0 0 8.4 6.94

Note: All expressed in §/kg.

At the time aluminum wire was first offered as a substitute for copper
wire there was an immediate cost advantage in its use. The results presented
in Table 11 show that, had the full cost of using aluminum without design
changes being made in household electrical receptacles been known, the
decision to use aluminum wire would not have been taken. In a recalculation
of cg under today's conditions, allowance would have to be made for the cost
of design and manufacture of receptacles compatible with aluminum wire and the
costs of testing and certification of its use. Estimates of these costs have
not yet been made.
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Discussion and Conclusions

Contributions to the cost of substitution from factors other than
materials costs are important in all three of the examples examined. In the
substitution of coke-produced for charcoal-produced iron, the increment in
manufacturing ccst was the most important of these extra charges. Bar iron is
a relatively simple metallurgical material, and it was not made to very precise
specifications in the 18th century. Exact specification of properties was not
required by iron users of the time, and the mechanical systems they were
building were relatively insensitive to variations in material properties.

The lack of an entry for contingency cost in Table 9 is made with the benefit
of hindsight, but it seems clear that such costs were much less likely to be
large in the technology of the 18th century than in the technology of today.
Costs that enter Acs-o are expected to be increasingly great as the technical
sophistication of society increases. Technical systems are increasingly
interdependent, so that an unanticipated failure in one system is more likely
to raise costs in others. Despite the availability of a great deal more
technical expertise today, it would be hard to make a convincing case that the
consequences of making changes in technical systems can be better foreseen
today than in the past. There is no difficulty in compiling a list of
technical systems that have failed to perform as expected and have incurred
costs well above those designed for. The problems that arose from the use of
aluminum in house-wiring provide an excellent example.

A second generalization that may be drawn from the examples examined
here is that, even when substitution of one material for another is technically
feasible, the substitution will not be made until there is an economic
advantage that can be seen in the framework of cost information perceived by
those responsible for making the decision on which material to use. In the
British iron industry example, the decision between coke-produced and
charcoal-produced iron was made by individual ironmasters who were concerned
with both fixed and variable costs; the transformation to the widespread use
of coke-produced iron did not begin until the total costs recognized by
ironmasters were favorable. That their understanding of the costs was reliable
is shown by the fact that the transformation was completed and became the
accepted practice of the industry. In the case of the substitution of
aluminum for copper in automobile radiators, cg may be positive or negative,
depending on the assumptions made. (The choice of assumptions among those
arguing this problem may depend on noneconomic factors.) The industry seems
to be in a state of indecision about this particular substitution today. The
decisions made to use aluminum house wire in the 1960's were taken by persons
primarily concerned with pg = p, (Q,/8). This appreciation of the costs
of substitution was seriously incomplete, and the use of aluminum house wire
at the time proved to be a false start. (The use of aluminum electrical wire
in homes is now prohibited by some building codes.) The actual cost of making
the substitution, when it is eventually done, will be much greater than

originally assumed.

The principal sources of uncertainty in estimating cost of substitution
are evaluation of all of the costs due to change in the performance of the
product made with substitute material and the proper allowance for contingency
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costs. The uncertainty in determining both is likely to increase as more
substitutions are forced by material shortages and as substitutions are made

in more complicated systems.
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TECHNOLOGICAL SUBSTITUTION:
REVISITING THE METHODOLOGY

Harold A. Linstone
Futures Research Institute
Portland State University

Portland, Oregon

The purpose of this paper is to review briefly the forecasting
methodology in the context of technological substitution. The discussion is
divided into four parts: data-based, model-based, Delphi, and
multiple-perspective concepts. Sufficlient references are included to pemit
the interested reader to delve more deeply into this very active field.

Data~based Methods

Traditionally we have looked to scientists and technologists for
forecasts of technology and substitution of the new for the old. By far the
most common method they have used is trend extrapolation--according to
mathematician Eric Bell one of the two great evils we inherited from the
Greeks.

Pigures 34 and 35 present two trend extrapolations showing a
technological characteristic varying with respect to time. The first is taken
from an early book on technological forecasting (Ayers 1968), the second from
the most recent issue of Science (Kear 1980). The points to be emphasized in
such time series are these:

a. They are data~based--i.e., they rely on empirical input from the
recent past.

b. They assume continuation of the system structure-~elements and
interactions~~as well as environment from the past into the future.

c. Macro-system forecasts tend to be more reliable then micro-system
forecasts.

An implication of a and b is that trend extrapolations are conservative
and tend to lack imagination-~they perceive the future like a driver moving
the car forward with his eyes on the rear-view mirror. The scientist is
comfortable with data, but there exist no future data, so he is constrained by
the available data to an extension of the past. This is usually reasonable
for near-term or short~range forecasts, but can prove hazardous for long-range
predictions.
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Porecasts are highly sensitive to the, often opaque, core assumptions.
Ascher (1978) has demonstrated that a forecast using a very crude methodology
and sound core assumptions is usually more accurate than one with a very
sophisticated methodology and inappropriate core assumptions. The lesson is
obvious: the assumptions need at least as much attention as the data search
and collection.

An implication of b and ¢ is that envelope curves are more likely to
indicate forthcoming substitutions than study of any one component. 1In
Figure 36, for example, neither the cyclotron nor the betatron curve offers a
good basis for anticipating synchrotrons. An envelope curve comes much closer
to suggesting that the cyclotron and betatron will face substitution by a new
system which is not an extension of either.

The macroview is more concerned with the function or task to be done,
while the microview deals with a specific means of accomplishing that task.
Thus in 1929 aeronautical engineer Nevil Shute Norway firmly predicted that by
1980 commercial aircraft would be limited to a cruising speed of 110 to 130
mph and a range of 600 miles (Ayers 1969). He assumed that we would rely on
propeller aircraft for the next 50 years. But a forecast of air transportation
systems need not--in fact, should not--have made such a restrictive assumption.

The forecaster concerned with technological substitution should always
carefully examine the tacit assumptions underlying the forecast.

Model s

The difference between unlimited exponential and limited logistic curve
growth (Figure 37) can be viewed from the perspective of substitution. The
former neither motivates substitution nor represents its pattern. If a
material is in unlimited supply, exponential growth is theoretically possible
(although practically impossible on a finite earth). If it is in limited
supply or has saturated the market, we are usually concerned about
substitution. We either face an inability to £ill the demand in the face of
resource shortages and rising prices (e.g., wood fuel), or we seek to create a
new market by making a readily available product or process obsolete (e.g.,
black and white television).

The logistic (or Pearl) curve presents us with a surprisingly useful
model of the technological substitution process. The underlying assumption is
that the rate of adoption of a new product or process is proportional to the
fraction of the old one still in use. Mathematically we express this
relationship as follows: if £ is the fraction of the market captured by the

innovation, t the time, and b a constant, then
1 /df
- = b(l-f
1if)- sa-e

If t° is the time at which the fractional substitution reaches its
midpoint--i.e., f = 1/2--intergration yields the familiar logistic curve

f= 1
l+exp b(t-to)
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Pisher and Pry (1971) have analyzed 17 cases of substitution (Table 12) and
found striking support for this model once the data are normalized (PFPigure 38).

Blackman (1972) and Floyd (1968) have developed variations which can,
together with Fisher and Pry, be incorporated in the more general equation

£ f 4 ElacC, +¢C, t.
(1-0) [ln ?:?]w [ln - ToF 1 2

where F = upper limit of the market share f,

C1,C2 = constraints

0 = dimensionless factor, o < 0 < 1.
The case U= 1 corresponds to Floyd's model, 0 = 0 to Blackman's model, and ¢
= 0, P =1 to the Pisher-Pry model. Sharif and Kabir (1976a) find that

P = 1 is usually a reasonable assumption (i.e., 100 percent substitution) and
permits simplification of the preceeding equation to the form:

£ £ .
In 4 40 —f = C, + C,t.

Here the second term on the left side of the equation is a "delay factor" and
a "delay coefficient."” Sharif and Kabir provide guidelines for selecting the
proper delay coefficient.

Ancother interesting variation stemming from Fisher and Pry has been put
forward by Marchetti (1977) in his work on energy substitution. He is
cancerned with more than two energy sources competing at one time for the
market--e.g., a mix of coal, oil, gas, and nuclear energy. This situation is
sometimes known as "multilevel substitution.”™ As he recalls,

I had to extend the treatment slightly with extra stipulation that one
of the fractions is defined as the difference to 1 of the sum of the
others. This fraction follows the [Fisher~Pry] equation...most of the
time but not always. It finally shows saturation...The fraction dealt
with in this way corresponds to the oldest of the growing ones. The
rule can be expressed in the form: first in ~ first out.

He is then able to fit more than a century of data nearly perfectly using only
two constants for each energy source, the dates for 1 percent and 50 percent
market fraction (Figure 39). Neither war, wild price oscillation, energy
price, depression, nor available reserves seem to disturb the basic trend of
substitution. The U.S. and world energy substitution trends are shown in
Figure 40 beginning in 1850 and becoming a forecast in 1970. The transparency
of the model permits examination of various future options: introduction of
solar or fusion energy, faster nuclear penetration, a nuclear moratorium,

etc. The method illuminates several key points for Marchetti: (a) the robust
internal dynamics of the energy substitution process (e.g., the coal share
started to decline around World War I despite infinite reserves); (b) the
slow, inexorable pace of the process; (c) criticality of the initial push, the
take-off, for the long-term pattern of an energy source; and (d) the value of
a macroscopic view of the substitution process (suggested earlier).
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Table 12, Takeover Times (AT) and Substitution Midpoints,T , for a

Number of Substitution Cases.

At t,

Substitution Units Years Year
Synthetic/Natural Rubber Pounds 58 1956
Synthetic/Natural Fibers Pounds 58 1969
Plastic/Natural Leather Bquiv. Hides 57 1957
Margerine/Natural Butter Pounds 56 1957
Electric~Arc/Open-hearth Specifically Steels Tons 47 1947
Water-based/0Oil-based House Paint Gallons 43 1967
Open-~hearth/Bessemer Steel Tons 42 1907
Sulfate/Tree~-tapped Turpentine Pounds 42 1959
Ti02/PbO~2Zn0 Paint Pigments Pounds 26 1949
Plastic/Hardwood Residence Ploors Square Peet 25 1966
Plastic/Other Pleasure-Boat Hulls Hulls 20 1966
Organic/Inorganic Insectides Pounds 19 1946
Synthetic/Natural Tire Fibers Pounds 17.5 1948
Plastic/Metals Cars Pounds 16 1981
BOF/Open-Hearth Steels Tons 10.5 1968
Detergent/Natural Soap (U.S.) Pounds 8.75 1951
Detergent/Natural Soap (Japan) Pounds 8.25 1962

Note: At is the time from 10 to 90 percent takeover.

991


http://www.nap.edu/catalog.php?record_id=19585

.0

09—

A ol
0.6+
fos
04—
03—
02

0.

(b)

l 1

93@

Figure 38.

-20 =10 0 1.0 2.0 30
2(1-14)/81

Fit of Substitution Model Functional to Substitution Data
for all 17 Cases vs. Normalized Units of Time

0

T
l-i

W@
Figure 39.

1830 1960 W0 LD WSO 1300 W0 B30 1930 1940 1850 1960 WD

Fitting of the Statistical Data on Primary Energy Consumption in
the U.S. Straight Lines are Represanted By Equations of Type 2.
Rates of Penetration are Indicated by the Time To Go From 1

Percent to 50 Percent of the Market (AT years). The Knee In the

0il Curve and the Saturation Regions can be Calculated by- the Rule
"FPirst In-First Out”


http://www.nap.edu/catalog.php?record_id=19585

168

100.00 —— — ] 190.00 ——— 859
g T
f T-T A

0.10 ]

.01

(a) (b)
Pigure 40. Energy Market Penetration History and Projection

Like Ascher, Marchetti appreciates the value of relatively simple models.
However, a balanced survey requires consideration, even if briefly, of more
complex models. A favorite approach of modelers with an engineering background
is system dynamics. First applied outside electrical enginearing to industrial
organizations by Forraster, this type of model gained great popularity with the
Club of Rome's "Limits to Growth."™ Sharif and Kabir (1976b) have addressed
the multilevel substitution process using system dynamics as shown in Pigure
41. They apply it to commercial aircraft propulsion systems, a mix of piston,
turboprop, and turbo engines.
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Figqure 41. Simplified System Dynamics Diagram Showing the Basic Structure of
the Multilevel Substitution Model
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Economists have also developed a variety of substitution models,
beginning with Zvi Griliches (1976) and Edwin Mansfield (1961). The latter
for example, develops a detarministic model which computes the rate at which a
new product innovation displaces an existing product in a given market as a
function of (1) the proportion of the firms already using the new product,

(2) the profitability of the new product relative to the old product, and
(3) the investment neaded to adopt the new product.

Blackman, Seligman, and Sogliero (1976) extend this work by developing
an innovation index which indicates the relative tendency of various industrial
sectors to innovate. The index is derived from various input variables which
reflect the extent to which resources are allocated to achieve innovation and
output variables which measure the extent to which new product and process
innovation is achieved.

Stern, Ayres, and Shapanka (1976) take into account the fact that
alternate technologies do not compete merely on the basis of price, but rather
on the basis of the "utility" they provide. Purther, the markets for which
they compete may not be the gsame. These authors develop a model which includes
numerous indicators of utility and market. They illustrate their concept with
a case study of the substitution of plastic for glass in bottles. Table 13
indicates the range of indicators used.

Table 13. Utility Analysis Attributes for Plastic/Glass Bottle
Substitution

Attributes of Concern to Bottlers

Chemical inertness
Heat resistance

Nonpermeability

Pressure resistance

Flexibility of color and shape
Adaptability to existing bottling equipment

Attributes of Concern to Consumers

Transparency
Tradition

Reusability
Convenient dispensing

Attributes of Concarn to Bottlers and Consumers

Unbreakability
Light weight

Attributes of Social Concern

Disposability
Recyclability
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Not surprisingly, input-output models are also used. Their advantage is
the use of real, measurable physical or monetary quantities. The substitution
alters the values, and the impacts can be readily traced. Ayres and Shapanka
(1976) use four steps: identification of trends that can be expressed as
substitutions, translation of this information into a form necessary for an
input-output model, use of logistic curves to obtain trend extrapolation, and

modification of existing input-output coefficients in conformance with trend
extrapolations.

We may also obtain insights from models not directly concerned with
technological substitution. One example will suffice. Economists such as
Kuznets and Kondratieff have developed models to explain business cycles.

Recently Mensch (1979) has found interesting relationships between technological
innovations and the Kondratieff 50-year cycle model. This "long wave" consists

of the sequence prosperity-recession-depression-revival. Table 14 presents the
scheme according to Van Duijn (1977).

Table 14. Kondratieff Cycles

Proggerisx Recession Degression Recovery
1783-1803 1815-~-1826 ) 1826-1837 1837-1847
1847-1866 1866-1875 1875-1884 1884-1893
1893-1913 1921-1929 1929-1938 1938-1949
1949-1967 1967-1975

Mensch points out that basic invention occurs at a fairly steady pace
while basic innovation experiences strong surges. For example, computers,
radar, television, the atomic bomb, jet engines, and automatic automobile
transmissions were basic innovations which clustered in a relatively brief
time span--when the U.S. emerged from the depression and commenced its
economic recovery. At such times there is a willingness to take risks and
initiate major new capital investment. As the recovery continues and
prosperity commences, the emphasis shifts to product improvement rather than
basic innovation. Prosperity reaches its peak, and excess capacity leads to
layoffs and recession. PFigure 42 illustrates the phenomenon. At the very
least this model suggests the need to consider different levels of
substitution--e.g., total system and subsystem.

Delphi

Barlier we focused on data-based forecasting methods and on model-based
techniques. These are the accepted modes of inquiry in science and
technology. Delphi is a technique which, in addition to data- and model=-based
insights, permits the introduction of intuition. It is thus more subjective.
Delphi may be described as an iterative questionnaire procedure which involves
.2 group or panel while maintaining individual anonymity. It is sometimes
termed a remote conferencing process. The key words are "iterative," implying
here several rounds of questioning with feedback, and "anonymity," denoting
nonattribution of responses to individuals. The advantages of the procedure
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are (1) structuring in a way often not possible with a conference, (2)
avoidance of dominance by strong personalities or "big names" in the field of
inquiry, and (3) ability to draw in widely dispersed individuals who cannot be
brought together in a conference at one time. The first published Delphi study
(done at the RAND Corporation) appeared in 1964; since then, many technological
forecasting studies have been done in industry and think tanks using this
technique (Linstone and Turoff 1975).

TRW Corporation's PROBE is a major in-~house Delphi involving panels of
scientists and engineers in 14 different fields, ranging from manufacturing
processes to ocean technology. The materials panel, for example, includes 25
TRW technologists and developed forecasts in subareas such as composite
materials, metals and alloys, photovoltaic and optical materials, coating,
lubricants, and crystals. The format for all panels requires judgments
concerning (1) desirability, (2) feasibility, (3) probability of occurrence
(ever), and (4) timing of occurrence on the assumption that the event will
occur. In the case of (1) and (2) an index from -1 to +1 is used.

Typical results from the materials panel after three rounds:

(a) Lubricants, seals, and adhesives

Conventional fasteners will be replaced by high-strength adhesives in
50 percent assembly applications.

Desirability 09 Year of occurrence 10 percent chance 1975
Feasibility -.14 50 percent 1978
Probability «61 90 percent 1985

(b) Composite Materials

Molded synthetic materials--e.g., reinforced plastics--will replace
steel forgings for the first time in steering-linkage components
(sockets, pitmans, idlers).

Desirability =.13 Year of occurrence 10 percent chance 1976
Peasibility -.20 50 percent 1982
Probability .46 90 percent 1990

A second example of a Delphi is the Plastics and Competing Materials
study for 1985, undertaken by Enzer in 1970 (Linstone and Turoff 1975). The
study focuses on material property changes likely to affect widespread material
usage. The Delphi panel of experts is first presented with descriptions of
major uses, properties, and proprietary qualities of 37 plastics and 16
nonplastics in widespread uses. The panelists are asked to identify likely
changes in the properties which would affect the use of the materials by 1985
and to add new materials likely to be available at that time. The format and
typical feedback of the initial round are illustrated in Figure 43.
Information presented to the panel is in Roman type, feedback in italics.
Items noted as being in "Package No. 2" are reassessed in Round 2 in greater
detail. The format and typical results of this round are shown in Figure 44.
In addition, overall U.S. plastics production is estimated by the panel.
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ENGINEERING PLASTICS

*ASTM Test Method

mobile parts, this will be
especially important if low
temperature strength and crack
resistance can be improved.

Properties will be very dependent
upon filler,

ABS will include chemicsl and
cross-linked materials.

Materials for Which the Panel Anticipates Applicstions
A Significant Incresss in Use by 1986
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Meximum Servica Temperature improved shaping of disperse par- Appliances 60 150
*(D 648) °F 180-246 250 ticles as weli as processing tech- Pipe &
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Figure 44.

Typical Results of Final Assessment of Important Changes in Existing Plastics
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A graph of production (including distribution among major markets) from 1960
to 1970 is presented to the panel and an extrapolation to 1985 is requested.

Typical results are shown in Figure 45. Solid lines represent statistics,
dashed lines, the median forecast, and shaded areas, the interquartile range

(i.e., 50 percent of responses within shaded area). Clearly Delphi can be
used to probe technological substitution possibilities.
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Pigure 45. Total U.S. Production-Foamed Plastics

Multiple Perspectives

First, we took a "technical" perspective in addressing technological
substitution. Next, we introduced intuition, unavoidably subjective. We now
open the breach further. In the early days of technological forecasting it
was customary to emphasize a dichotomy--exploratory forecasting (what can we
do technologically?) and normative forecasting (what should we do?) It was
always assumed that what will be done is dependent on both, the "can" and the

"should." Technological substitution seems to fit the pattern comfortably.
It was further assumed that the rational approach inherent in the technical
perspective-~objectivity, reductionism, cost and benefit criteria,
optimization, etc.--was the only valid one.
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Yet there were nagging doubts: Why were key decisions apparently not
based on such rational analysis? Why were reasonable alternatives never
considered? Even more questions were raised as technology assessment became
more formalized. P¥orecasts were no longer enough; there must be impact
asgsessment and policy analysis. And there is inevitably feedback: the policy
analysis can alter the forecast.

This has led us to the concept of multiple perspectives, of augmenting
the technical, rational actor approach with two others: the organizational
and the individual. We emphasize that we are dealing here with different
paradigms, not different mathematical models. Table 15 compares the three
perspectives along a number of dimensions. It should be stressed that we may
look at a given technology from any of these perspectives--i.e., we do not
mean to imply that a technology must be viewed from a technical perspective or
an organization from an organizational perspective. Thus we may see a
technology from an organizational perspective (e.g., the Detroit auto
manufacturers' lack of enthusiasm for electric cars, the Army Staff's long
resistance to the substitution of the superior M-16 for the M~14 rifle). Or
we may sSee an organization from a technological perspective (e.g., the
cybernetic theory of organizations, decision analysis). Herbert Simon or
Cyert and March view organizations with a very different set of paradigms than
do Machiavelll or Franklin Roosevelt.

So, too, we suspect that technological substitution also may--in fact
often should--be viewed from multiple persepctives.

Pigure 46 describes the concept schematically. We are currently testing
the feasibility of its application to technology assessment for the National
Science Poundation (Linstone et al 1980). One of the cases under study is the
substitution of guayule for heavea as a natural rubber source. Examples of
factors bearing on the substitution, categorized by the perspective providing
the insight, are given in Table 16. Every application to date has tended to
support the hypothesis that the organizational and individual perspectives are
valuable in augmenting the technical perspective. And this effort unveils
reasons for the frequent ineffectiveness of conventional systems analysis
(e.g., computer simulationa) and of technological forecasting and assessment
in the context of private and public policy decisions.
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Table 15. Three Perspectives

TECHNICAL (T)

ORGANIZATIONAL (O)

INDIVIDUAL (P)

WELT
ANSCHAUUNG Science~technology Organization' Psychology-behavior
CHARACTER~- Cause effect Cause-effect & challenge-response Challenge-response
ISTICS Objective Objective & subjective Subjective
Problem solving Problem avoidance/delegation Game~in-process for most
Analysis Analysis & synthesis Intuition
Prediction Action/implementation Fear of change and unknown
Optimization Satisfying Creativity and vision by
Use of averages, Proba- Standard operating procedures Partial rationality
bilities
Trade-offs Porochial priorities Inner world/self
Complete rationalility Pactoring/Fractionating problems Maslow hierarchy of needs
Incremental change Learning
Recognition of partial unpre- Power/influence/dominance
dictability
Left neocortex Left and right neocortex Left and right neocortex
PREFERRED Locken-data Heglian-dialectric Intuition-noumena
INQUIRING Leibnizian-model Singerian-pragmatic Merleau-Oonty-negotiated
SYSTEM

Kantian-multimodel

TIME CONCEPT

Technological time
Zero discounting

Social time
Moderate discounting

Biological time
High discounting

LLT
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Figure 46. Multiple Perspectives-A Singerian Inquiring System
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Table 16.
Substitution

Examples of the Use of Multiple Perspectives on the Guayule/Hevea

Technical Perspective

Organizational Perspective

Individual Perspective

Tests have shown guayule to be
a satisfactory substitute for
hevea in automobile and air-
craft tires (the primary use
of natural rubber).

In view of the 300% price
increase of natural rubber
since 1972, guayule is becoming
competitive.

Guayule development can meet
1008 of the projected natural
rubber shortfall by 1991.

Yield per acre is expected
to double between 1985 and 2000.

Mexico has had a long history of
interest in guayule (wild natural
growth, a research institute in
Saltillo, a pilot processing plant)
but relations with U.S. can generate
strain.

Research is not the key issue;
rather, production start-up raises
the question of agsumption of
financial risk between the tire and
rubber companies and the government
(Pederal and California).

The Department of Agriculture has
not been aggressive; the Guayule
Commission may become the lead

group but has not done much to date;
national security considerations may
be decisive (Asian turbulence: Iran,
Afghanistan, others?).

Inbreeding appears to be a problem
in tire and rubber industry manage-
ment.

E4 Flynn ("Mr. Guayule Rubber
News ") is a determined promoter.

Effective leadership of, and
cooperation between, the Pederal
Government (Alex Mercure, Chairman
of Guayule Commission) and the
California Department of Food and
Agriculture (Isi Siddiqui) may
spark implementation action.

Rep. George Brown (Dem., Cali-
fornia) has been a most effective
advocate in the Congress and has
been joined more recently by Sen.
Domenici (Rep., N.M.). Texas is
lacking a strong Congressional
supporter.
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