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PREFACE 

On April  8 ,  197 2 a sympo s ium was held on the top ic "Computational 
Needs and Resources in Crystallography" . This  symposium , sponsored by 
the Division of Chemistry and Chemical Technology of the National Aca­
demy of Sciences - Nat iona l Research Council , was arranged to fo llow 
immediat e ly the Winter Meeting of the American Crystal lographic As soc­
iation and was attended by 1 1 1  part icipant s ,  most of them from that 
meeting (see Appendix 2). Financial support was provided by the Chem­
istry Section of the National Science Foundation under Contract No . 
NSF- C3 10 Task Order No . 233. The aims of the symposium were s imilar to 
those of the conference on "Computational Support for Theoretical Chem­
i stry" sponsored by the Divis ion ' s Committee on Computers in Chemistry 
in Bethesda , Maryland , May 8- 9 ,  1970 , also with support from the Chemis ­
t ry  Section of  the Nat ional Science Foundation .  

The motivat ion was spe l led out in the c a l l  t o  the symposium a s  
fo llows : 

Crystal lographers are among the maj or users of computers in chemistry 
and physics ; they have also had a long history of innovative uses of  
computers , both in computation and in on- line contro l o f  experiment s .  
In view o f  the cont inually expanding number o f  scient i s t s  engaged 
in structural crystal lography , the increas ing amount of computer 
usage by these scientist s ,  and the realization of  shrinking research 
budget s ,  the t ime seems ripe to bring together a group of  crystal­
lographers and representatives of the federa l funding agencies to 
explore together quest ions such as the fo l lowing :  

1 .  What are the computing needs o f  crys tallographers , now and 
during the next decade? Are these needs being adequate ly met ? 

2. Are there new hardware , software , and theoret ical crystal­
lographic developments that may induce marked changes in com­
putational method s ?  

3. Are the present methods of funding and operation of  
computer centers working to everyone ' s satisfaction? 

4. Are there sub st antial benefi t s  to  be derived from the 
estab lishment of regional computer centers or computer 
networks for large- scale or special-purpose computations? 
Should a task force be commis s ioned to explore such possi­
bilit ies in depth? 

The answers to all these questions will sure ly not be comp leted in 
a one-day session. It is hoped however that the presentat ions of 
the invited speakers and the open discussion wi ll  result in c lear 
statements of the present position and the spectrum of exis t ing 
opinion , and wi l l  sharp ly define those questions that may form the 
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bas is for act ion by the re levant part of the scient ific community. 

The sympos ium did not have as its  outcome any formal recommendat ions , · 

per �, though some consensus can be inferred on various points . It  did 
reflect accurate ly the viewpoints of  a fair cross- sect ion of  the crystal lo­
graphic community , both in the prepared lectures and in the spontaneous 
discus s ion. A transcrip t  of this discus s ion is inc luded here , along with 
manuscrip t s  o f  the prepared ta lks . The discussion has received a minimum 
amount of editing from the part icipants and the editors ,  and gives a flavor 
of  the current s tate o f  thinking of  crystal lographers concerning their com­
put ing act ivit ies . 

The sponsors o f  the sympos ium hope this document wi l l  be useful to all  
concerned with the support of  scient i fic computing , as an examp le o f  where 
computation s tands today in one segment of physical sc ience . 

(This preface was prepared by Walter c. Hamil ton , who organized and gave 
direct ion to the Sympos ium. The fol lowing summary was drafted at 
Dr . Hamilton ' s  request by R. A. Young . )  
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SUMMARY 

Present Act ivity in Crys tal lographic Comput ing in the U. S . A. 

Present crys tallographic use s  of computers inc lude ins trument contro l ,  
data hand l ing and reduction , app l icat ion of  direct methods of structure 
so lut ion , refinement of both general and detailed features of structura l 
mode l s , and disp lay o f  the resu l t s  in graphic form inc luding three­
dimens iona l dynamic disp lays uti lized in an interac tive mode . 

The total annua l cos t  o f  crysta l lographic comput ing being done in 
the U. S . A .  is e s t imated a t  10 mi l l ion do l lars o f  which , probably , only 
about ha l f  is charged d irect ly to cryst a l lography budgets . Tho se crystal­
lographers heavi ly engaged in structure determinat ion spend about 80% o f  
their computer t ime o n  refinement of structura l mode l s . 

The comput ing cos t per structure varies too great ly to be a meaning ful 
figure for p lanning purpo ses ; cos t s  in Hami l ton ' s  survey report ed at  this 
sympos ium range from less  than $1 , 000 to more than $ 100 , 000 , the dif ferences 
be ing a t tributab le to the number of s tructura l parameters being refined and 
this  number , in turn , being dependent both on the number of atoms in the 
unit cell  and on the detail  in which the refinement wa s to be carried out . 
It  is a truism that the cost per ca lculat ion goes down as the s ize o f  the 
computer goes up . A rule-o f- thumb sugges t ed is  that  � factor of two increase 
in mach ine cost is  accompanied by a factor of e ight increase in computa­
t iona l speed in so lving crysta l lograph ic problems . However , the actua l  gain 
depends on the part icular calculation and machine combination . Further , it  
refers only to computation t ime and not to input-output time . 

Hami lton ' s survey shows that crys tal lographers , as a group , have 
exper ience with a great var iety o f  computer faci l i t ies . The s ize of  the 
computers used ranges from stripped-down minicomputers to the larges t  com­
puters now genera l ly ava i lab l e .  O f  the responding crys tal lographer s ,  62% 
reported experience with remote t erminals , 37% had used computers at locat ions 
other than their home insta l lat ions , and 42% had made use  of program l is t s .  

Needs 

Although no po l l  wa s taken , the combination o f  the papers  presented and the 
vigorous discus s ion of them suggest  the existence of a fa ir consensus on the 
fo l lowing needs , perhaps among o thers . 

1 .  There is  a need for comput ing capac ity one to two orders o f  magni­
tude larger than i s  present ly ava i lable . Refinements o f  protein structure s 
are now becoming pos s ible , and such refinement s  wi l l  make s ignificant demands 
on large-core , very fas t  computers . Such large-capac ity computers are a lso 
needed for app l ica t ion of d irect methods of s tructure so lut ion to large 
structures ,  i . e . , containing more than 40 to 50 atoms in the asymmetric unit . 
A third area in which the extra capacity i s  needed is  in refinement o f  
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structura l model s  accurate in greater detai l ;  such detai led informat ion may 
be important to mo l ecuiar bio logica l function , on the one hand , or to 
fundamental understanding of the so l id s tate , on the o ther . 

In Hami lton ' s survey , 22% of the respondent s reported that their work 
is ser ious ly limited by lack o f  adequate computer capacity and another 2 1% 
reported that they are moderately unhappy with their computer resources .  The 
capacity for fu l l-matrix leas t-squares refinement of up to 240 parameters is 
typical of  one of the maj or types of large computers now in use (e . g . , CDC 
6400 ) . For gro s s  s tructura l refinement this number of parameters corresponds 
to only about 60 atoms ; for detai led refinement s  it corresponds to only about 
25  independent atoms . The need for larger capacity is  part icu larly evident 
when it is noted that the magnitude of the ca lcu lat ion goes up as N2 , where 
N is  the number of  parameter s .  Th e  para l le l  vector process ing mach ine s now 
coming into operation may have a significant impact on th is  prob lem. 

2 .  There �a need for improved approaches , a lgorithms , and computer 
programs that wi l l  do more efficient ly , or in better ways , what is done most , 
i . e . , refinement of  s tructural mode ls now done by least - s quares methods . 
Concomitant with this need are expres sed needs for improved informat ion and 
program exchange s ,  and for overcoming compat ib i l i ty prob lems that present ly 
l imit the genera l ut i lization o f  desirab le programs , including sys tems 
approaches , deve loped by certain leading group s . 

3. There is  a need for loca l comput ing fac i l i t ie s  that would give 
fas ter response and would be more convenient to use . Two routes  to this goa l 
are indicated ,  ( i )  through loca l computer centers that are more responsive , 
with fewer bureaucrat ic problems and communicat ion fai lure s , and ( ii)  enhance­
ment of computat iona l capabi lities  through minicomputers on line with data­
co l lect ion ins truments in the crystal lographic laboratories . 

4 .  There is a need for attent ion to the computing prob lems of the 
crystal lographer by the funding agencie s , especia l ly with regard to the sys­
tematic deve lopment of  computing resources (as different iated from continued 
use of present resources in the present manner) ; there is now l i t t le 
programmat ic support in the agencies for such development . 

Trends 

From a combination of the invited presentations and the discu s s ion , certa in 
trends can be identified that wi l l  affect subs tant ia l port ions o f  the 
crys ta l lographic community : 

1 .  Increa s ing computer usage by crystal lographers ,  both because 
of  new computat ional techniques and because the number of  
crysta l lographers working on  larger structures i s  s teadily 
increas ing. 

2 .  MOre work on protein structure , a s  i t  becomes pos s ib le for 
pro tein s tructures to be refined . 
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3. Increas ing use of  d irect methods for large structures .  

4 . Further program development to take up s ignificant parts  
of  the structure-refinement load with fas ter ( le s s  cos t ly) 
methods than the fu l l-matrix leas t-squares refinement 
method , wh ich s t i l l  i s  needed in the fina l s tages . 

5 .  Increas ing demands for accuracy in deta ils  o f  structures ;  
examp les are the determinat ion of  smal l differences as so­
c iated with bio logica l func t ion ,  and the precise 
determinat ion of thermal mo tions and of  e lectron dens it ies 
for the ir contr ibut ions to fundamental understanding o f  
the so l id s tate . 

6 .  Increas ing up -grading of minicomputers used for on- l ine 
diffraction- instrument contro l ( i )  so that they can be 
programmed convenient ly to operate the ins trument with 
bet ter opt imized and more flexib le data- co l lect ion s trat­
egies , and ( i i )  so that the relative ly large port ion of the 
computer ' s t ime present ly unused can be app l ied to data 
proce s s ing and interpretat ion including , in some cases , 
least-squares refinement o f  structural mode l s . 

7 .  Further emphasis  by some group s on facilitat ing program 
exchange s .  

8 .  Growing interest in computerized data banks , including 
banks remotely addres sab le .  

9 .  Increas ing use o f  graphic disp lays generated and manipulated 
by computer, sometimes in an interact ive mode . 

10 . Increa sing emphasis  at s tate , c i ty ,  and multip ly- located­
company leve l s  on s tate , regiona l ,  or company-wide computer­
communicat ion networks ; fue led by vis ions of economy in the 
tota lity of a l l  comput ing , this  emphas is  may not a lways 
work to the advantage o f  the crys ta l lographic or other 
scient i fic user . 

1 1 .  Growing budgetary pres sures from sponsoring agencie s  toward 
deve lopment of either ( i )  regional or nat iona l crys ta l lo­
graphic computing centers addressable from remote termina ls  
or  ( i i )  regiona l or nat ional  computer-communicat ion networks 
accommodat ing heirarchica l  comput ing attuned to crys ta l logra­
phic needs . 
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Pros & Cons o f  Remote Computing 

Most of the d iscuss ion of remote comput ing dea lt with networks , the ARPA 
network being used as  the prime examp le . A "ne twork" in this  context is  
actua l ly a computer-communicat ion network . It  cons i s t s , bas ica l ly ,  o f  
s ingle or mu l t ip ly redundant communication l inks between var ious traffic­
contro l ling computers which , in turn , communicate with other larger computers 
at the ir respect ive s ites . A computat ional problem entered on the net can , 
in princip le , be assigned to the available computer mo s t  suited to that 
particu lar kind of  problem. 

A second type of remote service is the regiona l comput ing center wh ich 
is addres sable from remote termina l s  located at the user sites . The con­
temp lated nationa l computing center for theoret ica l chemistry was cited as  
an examp le . Such a discip l ine-oriented fac i lity cou ld be expected to op t imize 
its program ho ld ings and service capab i l i t ies for that part icu lar discip l ine . 

Although these two types of remo te ly usab le computing service s differ 
cons iderably in their des irab i lity for various crys tal lographic comput ing 
purpose s , some advantages and disadvantages app l icab le to both were brought 
forth in the sympos ium. In favor o f  the remotely usable service ,  the fo l low­
ing five point s can be summarized : 

1 .  Prote in crysta l lographers ,  and some other s , need acces s  to larger 
computers than are now ordinari ly ava i lab le in any one laboratory . 

2 .  A quantum jump in crys ta l lographic product ivity might resu l t  from 
what would amount to a new dimens ion of comput ing capacity made avai lab le 
through a network , or a fu l ly imp lement ed regiona l  cent er .  

3. Su fficient ly rel iab le h igh- speed data transmi s s ion , availab le either 
now or in the near future , may obviate most  needs for phys ica l transport of  
data or resu l t s , pos s ibly including graphic disp lays . 

4 .  The best comput ing sys tem for carrying out the items o f  h ighe s t  
co st i n  crysta l lographic comput ing , primari ly least-squares refinement o f  
structura l mode l s , would b e  availab le t o  a l l  i n  an operat ing and fu l ly 
checked-out form. 

5 .  Informat ion retrieval would be pos s ib le from a centra l l ibrary o f  
crysta l lographic data , i n  the forms o f  both hard copy and graph ic disp lay , 
such as  a stereographic view o f  the structure . 

Severa l po int s of disadvantage o f  remote- service systems were also 
brought out :  

1 .  There is a cos t  thresho ld that cou ld keep out the sma l l  user . 
Figures cited indicate a bas ic co s t  of  about $ 1 2  000 per year , exclus ive 
of comput ing cos t s , for a remote j ob-entry termina l (card reader and l ine 
printer) such as might be des ired for acces s to a regiona l comput ing center . 
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For the ARPA network , the bas ic cos t  varies with the type o f  entry. For 
connect ion of a local campus computer ( through an Interface Message Proces sor , 
or IMP) , the cos t  is  p resent ly $21 500 per year just  for the prorated share of  
communicat ion and maintenance cos t s . ( On  the o ther hand , informat ion provided 
severa l months after the sympos ium suggests  that some users--in thi s  case , of  
course ,  doing ARPA-approved work--could be  accommodated from their own termin­
a l s  through a 32-port Terminal IMP , or TIP , with a lower data- trans fer rate 
(4800 baud) at much lower cos t .  In this case the cos t s , apparent ly , would be 
comparable to tho se for terminals remotely access ing regiona l  computer centers 
via voice-grade telephone l ines . For the most  rudimentary type of terminal , 
the fixed cos t s  could be an order of magnitude less than those quo ted , but ,  o f  
course , with a cons iderable compromise i n  util ity .) 

2 .  Th e  fu l l  rea l cos t o f  the comput ing service would be charged to 
the user . Th is could be a cons iderable disadvantage to many present users 
in ins t itut ional environments where real co sts  of comput ing are part ial ly 
subs idized . 

3 .  The growth o f  loca l resources for large computat ional prob lems 
could be impaired both through the divers ion of do l lar support to the remote­
user sys tem and through a sapping of loca l interest in program deve lopment . 

4 .  Th e  effects of less- than-opt imum program operat ion o r  comput ing 
services would be magnified on a regional or a nat ional sca le . One weaknes s  
could b e  lack of  dynamic program deve lopment . Another could be the wide­
spread effects of any programmatic error that remained undetected for a t ime 
in a program used by a large number o f  remote user s .  S t i l l  another cou ld be 
the disas ter wreaked i f ,  for po l itical or economic reasons , the network or 
regional center fai led or s topped rendering service . 

Recommendations 

Al though no forma l recommendat ions per �' were made by the sympos ium group , 
some that probab ly wou ld have met with approval can be inferred . 

Fir s t , it wou ld be recommended that sponsoring agenc ie s , and others in 
pos i t ion to influence these mat ters , give part icular attent ion to the needs 
ment ioned . 

Second , it  would be recommended that a l l  parties , whether sponsors ,  
scient i s t s ,  or administrators , be sens itive to the trends in crystal lographic 
comput ing with a view toward enhancing and explo it ing those that are des irable . 

Th ird , the sympos ium group ' s  demons trated interes t in , and apparent ly 
po sit ive attitude toward , the potent ia l i t ies  of networks and regional  centers 
for crystal lographic comput ing lead to the inferred recommendation that the 
pos s ib i l it ie s  be serious ly inve s tigated by some competent group . Th is compe­
tent group should be appropriately re lated to organized crysta l lography and 
shou ld be funded as neces sary to carry out subs tantive invest igat ion of  a l l  
factors invo lved , including attitudes and preferences of the crystal lographic 
community , o f  which the members of this  sympos ium were not neces sar i ly a 
representative samp le .  
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INTRODUCTORY REMARKS 

Wa lter C .  Hami lton 

Crystal lographers have long been among the major users of computers in 
American scient i fic laboratories . The mass ive ca lculat ions invo lved in 
crystal structure determinat ion- - l eas t - s quares adjus tment s of hundreds 
of parameters derived from thousands of observat ions , and Fourier ser­
ies calculated at hundreds of thousands of  point s - - led the crys ta llo­
grapher to  ear ly exp loitation o f  the computer . In fact , many o f  the 
advance s in computer techno logy were s t imulated by crys tal lographic 
needs . 

The purpose o f  this  sympos ium is  to obtain a spectrum of op inion 
of crystal lographers on such ques t ions re lating to their comput ing as 
whether their needs are present ly being met ,  whether development s in 
hardware , software , and remote terminals  are going to change radica l ly 
the pat tern o f  crys tal lographic comput ing , and whether centra l ized crys­
tal lographic comput ing faci lit ies may p lay a ro le . 

To provide background for the sympos ium , a quest ionnaire (see Ap ­
pendix 1 )  was circulated to al l the approximately 1800 members o f  the 
American Crys tal lographic As sociation . This  ques tionnaire received some 
criticism; it i s  clear that one never knows exact ly which ques t ions to 
ask unt i l  the answers are in . 

There was part icular difficulty wi th Ques tion 3 :  "What i s  your 
real comput ing cost  per year? " Many crys tal lographers s imp ly do not 
know , mainly because the amount of  the univers ity or departmenta l  subsi­
dy is  never reported to  them. One response reads as fo l lows : 

"A user on our campus does no t know the real cost . Why? 
On his  output he get s  a compute cost  which is subs idized 
(or may be if his chairman wishes) up to 87%. The termina l , 
connect , paper , maintenance , etc .  cos t s  ( inhouse) are extra 
and are covered by the department . The user has no know­
ledge of the co st  of  this  subsidy. " 

This i s  of course a prob lem ,  but I think that judicious spade work should 
al low anyone to find out what his ins t i tut ion is spending on comput ing 
( including a l l  these extra items ) and to determine his prorata share . It 
behooves anyone doing scienti fic research to know exact ly how much money 
i s  being spent in the support of his research . I might no te that in an 
AEC laboratory , the mach ines have been purchased and the user is charged 
only operating cos t s - - again re sult ing in arti ficial ly low values . The 
total cos t s , including machine amort izat ion , can however be obtained , and 
AEC users should be aware of thi s  kind o f  subs idy . 
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Now to a few results  of the ques tionnaire : 

First  o f  a l l , 142 questionnaire s were returned . Since I asked for 
only one member of each group to return the questionnaire , and s ince not 
a l l  ACA members use computers , I would gues s  that these returns represent 
about 50% of the laboratories . Thi s  estimate i s  borne out by my own 
judgment that , among the major laboratories I know , about 50% of  the large 
users were not represented . 

What Computers Are Crysta l lographers Us ing? 

The results  are summarized in Tab le 1 .  It is  clear that IBM s t i l l  domi­
nates , with the 360 series the maj or contributor . A few 370 series ma­
chines are in operation , and there are s t i l l  three or four 7000 series 
machines in use . MOst of the CDC usage is  in the 6000 series , with three 
or four users of 1600 ' s  and a number s t i l l  us ing 3000 series .  PDP- 10 , 
UNIVAC 1 108 , and XDS Sigma series also have fair representat ion. 

Table 1 Computers Used By Crys ta l lographers 

Manufacturer 

IBM 

CDC 

DEC 

UNIVAC 

XDS 

Honeywe l l  

Burroughs 

Electrologica 

Number in use 
by respondents to 

ques t ionnaire 

92* 

44** 

15 

12 

6 

5 

2 

1 

1 

*Including 68 in the 360 series . 
**Including 30 in the 6000 series . 

10 

Percentage 
o f  total number 

reported 

52 

25 

8 

7 

3 

3 

1 

0 . 5 

0 . 5 
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What Kind of  Work Do the Respondents Do? 

Structure determination 1 1 1  

Sma l l  Structures 3 1  
Medium Structures 88 
Large Structures 2 1  

Other 38 

Severa l respondent s defined smal l ,  medium, and large s tructures and 
were remarkab ly consistent . Sma l l  seems to indicate a mo lecular weight 
be low 300 ; large , a mo lecular weight greater than 80� or 50 to 100 heavy 
atoms . A few of  the respondents are doing very large structures (pro­
teins ) , a lthough the response from protein crys tal lographers was much 
smal ler than the 50% quoted above . The other uses of computers by cry­
stallographers (Tab le 2) are extens ive but in !2!2 probab ly represent a 
smal l  percentage of the total computer t ime .  Many respondents make use 
of  the computer for both s tructural  and other work . Those that do struc­
ture determinat ion spend most of their time on refinement (Figure 1). 
It would seem that a great effort should be spent on making refinement s 
more e fficient , a topic  di scus sed later in th is  sympos ium. 

TABLE 2 Computer Usage by Crystal lographers Other Than in Single-Crys tal  
Structure Determinat ion 

Methods research and program deve lopment 
Liquid di ffraction : Amorphous radia l distribut ion funct ions 
Powder di ffract ion : Phase and mineral identi fication 
Electron microscopy 
Op t ical and geometrica l  crystal lography 
Electron spectra for chemical analysis  ( ESCA) of so lids 
'lbermodynamics  o f  so lids 
Smal l  ang le dif fraction 
Membrane s t ructure analys i s  
Diffuse s cattering 
Magnetic  s tudies 
Anomalous transmi s s ion 
Interferometry 
On-line contro l of experiment s and disp lays 
Supervis ion and management 

1 1  
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Figure 1 Estimated Time Devoted to Various Types of Computer Use by 
Crysta l lographers 

What Are the Cos t s  of  Crysta l lographic Computing? 

A summary of the responses is given in Tab le 3 .  As no ted previou s ly ,  
the figures are difficu l t  t o  come by . The maximum amount reported was 
$ 150 000 per annum. The total of $2 . 4  M i s  probably low by a factor of 
4 .  I surmi se that the response was about 50% and that h idden subsidies 
account for ano ther 50% error . Thus , my estimate o f  the to ta l  amount of  
money spent in the USA on crysta l lographic comput ing i s  about $ 10 M per 
year . The $400 000 reported in direct government grants to individual 
scient ists  is  i l luminating .  It means , i f  accurate , that a major share 
(more than 80%) of the comput ing do l lar is supp l ied by grants to the 
centra l faci lities , probab ly most ly from federal and s tate government s .  

12  

C o p y r i g h t  ©  N a t i o n a l  A c a d e m y  o f  S c i e n c e s .  A l l  r i g h t s  r e s e r v e d .

C o m p u t a t i o n a l  N e e d s  a n d  R e s o u r c e s  i n  C r y s t a l l o g r a p h y :  P r o c e e d i n g s  o f  a  S y m p o s i u m ,  A l b u q u e r q u e ,  N e w  M e x i c o ,  A p r i l  8 ,  1 9 7 2 .
h t t p : / / w w w . n a p . e d u / c a t a l o g . p h p ? r e c o r d _ i d = 1 8 5 8 7

http://www.nap.edu/catalog.php?record_id=18587


TABLE 3 Annual Computing Cost s in Crystallographic 

Estimated Cost Number of 
Range in 1000 $ Respondents 

0-5 41 

5- 10 20 

10- 15 13 

15-20 10 

20-30 13 

30-40 11  

40-50 9 

)50 8 

Don ' t  know 16 

Mean cost: $18 000 

Total for responding laboratories: $2. 4 M 

Direct support through research grants :  $0 . 4  M 
Other direct computing charges : $0 . 1  M 

Laboratories 

Percentage 
of Respondents 

29 

14 

9 

7 

9 

8 

7 

6 

11  

Although crysta l lographers are becoming more knowledgeab le concern­
ing their costs  for carrying out crystal structure determination , est i ­
mates ( see Table 4 )  are s t i l l  hard t o  come by , a s  witnessed b y  the fo l­
lowing responses : 

"Estimate i s  probably ±100%. " 

"It  depends on the s ize and method . "  

' 'We don't have enough s tati s t ics  to know." 

Nevertheles s , the mean value o f  $5400 seems reasonable to me and provide s 
confirmation o f  my estimated tota l by the fo l lowing argument . 

1 3  
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TABLE 4 Estimated Cost per Structure 

Estimated Cos t  Number o f  
Respondent s 

$ 1000- 5000 78  

500 1- 10 000 13 

10 00 1-20 000 7 

20 00 1-30 000 2 

30 00 1-50 000 1 

�100 000 1 

Mean Estimate : $5400 

Figure 2 shows the increase in the number of crystal structure de­
terminat ions over the past few years . There were probably 1500 in 197 1 .  
I f  hal f  o f  these  were in the USA , at $ 5400 per s tructure , we derive a to­
tal o f  $4 M. Double thi s  to al low for hidden subsidies , add $2 M for 
o ther than s t ructure determinat ions , and we arrive at the e s t imate of 
$ 10 M s tated previous ly.  

How Much Wi l l  Computer Usage Increase? 

A summary o f  the responses is  given in Tab le 5.  These are of course sub­
j ect to cons iderab le variation , but the mean response does not seem sur­
pris ing . There is an approximat e doub ling every five years as we are ab le 
to do more things and have acces s  to more sophisticated hardware and sof t­
ware . This inc rease in computer usage does no t necessari ly imp ly a 100% 
increase in computing do l lars , for the co s t  per uni t calculation has been 
steadi ly dropping . 

What Experiences Have Peop le Had With Sharing of Informat ion 
and Faci l i t ies?  

62% have used remo te terminals  

37% have used computers o ther than in their 
home ins tal lat ions 

42% have used program l i s t s  
1 4  
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'!'here does seem to be substantial amount of such experience, and most 
active crystallographers are attuned to th� feasibility of remote compu­
ting . Program lists are not so widely used, possibly because they rapid­
ly become out of date . 

How is Your WOrk Affected by Limitations of Available 
Computational Facilities? 

Unfortunately, I did not include a category, "Not at all", in the ques­
tionnaire, but 9% of the respondents wrote this in. If we combine "not 
at all" with "slightly", we find that 55% are quite happy, 22% are very 
unhappy, and 21% only moderately unhappy . The nature of dissatisfaction 
in a few cases is illustrated.by the following two comments: 

en a: LIJ � 
� 
Ia.. 0 
a: LIJ CD 
2 � z 

200 

� ACTA CRYST. 
J. AM. CHEM. SOC. 

1:::::::::;:::::=::1 J. CHEM. SOC. 
INORG. CHEM. 

� OTHER 

1954 1959 
YEAR 

Figure 2 Growth in Annual Number of Papers Published Reporting Crystal 
Structure Determinations 
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Under Explanation of Other Computing: "Debugging newly obtained 
programs and adaptation to our computers ; coping with frequent changes 
in computer hardware ; poor service relationships with the university 
computer center , especially sheer red tape. " 

Under Limitations on Computing: "But these limitat ions are pri­
marily imposed by security, budgetary and supervisory restraints or 
constraint s ;  secondarily by the Byzantine complexity of non- scientific 
non- mathematical , clerical prob lems of getting on and off the blankety­
blank computer . "  

This background information sets the stage for the prepared papers 
and discussions that fol low. 

TABLE 5 Es t imated Increase in Computer Use 

Numbers o f  responses in various categories 

0% 

0-25% 

25-50% 

50- 100% 

100 -200% 

200-300% 

300-400% 

400- 500% 

500- 1000% 

DECREASE 

DON ' T  KNOW 

16 

by 1977 

23 

28 

2 2  

34 

0 

6 

1 

1 

2 

2 

15  

by 1982 

22  

9 

19 

15 

6 

0 

3 

4 

3 

2 

34 
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Session I 

What Are the Needs of Crysta l lographers ? 

Ses s ion Chairman : Ph i l ip Coppens 
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Computing Needs o f  the Structural Chemis t  

James A .  Ibers 

Dr . Hami l ton has asked me to out line our research group ' s  computational 
needs and our thoughts on how such needs may bes t be me t .  Although I 
am a s tructural chemis t  with cons iderable computational needs , I must 
emphas ize that structural chemist s  are a heterogeneous group and that 
our group ' s  needs and attitudes may no t be typica l .  In out lining compu­
tational needs , I wi l l  comment also on the operation o f  the Voge lback 
Computing Center at Northwes tern Universi ty.  In my po s i t ion as Chairman 
of the Univers i ty Computing Commi ttee over the past four or so years , I 
have gained some ins ight into the suppor t prob lems o f  a large computer in 
a private educational ins t i tution and I hope informat ion on thi s  subj ect 
wi ll  be o f  interest  to o thers . 

Mainly for the bene fi t o f  noncrystal lographers , I present in Figure 
1 some features of our data-co l lection operation. I must emphasize that 
we are indeed data processors , and thi s  fact has imp lications with respect 
to remo te comput ing , a subj ect I wi l l  take up present ly. Figure 1 indi­
cates that we accumulate rough ly two crys tallographic data sets per month . 

Picker FACS- 1 wi th monochromator and magnetic 
tape output 

Down time : Less  than 3% 

Idle time (mos t ly set-up) : 40% 

Actual data co llection : about 60% 

Typical data rate : 350 reflections / 24 hour day 

Data sets October , 197 1 through March , 197 2 : 1 1  

Figure 1 Data Co l lection 

Figure 2 provides information on our univers i ty computer , on the 
average cos t  per structure , and on the breakdown of our crys tal lographic 
computat ions by typ e .  MOst o f  the money is spent on refinement , generally 
computations invo lving non- linear leas t-squares analysi s . Again with 
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relevance to remote computing , I should add that the UPDATE system o f  
CDC i s  very convenient for program management , and that w e  have ceased 
some years ago to maintain card image s of  our programs . The fact that 
our program library is  on a permanent fi le is  also important , and assures 
that a l l  al lowed users o f  the fi le have access  to the same vers ions o f  
the programs . 

1 .  CDC 6400 wi th expanded core storage , 64 000-
word core , 4 tape units , p lotter 

2 .  Program library on permanent fi le 

3 .  Source l ibrary in UPDATE form 

4. Average cos t  per structure : $2500 at 
$500/hr. 

5 .  Breakdown o f  crystal lographic uses: 
Program development : 2% 
Proce s s ing of  data : 5% 
Structure so lution : 5% 
Refinement : 80% 
Error analysis , drawings , etc : 8% 

Figure 2 Computations 

Figure 3 indicates the types of prob lems we have handled recently .  
Those famil iar with our work know that without triphenylphosphine a s  a 
l igand to stabi lize a transition metal in a low-valence s tate , we would 
feel  very los t  indeed . In thi s  respect our computationa l needs may not 
be typ ical of  structural chemi s t s ; even with the theoretical dodges we 
use , such as treating the phenyl rings as rigid group s , our prob lems tend 
to be large by ordinary standards . The s ize of the problem i s  rea l ly de­
fined by the number of variables to be determined , and th is number a lso 
defines the cos t , because of  the predominance o f  the refinement procedure 
over a l l  other computations in terms of time .  

Two o f  the e leven prob lems summarized i n  Figure 3 exceeded the cap­
acity of our CDC 6400 . By this I mean the fo l lowing . In carrying out 
the non- linear leas t - s quares refinement , one sets up the matrix of  the 
normal equations , which wi l l  be of order N x N i f  there are N variables to 
be refined . Because the matrix is symmetric , only N x (N+l) / 2 ce l l s  are 
needed . On our CDC 6400 we can obtain a maximum of about 140 000 cel l s  
for program and data . This  proves to be a limitat ion at about N • 240 . 
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When we have more than 240 variab les we mu s t  resort to dubious mathematical 
tricks  to carry out the refinement . Thes e tricks cos t  much more than the 
hypothetical so lution of carrying out the normal ca lcu lations on a machine · 
of  s imi lar speed but greater s torage capac i ty .  

Average number of  independent atoms : 1 5  

Average number of  phenyl groups : 5 

Typical number o f  variab les: 200 

Number of variab les exceeded 6400 capaci ty in 
2 cases out of 1 1  

Figure 3 Prob lem Type 

Figure 4 gives an e s t imate of our sources of computing money for 
crystal lographic calcu lations . I have divided the money into "hard" and 
"soft" , and i t  is  necessary to de fine these terms . Hard money comes from 
the out s ide . It is the kind of money that computer center directors and 
univers i ty contro l lers are very fond o f .  Such money comes from the var­
ious funding agencies , from private sources , etc .  Soft money is  a short  
name for interna l regu lation of  computing . The proces s  may work something 
l ike this: In one manner or another a Dean obtains a certain amount o f  
soft money t o  be handed out t o  his  department heads . He puts thi s  i n  his  
bot tom drawer and do les i t  out to  the department heads who in  turn may 
do le i t  out to various potential  user s .  Th i s  p rocess p rovides both reg­
ulat ion and power.  In a typ ical univers i ty ,  contro l of money means power 
and hence the Dean maintains power . But more important , a regu latory system 
i s  bui l t  in.  I f  Professor X goes  through h i s  soft computing money like a 
shot , he must ask his  department head for additional funds . The department 
head may take funds away from o thers in the department or he may go back 
to h i s  Dean for more money . In either case , someone at the appropriate level 
in the univers i ty i s  go ing to ques tion Pro fessor X ' s  proc l ivi ty to spend 
comput ing money . Th i s  i s  as i t  should be , for the Universi ty Computing 
Commi ttee and s imi lar committees are not in the regulatory business . They 
simp ly have no way of  assess ing the value o f  Profes sor X ' s calcu lations . 
Over the years we , at Northwes tern Univers i ty ,  have devi sed various schemes 
for the distribut ion o f  soft money , one in particu lar i s  thi s : If  Professor 
X brings in large amounts of hard money , he is rewarded with s imi lar amount s 
o f  soft money , and the reward i s  on a graduated scale . Th i s  procedure has 
worked very wel l .  It  has enab led us to make realistic requests  to the grant­
ing agencies and has as sured Northwestern that money al located to comput ing 
in such grants i s  indeed spent on computing , for the incentive i s  there to 

20 

Copyr ight  © Nat ional  Academy of  Sciences.  Al l  r ights reserved.

Computat ional  Needs and Resources in Crysta l lography:  Proceedings of  a Symposium, Albuquerque,  New Mexico,  Apr i l  8 ,  1972.
ht tp: / /www.nap.edu/cata log.php?record_id=18587

http://www.nap.edu/catalog.php?record_id=18587


spend it to obtain soft money. If one transfers hard computing money at 
the end of the year to cover debt s in the supp lies account , then one clearly 
does not gain additional computing capacity through soft money. Such book 
transfers were far more common before the incent ive system was devised .  
Figure 4 indicates also roughly the amount o f  hard do llars that North­
western might lose if I switched the bulk of my computations to a CDC 
7600 outs ide. I return to this point later. 

Hard money: 
Soft money: 

$15 000 
$30 000 

Loss to university computing center if 
CDC 7600 is used off campus: $10 000 

Figure 4 Payment for Crystallographic Computat ions 

Figure 5 presents a rough breakdown of the sources of support for 
our computing center. The University puts in the bulk of the money to 
run the center. Sponsored research , covered by grant s ,  provides about 
25%, and about 10% comes from other outside sources, for example , other 
academic institutions using our computer. As a non-profit institut ion 
we cannot, of course , accept computing from profit-making organizations . 
The budget for the computing center is based on staff , maintenance , and 
amortization of the computer. The hourly cost is derived basically by 
dividing the budget figure by the number of hours availab le for comput ing. 

University 65% 
Sponsored research 25% 
Outside sources 10% 

Annual budget: $1M (including 
$200 000 amortization) 

Figure 5 Sources of Support for Northwestern University ' s  CDC 6400 

Figure 6 indicates the major types of operat ions that take place 
on our computer. These various operat ions represent diverse needs of 
diverse individuals , and it is probably impossible to provide for all  of 
them efficiently on a given computer. MOreover , the needs are ever changing: 
computer-aided instruct ion was not even with us five years ago . It is c lear­
ly necessary to consider these operations when project ing computer needs for 
the next decade on a given campus , and such a project ion is difficult . For 
example , the medical , dental, and law applications are in their infancy, 
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but wi th the big push toward providing better medica l and dental care , not 
only wi ll there be vas t ly increased uses of  computers in these fie lds , but 
funding wi l l  be avai lable to obtain giant computers . 

1. Administrative data proces sing 
2 .  Library processing 
3. Batch proces s ing 
4. Number crunching (crystallography) 
5 .  Interactive processing 
6. Interact ive programming and t ime­

sharing 
7 .  Information retrieval and large- scale 

data bases 
8 .  Laboratory processing 
9 .  Medica l , dental ,  and law app l i cat ions 

10 . Computer-aided ins truction 
11. Computer graphi cs 

Figure 6 Major Needs of Northwestern University Users 

Some t ime ago I sat on a Long-Range Computer Needs Commit tee which 
fear les s ly tackled the ques tion of the proj ection of computing needs at 
Northwes tern Univers i ty .  The conc lus ions reached are shown in Figure 7 .  
It i s  not appropriate here to go through our reasoning . The salient point s 
are that we could not jus t i fy a larger machine , and that the number-crunchers 
and some o ther users wi l l  be expected to go e l sewhere for their comput ing 
in the future . Our CDC 6400 i s  current ly used about 140 hours per week , 
and we anticipate that the load i t  can hand le can be extended considerab ly 
by the hardware addit ions indicated in Figure 7 .  The decision that some 
users wi l l  go e l s ewhere for their comput ing is a painfu l  one to a univer­
sity ,  because , genera l ly speaking , those with big computer demands a l so 
bring in hard do llars . Neverthe les s , there s eems to be no choice . 

1. Projected usage does not justify bigger machine 
2 .  Administrative processing should remain separate 
3. Additions to hardware are necessary to handle many 

of the tasks (expanded core storage, expanded discs, 
additional printer and plotter, at a total cost of 
about $500 000) 

4. Number crunchers will have to go elsewhere with 
consequent loss in income to Northwestern University . 

Figure 7 Conclusions of Long-Range Computer Needs Committee 
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What crystal lographers need are fas ter machines with increased high­
speed memory . Figure 8 indicates two of the great advantages of the CDC 
7600 over the CDC 6400 for our purposes . On the CDC 7600 one can carry 
out in 5 to 10 minutes of central processor t ime what one might have been 
able to do on the CDC 6400 in 3 hours .  Not only is  the resultant calcu­
lation much cheaper but it has more chance for success , because the sys-
tem is not given as long a t ime for a pos s ible fai lure . Since furthermore 
the CDC 7 600 has effectively infinite core in its  large core memory , an 
entire new set of crystallographic problems become open to succes s ful at­
tack. In this discussion I have l imited myse lf  to the CDC 7 600 as an 
examp le of an extant , giant computer . I presume s imi lar machines are avai l ­
able from other manufacturers ,  but I am persona l ly unfami l iar with the 
problems o f  using such machines .  

1. "Infinite" core and hence computations can 
be made that are not pos s ib l e  on 6400. 

2 .  The 7 600 is  30 times faster than the 6400 with 
consequent savings in dollars. 

Figure 8 Advantages Of Remot e  Computation (CDC 7 600) 

The fo l lowing remarks , appended s ince the Albuquerque meet ing , re­
late to some of  our experiences with remote computing that have occurred 
s ince then. We have recent ly been performing remote calcu lations on the 
CDC 7 600 at Lawrence Berke ley Laboratory . Transmission to and from the 
7600 i s  done over telephone l ines through the 200 User ' s  Terminal at our 
Computer Center . We have not carried out large data-proces sing calcu la­
t ions , but rather have restricted ourselves during thi s  trial period to 
potential- function calcu lat ions that require only modes t  amounts of data 
transmission, but do require the speed and capacity of  the 7600. Figure 
9 i s  one I showed at Albuquerque . It was my gues s  concerning disadvan-
tages of  remote computing . I am now able to comment on some of these points .  
We have had essentially no compatibi l i ty problems . A 6400 UPDATE tape 
compi led direct ly on the 7600, and the resultant program, produced answers 
that were identical with those obtained on the 6400. We have had some 
difficulties with 7600 contro l-card instructions , mainly because of the 
di fficulty of finding the right source of information at LBL. We have 
also had some difficulty obtaining up-to-date information on system changes ,  
a lthough the mo st important ones are put on a common file which we can ob­
tain dai ly . We have not tried to transmit large data file s , nor do I be­
lieve that this  i s  feasible . I think i t  i s  inevi table in the types of  op­
erations we do that there be sympathetic cooperation at the other end . We 
are going to have to mai l data tapes and answer tapes back and forth ; we 
are going to have to create permanent fi les that don ' t  get wiped out on 
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MOnday mornings , etc . Thus far we have not experienced any difficulty 
wi th tape s torage at LBL. 

1. Mach ine incompatibi lities 
2 .  Remo te and unexpected software 

changes 
3. Di fficulty of transmi tt ing large 

data fi les 
4. Difficulty of  tape and disk s torage 
5 .  Government bureaucracy 

Figure 9 Prob lems in Remote Computation 

On the basis  of thi s  limited test  I am p leased wi th the results  and 
am op t imi s t ic that remo te computing on prob lems too large or too expens ive 
to hand le local ly wi l l  become commonp lace among crys tal lographers .  MOre­
over , as I have tried to indicate , we rea l ly have no choice . It is hoped 
that a symposium such as the present one wi l l  not only make our needs known 
but wi l l  faci litate  the estab l i sh�nt and e fficient use o f  nat ional or re­
gional comput ing fac i l ities . 

DISCUSSION 

Jeffrey : How big i s  Northwestern Univers i ty? That i s  a parameter re lating 
to usage . How many faculty and how many student s?  

Ibers : Northwestern has 6500 undergraduates and approximate ly 2000 grad­
uates on the Evans ton campus . The expectation for growth in either 
of these  is zero . We are a private ins t i tut ion and are not p lanning 
to expand . We have a large graduat e  schoo l on the Chicago campus , 
in Medicine , Dent i stry and Law , and these programs wi ll  expand under 
government pres sure . But on the Evans ton campus , we can est imate com­
put ing need on the bas i s  of a fixed populat ion . 

Jeffrey :  How many faculty? 
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Ibers : There are about 400 facul ty members in the Co l lege of Art s  and 
Sciences ,  representing some 75 per cent o f  the total  facu l ty .  

Caugh lan :  What fract ion o f  your usage i s  adminis trative and what fraction 
is educational , inc luding ins truction and research of graduate s tudents?  

Iber s : The admini strative comput ing i s  done on a separate computer , and 
so does not affect us . The keeping track o f  where books are from the 
library is a l so done on that computer . The 6400 i s  used only for re­
search and instruct ional purposes , and the usage is approximately 35 
per cent undergraduate , 35 per cent graduate ,  and 30 per cent faculty . 
The dist inct ion in the las t  two areas c learly i s  not easy because some 
profes sors assign computer numbers to individua l graduate students ,  
whi le o thers use a b lanket number for themselves and a l l  their graduate 
s tudents . But the instructional uses are about one third . 

Coppens : What is  done with faculty members who have no funds for research , 
do they get t ime? 

Ibers : The faculty members who have no funds get soft money up to a point , 
and as far as I know this  point , with rare excep tions , provides them 
with enough to do what they need to do . A man who has no money from 
the outs ide and wants to become a maj or user of the computer i s  c learly 
des tined for some talks with h i s  dean .  

Dewar : I would like to pursue the point you made that the 6400 in i t s  
present s tate wi l l  meet needs o ther than i n  the one category of  number 
crunching .  You ment ioned ten years as a pos s ibi lity .  I wonder whether 
that is  like ly , because I think the potential  for exp los ion in usage 
is even greater in some of thos e  o ther areas , computer-as s i s ted instruction 
and data-base retrieval , for examp le . You may be talking about demands 
for a thousandfo ld increase in on- line s torage , which i s  conceivab le 
wi th proj ected hardware . What are some o f  the parameters that go into 
that deci s ion? 

�: It is di fficult to feel confident about proj ections of computer 
usage . Neverthe l�ss  the Long-Range Computer Needs Committee at North­
wes tern did talk extensive ly wi th diverse group s of peop le ,  many o f  
whom had grandiose schemes for computing i n  the next decade . Obvious ly 
one of the maj or parameters that went into our thinking was hard money , 
or rather the lack of i t , for extensive computer changes .  Perhap s I 
left the wrong impression in my talk. We did not conc lude that only 
the number crunchers wou ld go o f f  campus to compute ; they were s imp ly 
the mo s t  obvious group at the present time . But should we get heavi ly 
invo lved in computer- aided instruction , then money wi l l  no t be spent 
at the computer center but wi l l  pos s ib ly buy remote terminals  for a 
tie- in with the P lato system at I l lino is .  In any event , I too have 
been around the computer game for many years , and know your worries 
when you imp ly that es timates on computer usage always fal l  short .  
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Nevertheles s  we think our estimates are based on reasonab ly hard 
facts . 

Dewar: There are other areas where going off campus probably looks very 
attractive , for examp le , large scale manipu lations with the census 
fi les . 

Ibers : Another examp le at thi s  t ime i s  that we run our Chemical  Abs tracts 
searches at Argonne Nationa l Laboratory , no t because we want to but ,  
as I unders tand i t ,  because their format i s  difficult to change away 
from IBM. So we pay for the Chemical Abstract s searching at Argonne . 

Wil liams : I have a question related to funding but in an indirect way . 
As you know , the government is  about to buy 10-12 large machines and 
I am wondering about the prob lems of convers ion.  I ' ve heard , being 
an IBM 360 user , that the conversion between the CDC 6000 and 7000 
series invo lves quite a change . I wonder i f  you could comment on the 
conversion problem,  particularly wi th respect to interconvers ion be­
tween IBM and CDC 7000 series machines .  

Ibers : The incompatibi lities between us snd the LBL at Berkeley are no 
more serious than incompatibi lities between one 6000 center and another , 
and thes e  incompatibi l i ties wil l  les s en as  the 7600 at Berke l ey ins t i­
tutes more of the Scope syst em. 

Je ffrey :  At the Univers i ty o f  Pittsburgh we have 
prob lem by putting the computer on overhead . 
about three per cent , but saved real money by 
and bureaucracy of the soft-money operation. 

disposed of  the soft-money 
It raised the overhead by 
reducing the bookkeeping 

Coppens: Does that mean free acces s  for everybody? 

Jeffrey: Yes .  The resources are al located on a departmental bas i s , based 
on what is  considered to be the department ' s justi fiab le use. The prior­
i t ies and departmental use are programmed into the computer . Re sponsi­
b i l i ty for proper use o f  the computing resource 'is then p laced at the 
departmental leve l .  

Sayre: You have indicated that crys ta llographers may often want to turn 
to special off- campus machines  for their large number-crunching compu­
tations . You have pointed out two associated prob lems , that o f data 
transmi ssion and that of adminis trative comp lexity . What about cos t ?  
Do you have a cos t  figure for the 7600 you are trying t o  g e t  on to , 
that can be compared with the $500 per hour you pay on your own campus ?  

Ibers : Yes , and this  i s  part of the prob lem. The rate of the 7600 at LBL 
for contract user s , peop le wi th AEC money , i s  $600 per hour for a machine 
that is 30 time s  fas ter than one for which we pay $500 per hour . The 
reasons for thi s  of course have already been pointed out .  The AEC 
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cons iders only operating cos t s  in arriving at an hourly charge . They do 
not consider amortization or the initial expense of  buying the machine . 
So i t  i s  a very attractive computer . 
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Crystal lographic Computing in a Smal l  Inst itution 
Without Large Inhouse Computers 

He len M. Berman 

Introduction 

In an institution the size of ours , with about four hundred personnel of 
whom perhap s twenty have any use for computer faci lities  at a l l  and only 
four or five need extens ive computing capabi lities , it i s  c lear ly not prac­
tical or desirab l e  either to own or to rent and maintain a large computer 
ins tal lation. Among the op tions that were open to us were to ( 1 )  rent or 
buy a sma l l  computer or (2) rent or buy a remote terminal that can acces s 
the large computers at  computer centers . We chose to rent two types of  re­
mote terminals , a key punch, and a card sorter. I will  describe our facil­
i t ies  and try to eva luate them in terms of  the needs o f  a sma l l  crystal lo­
graphy laboratory . 

A Remo te Batch/ Inte l l igent Termina l :  Univac DCT 2000 

The DCT 2000 operates as a remo te arm of a central computer and a lso has 
some proces s ing capab i l i ty.  Table  1 lists  the specifications of  our pre­
sent sys tem. It  has a l ine printer , card reader , and card punch wh ich 
can function bo th on and o f f  line .  

We have a Be ll  Te lephone Data Set which modulates and demodu la tes 
digital da ta to go over the ana log common carrier . It  operates over a 
pub l i c  dia l - switched network and al lows a maximum transmi s s ion rate of 
2000 bits  per second . The connections between the data set , the termi­
nal ,  and the telephone line s  are e lectrica l .  Th e  data are transmitted 
in eighty- character b locks . When errors are detected in transmi s s ion 
there is automatic retransmi s s ion . We a l so have a modem that transmi t s  
the data over a private four-wire l ine t o  one particular computer . Its 
maximum transmi ss ion rate i s  4800 bits per second . The principal reason 
for the increased rate is that one pair of wires al lows continuous trans­
mi ss ion of data while the other pair i s  used for checking . With pub l ic 
lines we can use only two wires for both proces ses . The private l ine i s  
also considerab ly l e s s  noisy and there are fewer automatic retransmi s sions . 

Requirements for the Central Computer 

The computer must have the hardware to accept  the fas t  transmi s s ion rate 
and the software to decode ASC- II  and the special ly b locked character 
strings . In practice thi s  l imi t s  us to UNIVAC 1 108 faci l i t ies and some 
CDC 6600 faci litie s .  IBM uses the EBCDIC code . 

28 

Copyright © Nat ional Academy of Sciences. Al l  r ights reserved.

Computat ional Needs and Resources in Crystal lography: Proceedings of a Symposium, Albuquerque, New Mexico, Apri l  8,  1972.
http: / /www.nap.edu/catalog.php?record_id=18587

http://www.nap.edu/catalog.php?record_id=18587


TABLE 1 

PRINTER CHARACTERI STICS 

Print ing Speed : Maximum rate of 250 l ines of a lphanumeric charac­
ters per minute ; 60 l ine s per minute wi th vo ice-grade tele­
phone line 

Print ing Po s i tions : 12S 
Paper Speed : 25  l ine s p er second 
Special Feature s :  Transmi t/Receive MOni tor , Offline Li s t ing Form 

Contro l 

READER/PUNCH CHARACTERISTICS 

Cards : Standard SO-co lumn cards 
Reading Speed : Maximum rate  of 2 10 cards per minute , 75 cards per 

minute on voice-grade telephone 
Reading Method : Photoelectric read stat ion 
Punching Speed : Maximum rate of  75 cards per minute for SO-co lumn 

punching 
Punching Method : Two co lumns at a time 
Input Hopper Capac ity : 1200 cards 
Outpu t Stacker Capaci ty :  S50 cards 

CONTROL UNIT CHARACTERISTICS 

Transmi s s ion Method : Block by b lock 
Transmi s s ion MOde : Half  dup lex ;  2 or 4 wire (nons imultaneous ; two­

way transmi s s ion) 
Transmi ss ion Faci l i t ies : Voice-grade telephone to l l  exchange or 

private line 
Transmission Rate : 4800 bit s per second (private line ) ; 2000 bits 

per second (switched telephone network) 
Transmi ss ion Code : ASC- II , XS-3 (DLT compatible)  
Bu ffer Storage : 256-Character capacity - Two 12S-character core 

memory bu ffers 
Trans lation Capabi l i t ie s : Card Code/ Transmi s s ion Code , Ho l leri th/ 

ASC- I I ,  Ho l ler i th /XS-3  (DLT compatib le)  
Specia l Features  - Error det ect ion and retransmi s s ion ,  t e lephone 

alert , select character capab i l ity ,  short b lock capabi lity , 
peripheral  Input/Output channe l ,  unattended operat ion 

29 

Copyright © National Academy of Sciences. All r ights reserved.

Computational Needs and Resources in Crystallography: Proceedings of a Symposium, Albuquerque, New Mexico, Apri l 8, 1972.
http://www.nap.edu/catalog.php?record_id=18587

http://www.nap.edu/catalog.php?record_id=18587


Description of the Actual Operat ion 

At present we have contacts  wi th two commercial data processing centers 
in the Phi ladelphia area and one univers i ty center in New York City . 
We transmi t our data over a voice- grade pub lic te lephone line via the 
card reader . One company gave us a private line to encourage us to ded­
icate all  our computing to them. 

Our intens ity data are co l lec ted on magnetic  tap e  and sent via 
mai l or messenger service to the computer center . As much as po s s ib le ,  
we try to s tore a l l  large data sets and programs on disk fi les or magnetic 
tapes so  that we do not have large input decks for everyday work . We use 
the X-ray 70 system for mo s t  of our standard crys tal lographic calculations 
and use s tand-alone programs for special app l i cations . In practice , we 
do about ten calculations a day via the DCT and divide our work about 
equal ly between the two commercial centers . I f we wi sh , we can submit 
severa l j obs  at once . Almost a l l  output comes over the line printer and 
card punch . Occas iona l ly ,  for very large j obs , we have a messenger de li­
ver the output . Al l our CALCOMP p lots  are de livered . The computers have 
software such that we can submit a j ob ,  terminate , and retrieve the out­
put later in the day . The turn around t ime at the commercial center is  
usually about one hour . If  we wish , we can leave the terminal on l ine 
all  day and al low the output to come back when it  i s  ready . Wh i l e  i t  is  
theoretica l ly pos s ible to  leave the terminal comp le tely unattended we 
almost never do because of printer j ams . 

We run our ful l -matrix least squares at the university center because 
of  the very low rates for central processor time .  However , the transmi s ­
s ion rate i s  extraordinari ly s low due t o  the bad phone connections be­
tween Philade lphia and New York City .  Furthermore , the long-di s tance te le­
phone rates add to our cos ts . 

In Table 2 are lis ted our. cos t s . It is  clear from these numbers 
that the charges for central proces sor time are very variable and at the 
commercial centers very high .  However , the other aspects of  the service 
are good and the telephone connections are sat is factory so that at pres­
ent we are not inclined to use less expensive but more inconvenient ser­
vices . 

TABLE 2 

DCT 2000 terminal (rental and maintenance) 
Telephone service 
UNIVAC 1 108 CPU time , commercial rate 
CDC 6600 CPU t ime , AEC rate 
Magnet ic tape s torage 

30 

$9 17 /month 
$200 /month 
$800/hour 
$200 /hour 
$10/month 
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The Simp le Input/Output Termina l 

We have recent ly exp erimented with the use of  an ordinary input/output 
terminal wi th no thing more than a keyboard and acoustic coup ler . Our 
transmi s s ion speed is 300 bits  per second in ASC- II code via an ordinary 
telephone l ine . The purchase cos t  of such a terminal is about $3000 , or 
$150 per month for rental .  Th e  asynchronous eleven-bit  character trans ­
mi ss ion is  compat ible wi th a large number of computers .  At present we 
access  the CDC 6600 at Brookhaven Nat ional Laboratory with thi s  terminal . 
To test this comput ing arrangement we refined a s tructure by ful l -matrix 
leas t squares .  The data were sent via mail  since we do not have a card 
or tape reader . The least- squares program was modi fied so as to trim the 
output cons iderab ly . We use the FOCUS sys tem which i s  a mu ltip le access 
file  hand ling system. Al l the appropriate input parameters were stored 
on fi les which were edi ted at various s tages of the re finement . The 
edi ting features were also used to output selective ly the results  of the 
refinement . The turn around time varied from 10 minutes to about three 
hours . Wi th the present system at Brookhaven we can only submit one j ob 
at a t ime from a particular terminal ;  we canno t terminate and retrieve 
the ou tput at some later t ime .  When a j ob is  comp lete we can make the 
output files into permanent fi les and print the ful l  content s later . An 
Fo , Fe l i s t ing for about 1200 reflections takes about half  an hour . In 
practice we can run about two big calculations a day wi th one terminal . 
The unre liabi l i ty of the te lephone lines causes us to be disconnected about 
twice in an eight hour period . 

Appraisal of Remote Terminal s  

I n  general we are satisfied with our comput ing sys tem, with some reser­
vations which I sha l l  out line . Certainly in our si tuation it  would be 
impo s s ible to maintain a large computer , and the neares t  large computer 
center is  fi fteen mi les away . Our choice then is between ut i l izing a mini­
computer to its  utmo s t  or us ing a remote terminal system. At the time 
the deci sion was made to change from the IBM 1620 to a more modern system, 
the only smal l computer avai lable to the laboratory that was within the 
budge t was the IBM 1 130 . Programming the 1 130 or a mini-computer to do 
crystal lographic cal culat ions was and s t i l l  is a formidab le task , and the 
laboratory did no t have the personne l or inc l ination to approach the task . 
It seemed more prudent to use computers that were already programmed 
for crystal lographic calculations , which at the time meant having access 
to an IBM, Univac , or CDC computer.  

I out line be low the advantages and disadvantages of  our system. 

Advantages 

1 .  The turn around time i s  quite short and one bypas ses  the usual 
delay incurred in wai ting for an operator to remove output from the line 
printer . 
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2 .  We have tremendous versati lity and can access  a variety of  
large computers . We are no t commi tted to  any one computer , so  that i f  
servi ce deteriorates at  a particu lar center we can eas i ly switch to ano­
ther .  

3. On the I / O  terminal us ing the FOCUS sys tem a t  BNL , one can take 
advantage of the edit ing features to eas i ly change data cards and shorten 
the output . For examp l e , i f  a l l  you want to see is how one atom has re­
fined , you can search for that atom alone and by-pas s the re&t  of the 
output . Debugging of  programs a l so i s  s imp ler . One learns very quick ly 
how no t to be "card" bound . 

Disadvantages 

1. The public  telephone l ines are not reliable and as  a re su l t  
the transmis s ion rates are s lowed . Th e  telephone rates are high for long 
dis tance cal l s . Leased lines are more reliable but they force us to ded­
icate al l computing to one center . 

2 .  The commercial computer centers are no t stab l e  and we must be 
on our guard agains t business  fai lures . 

3. The cos t  for operating t ime i s  high and , s ince we mus t pay for 
our comput ing in real cash , this  cons iderab ly limi t s  any experimental 
comput ing we might contemp late . 

4 . We do no t have a cathode- ray- tube or magnetic- tape reader . 

Our Concept of  an Ideal Computer Sys tem 

For us the ideal sys tem would provide a remo te termina l with disp lay 
capabi lity and enough memory so that we could do smal l  calculations on 
site . The idea l computer center with which we would communicate should 
have the hardware and software to hand le a variety of remo te terminals . 
It should be fas t and have a large core.  The center i t s e l f  should have 
some programming experts to aid us in some of  our comput ing problems , 
and a wel l  documented library of es sent ial  crystal lographic programs 
that can be eas i ly acces sed . Final ly ,  the rates should be low .  If a l l  
these  cri t eria were met b y  the center we should probably b e  able t o  in­
vest in a leased line and thereby by-pas s our problems with the public 
telephone lines . 
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DISCUSSION 

Baur : It wou ld be interes t ing to ge t from you the co s t  per structure , 
�ecause you rea l ly know the amount . 

Berman : When I saw the graph I was surpri s ed ,  because our cost  comes out 
much higher . Our computing budget is  about $35 000 a year in real 
money. It ' s hard to say how many s tructures we ' ve so lved per year 
because we got our diffractometer only last year . Our tota l  cost  
of computing is  high and I think i t  could be lower i f  we  didn ' t  have 
to deal with a commercial company . 

Baur : There are several universities in the Phi lade lphia area . Can ' t 
you deal wi th them through your remo te terminal?  

Berman : No . The Univer sity of Pennsylvania has a 360 which peop le on 
s ite seem to have troub le using .  We can ' t communicate with the 360 
at  all . Real ly our way is the only way we can do i t .  

Coppens : I think we should be carefu l  about talking too much about the 
cost  per structure because your s tructures may be larger . 

Berman : Yes . One s tructure may take much longer to so lve and therefore 
we may have fewer s truc tures . Also we are dealing with very rigid 
sys t ems . The commercial centers have two priorities . We do overnight 
computing but i t  real ly doe sn ' t save us much . 

Dewar : In my experience these t errible troubles about telephone lines 
are confined to the eas t coas t in general , or non- Bel l  Telephone 
areas . Certainly we have had no prob lems whatsoever in the mid-we s t , 
which I think is  worth ment ioning for those  who don ' t have the ex­
perience . Second ly ,  the DCT 2000 is  rather a curious choice given 
your aims . What were the parameters of that decision? There are at 
least a dozen devices on the market that are ful ly programable and 
can communicate with any computer in s ight . 

Berman : No t at  the t ime we made the decis ion , which was in 1967 . I 
agree that there are many good terminals  now - better than the DCT . 

Dewar : It ' s much eas ier to make your end flexible than it  i s  to march 
around the country trying to make an arbi trary number o f  computers 
flexibl e .  

Berman : Yes , but to get i t  taken out and insta l l  something now wou ld be 
quite  di fficult . I agree with you . 

Hami lton : Your computing cos t s  are about $ 10 000 p er man year and my 
averages seem to be about $5000 . 

33 

Copyright © National Academy of Sciences. All rights reserved.

Computational Needs and Resources in Crystallography: Proceedings of a Symposium, Albuquerque, New Mexico, April 8, 1972.
http://www.nap.edu/catalog.php?record_id=18587

http://www.nap.edu/catalog.php?record_id=18587


Berman : Ye s ,  as I said , I think our computing cos t s  are too high and I 
would like to see something done to lower them, mainly lower CPU 
rate . 

Iber s : Personal ly I want to run � programs at someone e l se ' s ins titution.  
If  I must  run their programs , then easy access  to modi fi cation of those 
programs i s  essential .  Let me hasten to add that even our own programs 
must be modified on occas ions for a particu lar problem. 

Coppens : I understand you can do modifications o f  programs . 

Berman : Yes ,  I t ' s done a l l  the time but i t  turns out that for routine 
structure ana lys i s  we tend to use X-ray 70 and are happy wi th it . 
Yes ,  we can do any kind of computing we want . 

Young: There may be another side to the point that Ibers raises , which 
i s , in most o f  the computing we do we would be happy to use h i s  pro­
gram wherever it i s .  

Okaya : Since you have an automat ic diffractometer , that means you have 
a smal l  computer in your laboratory. 

Berman : Yes .  

Okaya : Is it  possible for you to use thi s  in a kind of time- shared mode? 

Berman : No . 

Okaya : It must be much cheaper in the long run than spend ing so much 
money . Cou ld you perhap s do al l the refinement on that sma l l  computer? 

Berman : We have so few peop le in the laboratory that if one person devo ted 
all  his time doing the programming for that , there would be so much 
less that we could do o f  other types of work . 

Okaya : Perhap s Syntex could make that po s s ible for you . 

Berman :  Yes ,  that ' s  what I ' m hoping . 

Caughlan : About ten years ago , we used a remo te terminal to connect with 
the UCLA 7 094. We had a lot o f  trouble with telephone lines there 
too , and thi s  was card input-output .  It was very di fficu lt , and thi s  
indicates something about dis tance transmi s s ion . 

Zalkin : I have a question regarding cost .  The NYU computer cos t s  $200 
per hour and the other commercial ones are much higher . I don ' t quite 
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understand why you just don ' t  use that one a l l  the time .  

Berman : Because i t ' s  very frus trating trying to get through the tele­
phone l ines . 

Zalkin : To New York? 

Berman : To New York . It wou ld be great to do a l l  our computing at Brook­
haven or at NYU. 

Zalkin : Are most of the commercial outfits  c lose by? 

Berman : They ' re in the Phi lade lphia area . 

Berns tein : I ' d  l ike to comment on the telephone lines . We ' ve also had 
quite a few problems . We investigated the situation . I spoke to 
the peop le who des ign some of these l ines . It  seems the ones you 
are using are voice- transmi s s ion l ines and were no t  designed for 
data transmi s s ion . Also , there has been a s trike against New York 
Te lephone , and we are as sured that things are go ing to improve . 
Even though they are voice-grade l ines they should transmi t data . 
The company has been working on ways of improving it . 

Ibers : I have heard that the FCC i s  considering the prob lem of broad­
band microwave transmi s s ion . If such a means of transmi ss ion i s  
al lowed , then i t  should materia l ly improve the po s s ibi lit ies of  
hand ling large data se t s .  Does anyone have any knowledge o f  the 
s i tuat ion wi th respect to microwave transmi s sion? 

Suddath : Our 370 i s  tied with Harvard by microwave and my unders tanding 
i s  that it ' s  working out quite  we l l , very high transmi s s ion rates . 

Berman : Jus t us ing the l eased te lephone line makes a l l  the dif ference 
in the world . 

MUrphy : We ' re on the ARPA net .  It ' s  a fi fty-ki lob i t  line and extremely 
re l iab l e .  I f  more networks like thi s  could b e  developed s o  that 
smal ler inst itutions might ge t on , it might rea l ly re lieve the pro­
blem. 

Wo l ten : A l i t t le over 12 years ago I worked for North American Aviat ion . 
They had computers at  several o f  the various ins tal lations spread 
out over the Los Angeles area . They were a l l  l inked by microwave . 
Any program could go to any computer that was avai lab le at  the t ime 
and the answer would come back the same way . 

Dewar : In case peop le do have troub le  with transmi s sion ,  there exi s t  
modems that wi l l  so lve these prob lems comp lete ly i f  you can afford 

35 

Copyright © National Academy of Sciences. All rights reserved.

Computational Needs and Resources in Crystallography: Proceedings of a Symposium, Albuquerque, New Mexico, April 8, 1972.
http://www.nap.edu/catalog.php?record_id=18587

http://www.nap.edu/catalog.php?record_id=18587


to ins tall  two o f  them, one at each end , error- correcting modems . 
There are several of the se on the market and I ' m sure they wou ld 
e l iminate mos t  o f  your prob lems . 

Berman : I f  we had done that , i t  would have dedicated us to one computer 
center , and we haven ' t ye t found the computer center we are wi l l ing 
to make that dedication to . 

Meyer : There are severa l commercial firms that p lan within the next 
few years to b lanket the country with data transmis s ion ne tworks . 
DATRAN for one . 
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Comput ing Needs o f  Protein Crys tal lographers 

Kei th D. Watenpaugh 

The growth o f  crys tallography has been c losely linked to the growth o f  
computer s cience and techno logy i n  genera l .  As comput ers became fast er 
and more soph i s t i cated , the rate o f  growth o f  crystal- structure determina­
t ions and their degree o f  re finement and accuracy increased . In no 
fie ld of crystal lography is this more evident than in protein crys tal lo­
graphy . Pro tein molecules are at leas t an order of magnitude larger than 
those studied in normal crystal lography , and along with thi s  large size  
comes very real prob lems and experimenta l  limi tat ions as sociated with 
the co l l ection and treatment o f  data.  In  fact , many analogies may be 
drawn between the state of the art of protein crystal lography now and 
that o f  ordinary crys tal lography 1 5  to 20 years ago when smal ler and 
s lower computers were just coming into use . 

Computers are importan t  not only in the pro ces sing o f  crys tallo­
graphic  data but also in the co llecting o f  the dat a .  The mass of data 
neces sary to so lve protein structure s even in moderate detai l , as we l l  
as protein ' s  a lmost universal instability (especia l ly under X- ray bom­
bardment ) ,  requ ires automated high- speed data co l lect ing and proces s ing .  
Present ly , either computer-contro l l ed diffractometer& or computer- contro l led 
fi lm- scanning densitometer &  are used for thi s  purpose . Th i s  aspect of 
crys tal lography is discussed later in thi s  sympos ium, and I mention it  
here only because i t  i s  an indi spensab le part o f  pro tein crystal lography . 
Also , new, extreme ly high- speed data-acquisition sys tems are now being 
deve loped (Xuong and Vernon , 197 2 ) . 

Computer app lication to so lving protein structures through phasing 
by mu l t ip le i somorphous-rep lacement techniques (Blow and Crick , 1959)  has 
become qui te  routine . Also , improving heavy-atom parameters by alternating 
cycles of leas t - squares refinement with cyc les o f  phasing by mu l t iple  
isomorphous rep lacement has become standard (Dickerson e t  a l . , 1968) . 
However , thi s  method o f  determining phases cannot usua l ly be extended be-• 
yond 2 . 0  A reso lut ion (reso lution i s  usua l ly defined as  the minimum in-
terp lanar spacing to whi ch data were co l lected) . A Fourier synthesis  
( e lectron-dens i ty map ) calculated using these phases and fi tted by some 
mode l giving approximate atomi c  pos i tions usual ly i s  the fina l  s tep in 
the s tructure determinat ion . Th i s  i s  so for a number of reasons , inc lu­
ding the difficu l ty of obtaining good higher-reso lution data and the limi­
tations o f  pre s ent-day computers . 

Further computer app licat ions at thi s  point may inc lude fi tt ing 
a mode l to the e lectron-dens i ty map wh ile maintaining some cons traint s 

37  

C o p y r i g h t  ©  N a t i o n a l  A c a d e m y  o f  S c i e n c e s .  A l l  r i g h t s  r e s e r v e d .

C o m p u t a t i o n a l  N e e d s  a n d  R e s o u r c e s  i n  C r y s t a l l o g r a p h y :  P r o c e e d i n g s  o f  a  S y m p o s i u m ,  A l b u q u e r q u e ,  N e w  M e x i c o ,  A p r i l  8 ,  1 9 7 2 .
h t t p : / / w w w . n a p . e d u / c a t a l o g . p h p ? r e c o r d _ i d = 1 8 5 8 7

http://www.nap.edu/catalog.php?record_id=18587


on the mode l (Diamond , 197 1) . This  a l lows approximate atomic po sit ions 
to be calculated , but their accuracy is quite uncertain . Important use 
o f  computers has also been made in s tudying the protein conformations 
with computer-contro l led di sp lay sys tems (Barry and North , 1972 ) . Tol lin 
and Ro ssman ( 19 66) have described various rotat ion- function programs . 
Programs o f  this type may be used to fit known protein mode ls to the 
crys ta l lographic data of s imi lar unknown proteins in order to so lve re la­
ted protein s tructures without us ing i somorphous-rep lacement techniques .  
However , the mo s t  demanding use o f  computers in the near future i s  going 
to be in the refinement o f  pro tein s tructures to produce much more accu­
rate mode l s . 

Since the phased data in even a "high resolution" pro tein s tructure 
do not approach the precis ion required to reso lve individua l atomic posi­
tions , the current protein mode ls  are poor by regular crystal lographi c  
s tandards .  The need t o  improve these models  i s  indi sputab le . As more 
and more s tructures are being determined to 3 . 0  1, 2 . 5 1 or 2 . 0  1 reso­
lution , it is becoming painfu l ly obvious that the mode l s  s imp ly are not 
accurate enough to exp lain the unusual and unique phys ical and chemical 
properties of many proteins . Practica l ly nothing can be said about bond 
lengths or angles in proteins , and even atomic positions have uncertain­
t ies of the order of a hal f  an Angs trom or more . 

Fo l lowing are just a few of  the questions that may be answered if  
more accurate protein s truc tures are obtained , wi th computer re finement 
o f  protein structures p laying a primary ro le : 

1 .  Val lee and Wi l liams ( 19 68)  have proposed an entatic s tate or 
region of abnormal conditions in the proteins as giving rise to internal 
actiration by geometric and/or j lectroni c strain . Stretching a bond by 
0 . 2 A or twi s ting it  through 20 can produce very large changes in ener­
gies , yet be entire ly mis sed by present protein X-ray crys tal lographic 
analys is . 

2 .  High orientation dependence has also been proposed as contri­
but ing to the unusual catalytic properties of  enzymatic proteins . Strom 
and Kosh land ( 1970) have sugges ted that large rate increases  may be rea­
lized by proper orientat ion of reacting mo lecules , and that enzymatic 
reativity may be due to thi s "orbital s teering" abi lity .  They propose 
th!t changes in angles of as l i t t le as 1d may produce rate changes of 
10 , again outside the range of present protein crystal lographic accuracy . 

3 .  Nonp lanari ty o f  peptide groups as wel l  as the c lose proximity 
of atoms appear to be imp licated in the activi ty of lysozyme ( Barry and 
Nor th , 197 2 ) . An accurate s tructure i s  required to assess  the degree o f  
nonp lanari ty o f  i t s  pep t ides . 

4.  Chromatium high-potential protein (HIPIP) and bacterial ferre-
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• 
doxins have similar iron- su lfur c lusters in 2 . 2  A reso lution e lectron-
densi ty map s ,  yet their phys ical properties are very d i fferent ( carter 
et a l . , 1972 ; Adman et a l . , 1972) . Ferredoxin has an oxidation-reduc­
tion-potent ial of approximat e ly -400 mV whereas that of HIPIP is +350 
mV. An accurate descrip tion of the c luster and i t s  environment i s  need­
ed to exp lain the difference . 

Refinement o f  Protein Structures 

Procedures for re fining protein structures fal l  into two c lasses . In 
the firs t  are those that attemp t  to produce the best fit of the mode l  
t o  the e lectron-dens i ty map generated b y  determining phases through 
multip le isomorphous- rep lacement methods .  The second inc ludes proce­
dures that improve the phases and/or extend the phases to higher-res­
o lut ion structure factors to produce a more accurate mode l  than can 
be derived from the experimenta l ly determined phases . 

R .  Diamond ( 197 1 )  has written a soph i s t icated computer program 
that op timizes the fi tting of  a model to an e lectron-dens ity map whi le 
maintaining some constraints on the mode l .  Bond lengths are kep t con­
s tant whi le  over lapping densi t ies of neighboring atoms are accounted 
for . Some interbond ang les may either be cons trained or a l lowed to 
vary . Th i s  procedure appear s to lead to an improvement o f  the mode l  
wi th respect t o  experimental data t o  3 . 0  A or 2 . 0  A resolution if  the 
e lectron-density map i s  reasonab ly good . However , i t  must be noted 
that refinement o f  a mode l  by electron-densi ty maps has several di s­
advantage s when errors exi s t  in the data or when atoms are not reso lved . 
Computer requirements for thi s  type of  refinement are not particular ly 
large , but the mode l produced wou ld be considered only a reasonab le 
s tarting mode l for refinement according to regular crystal lographic 
standards .  

A second procedure , which invo lves refining phases and extending 
them to higher resolution , i s  the so- cal led "direct methods . "  Use o f  
direct methods i s  discus sed b y  D .  Sayre i n  thi s  sympos ium. App lication 
of  direct methods to protein crystal lography has not proved very success­
ful yet , but some promis ing results  have been obtained . However , compu­
ting t imes can be enormous .  

In the course o f  the refinement o f  smal l  s t ructures , i t  was found 
that 6F syntheses (dif ference maps )  provided advantages over Fourier 
syntheses in the refinement of structures when atomic posit ions were not 
reso lved , as is the case when working wi th two-dimens ional data or when 
there are series- termination errors due to lack o f  higher-order data.  
Shifts  in atomic pos i tions are proport ional to the s lope at the assumed 
atomic pos i tions and can be determined more eas i ly and reliab ly . Appar­
ent thermal mot ion i s  also more eas i ly determined . MOreover , gros s  errors 
in the mode l , such as misp laced or mi s s ing atoms , can be detected . A 
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reasonab le analogy may be drawn between refinement o f  smal l  struc ture s  
with two-dimensional data and refinement o f  proteins with three-dimen­
s ional data when atomic pos i t ions are no t quit e  reso lved . It  i s  ques­
t ionab le , however , whether unrestricted use of AF refinement i s  justi­
fiab le without data near atomic reso lu tion. Computer t ime s  required for 
4F re finement s in general are not large . 

With the advent of large high - speed computers , the mo s t  powerfu l  
me thod o f  refining smal l  s t ructures was b y  means of ful l-matrix leas t­
squares .  Even on smal l structures ,  least-squares can tax the larges t 
and fastest  computers .  True full-matrix least-squares refinement on a 
prot ein s tructure cannot be reasonably accomp l i shed on today ' s  computers . 
Reducing the magnitude o f  the task by neglecting o ff-diagonal terms , as 
is some times done on sma l l  structure s ,  proves disastrous wi th proteins ,  
s ince at low reso lution the correlation between neighboring a toms is  
high and cannot be ignored . Further prob lems may ari s e  because the 
number of s t ructure factors doe s  not great ly exceed the number of para­
meters to be refined and because an appreciab le fract ion of the crystal 
may be composed of  so lvent . 

The numerous di fficulties  and limi tations associated with the refine­
ment methods have prevented peop le from refining protein structures in 
spi t e  of the great need to do so . However , it is  important to know whe­
ther it is po s s ible to refine proteins and to what extent the mode l  may 
be improved . 

Refinement o f  a Prot ein Structure 

A brief  summary of the refinement of rubredoxin provides a convenient 
way of describing the magni tude , meri t s , and limitations of various re­
finement procedures (Watenpaugh !! al . , 1971) . 

An accurate descrip tion o f  the iron- su lfur comp lex as we ll as the 
chain conformation is  es sent ial in understanding the unusual phys ical 
properties of this  protein . Also , i t  is a good structure on which to 
test  protein refinement because of  i t s  relative ly smal l  siz� and becau se 
signi ficant ly observable data exi s t  to a resolution o f  1. 5 A (approximate­
ly atomic reso lut ion) . 

, Atomic pos i t ions with which to begin the refinement were p i cked off  a 
2 . 0  A electron-dens i ty map phased by mu l t ip le i somorphous rep lacement . 
Structure factors based on these parameters had an R- index of 0 . 37 .  The 
R- index , defined by 
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i s  used to measure the discrepancy between the observed and ca lculated 
structure factors . MOde ls o f  smal l  s t ructures with R- index in the vicin­
i ty of 0 . 4  can usual ly be refined . 

It  i s  convenient to quote computer t ime and cos t s  of  the CDC 6400 
computer at the Univers i ty of Washington to compare the magnitudes o f  
the various s tep s i n  the refinement o f  rubredoxin . Th e  present charges 
on thi s  computer are approximately $5 . 00 per minute for the central pro­
cessing and a variab le amount for input -output and periphera l p rocessing . 
The X-ray 7 0  crys tal lographic computing system supp lied by Dr .  Stewart 
was used for a l l  maj or computing ( Stewart , 1967 ) . The s tructure factor 
calcu lation (Fe calculation) over the approximately 500 atoms in the 
asymme tric uni t  or 1500 atoms in the ce l l  on more than 5000 observed 
reflec tions requires approximately 65 minutes o f  central processor time 
and cost s  $350 . A A F  synthes i s  fo l lowing the F calcu lation , wi th 2 
grid points per �ngstr�m,  takes 40 minutes and go s t s  $250 . 

Initial refinement was with AF syntheses for several reasons . The 
map s provide a cons tant check on whether sensib le correct ions are being 
app lied , a l low modifications in assignment o f  pep t ide residues s ince the 
sequence was no t known , and keep comput ing t ime and co sts  within reason­
able limi t s . 

Calculations of  the shi fts in atomic pos i t ions from the A F  syntheses 
were done by hand . Approximate ly 30 man hours were required at thi s  task 
of calculating shi ft s  on about 500 atoms per cyc l e .  The 6 F  refinements 
were sufficient ly we l l  behaved to improve the s tructure significant ly and 
al low identi fi cation of addit ional residues the assignment s  o f  which had 
been questionab le at the outset .  Four cyc les o f A F  refinement decreased 
the R- index from an ini t ial value o f  0 . 37 to 0 . 22 .  

Since the AF refinements were fairly we l l -behaved i t  seemed feasible 
to attemp t  least- squares refinement . I t  i s  impo s s ib le to take fu l l  advan­
tage o f  the superior characteri stics  o f  ful l-matrix leas t-squares refine­
ment because of the magnitude of the problem. Even this  smal l  protein , 
with approximate ly 600 atoms inc luding water molecu les in more or les s 
di screte locations , invo lve s 2400 parameter s  to vary (x , y , z  and i sotrop i c  
therma l parameter) . Even to s tore the unique part  of the symme tric matrix 
would require 3 mi l lion words of s torage . The computer time to bui ld such 
a matrix in the course of  a refinement i s  not feas ible on current ly avai l­
ab le computers . The CDC 6400 computer at  the Univers i ty of  Wash ington 
with a core s ize of 64000 words is capab le of refining 240 parameter s .  
Therefore the matrix was par t i tioned into b locks o f  about 240 parameters 
associated with neighboring atoms and requiring 10 pas ses through the co� 
puter to comp lete one ful l  cyc le of refinement . One cycle o f  refinement 
requires approximate ly 17 hours o f  central proces sor t ime and cos t s  about 
$5400 to $6000 as compared with about $600 and a week o f  hard work for 
AF refinement . Bond lengths and ang les were calculated after each leas t -

4 1  

C o p y r i g h t  ©  N a t i o n a l  A c a d e m y  o f  S c i e n c e s .  A l l  r i g h t s  r e s e r v e d .

C o m p u t a t i o n a l  N e e d s  a n d  R e s o u r c e s  i n  C r y s t a l l o g r a p h y :  P r o c e e d i n g s  o f  a  S y m p o s i u m ,  A l b u q u e r q u e ,  N e w  M e x i c o ,  A p r i l  8 ,  1 9 7 2 .
h t t p : / / w w w . n a p . e d u / c a t a l o g . p h p ? r e c o r d _ i d = 1 8 5 8 7
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squares cycle , as were � F  syntheses at various stages to check the be­
havior of  the refinement . The leas t - s quares refinement behaved sur­
prisingly we l l , wi th no general tendency for atom positions to osci l late 
or diverge , in spite  of the lack of  comp lete atomic reso lution and the 
no t high ly overdetermined constraints on the parameters . After four 
cyc les of lea s t - squares refinement , the R- index i s  0 . 126 , but some re­
gions of the mo lecule are s t i l l  poorly defined because of  either high 
therma l mo t ion or disorder . 

It  i s  now evident from the re finement that there i s  very s igni ficant 
distort ion in the tetrahedral configuration of the iron- sulfur comp lex .  
Three iron- sul fur .bond levgths rna� b e  no t s igni ficant ly different from 
each o ther (2 . 34 A ,  2 . 32 A ,  2 . 24 A wi th s tandard deviat ions of 0 . 03 A) 
and agree wel l  wi th those observed in sma l l  crys tal s tructures , whi le the • 
fourth i s  short ( 2 . 05 A) suggest ing an entat ic nature for this pro tein . 
The more accurate iron- sulfur cluster as we l l  as the more accurate descr ip­
t ion of the surrounding po lypep t ide should al low for more quanti tative 
theoretical  calculations to be per formed to exp lain both electron- transport 
mechani sms and the energetics of  protein fo lding. 

Perhap s the mo s t  important outcome of this success fu l  refinement 
of rubredoxin has been to s timulate refinement o f  other pro teins in which 
better accuracy is  required to exp lain their mechani sms . �F re finement s  
are current ly under way on both bacterial ferredoxin and high-potential 
iron pro tein at 2 . 0  1 reso lution in hopes of exp laining their very dif­
ferent physical properties . Sub t i l i s in and pancreatic trypsin inhibitor 
are being refined to better understand behavior of pro teases . Re finement 
is  beginning on the triclinic form of  egg-white lysozyme , which holds pro­
mi se of  being capab le of  refinement beyond any o ther protein current ly 
under study . 

Suddenly , refinement o f  protein structures i s  no longer in the fu­
ture but in the present . The limiting factor i s  not whether proteins can 
be refined but the computational aspect s  o f  refinement . New computer pro­
grams designed for the refinement of pro tein structures ,  not sma l l  cry­
s ta l lographi c  s tructures , must  be forthcoming . For examp le , � F  refine­
ment techniques , which disappeared from use on smal l  s t ructures wi th the 
advent of high-speed computers , must be reexamined keeping in mind current 
computer techno logy and speed . New methods of least-squares refinement 
are required that take into account the over lap of electron densities of 
neighboring atoms and a l low more near ly diagonalized matri ces , so as to 
increase speed and efficiency o f  refinement . However , in final analysis , 
the dynamic growth of  protein crystal lography i s  dependent on the increas­
ing avai lab i l i ty of larger and higher- speed computer s .  
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DISCUSSION 

Freer : I wish to comment on the refinement o f  HIPIP , the high poten­
t ial iron pro tein from Chromat ium D. We were so encouraged by the 
progress  of the Seat t l e  group that last December we wrote a numer­
ical differential- synthe s i s  program which we hoped would 
mate protein refinement . This procedure has worked amaz ingly we l l . 
A comp lete refinement cyc le cons i s t s  of an F , a A F  map and then 
automat ic ca lcu lat ion of s lopes and paramete� shi fts . For HIPIP ,  
where we ' re talking about 800 atoms , the F runs 7 minutes , the 

c 
Fourier 4 minutes , and the differential synthesis about 30 seconds . 
For a total cost o f  approximately $600 ( for about 3 hours of  CDC 
3600 time) , we reduced the R factor for HIPIP from 34 to 16%. 

Coppens : That ' s even lower than doing i t  by hand , but much fas ter . 

Freer : Yes .  Al l I want to emphas ize i s  that s ince this  program has 
come into being such refinement i s  becoming practica l .  

Watenpaugh : In starting out , for examp le , we ' ve used the X-ray sys tem 
de signed for peop le who are so lving lo ts of different structures 
and lots  o f  different space groups , but when we come to protein struc­
tures we ' re going to spend a s i gnificant amount of t ime on refine­
ment so that i t  wi l l  be very important that we opt imize the system 
for a parti cular space group and a part icu lar protein. 

Stewar t :  Peop le tend to refer to thi s  X-ray system as being mine . The 
authorship extends over a great many peop le . In fact , Steve Freer 
who just spoke is himself  one of the origina l  authors . And it  was 
no t our intent that the least- squares nor thi s  Fourier program be 
used for protein- structure analys i s .  It was written with the idea 
o f  space-group flexib i l ity and convenience , and therefore you ' re 
paying for thi s  in overhead in a rea l way . I f  i t ' s used for these 
large s truc tures i t  does cost  more , and I think Steve ' s remarks are 
especial ly important . In the o ld days we real ly pushed for efficiency 
rather than convenience . There could be many short cuts  made . I ' m 
sorry to say also that I comp letely ob literated about two years ago 
our different ial synthe s i s , destroyed a l l  ves tiges of i t s  exi s tence , 
and threw i t  away , believing it  had been an exerci se  in fut i l ity.  So 
that has saddened me a litt le bit . 

Dewar : Bearing in mind the who le purpose of th is sympos ium, particular ly 
in terms of looking forward to what could be done with large com­
puting faci lit ies , one conc lusion I seem to hear i s  that one rea l ly 
i sn ' t that far away . The cos t s  you quo ted are high , but entire ly 
reasonable for the s i ze of structure that ' s being tackled .  Does it  
seem fair to conc lude that even in connection with protein struct­
ures , we ' re talking not about some miraculous new hardware two orders 
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o f  magnitude fas ter , but about very large exi s ting computers ,  per­
haps 1 600 ' s ,  at the top of the scale? Thi s would be a significant 
conc lus ion from the point of view of bui lding a gigantic computer 
for crystal lographers . 

Coppens : We have heard di s cussion o f  the uni t cos t  per man year in 
comput ing t ime ;  would it be higher for this  kind of work? 

Watenpaugh : We l l , just  in the refinement I ' ve spent over $30 000 in 
one year . The amount required for the so lut ion of pro tein s tructures 
has been smal l , and this  i s  about where protein peop le have stopped . 
However , as more pro teins are going to be refined , you ' re going to 
see an astronomical increase in the amount of comput ing t ime on the 
part of protein crystal lographers . 

Johnson : How much money goes into computer graphics on any protein s truct­
ure? 

Watenpaugh : We don ' t  do any , but there are some groups that do , and I 
imagine quite a bit  o f  time is  spent in some laboratories . 

Freer : We actual ly have been spending as much on computer graphics as 
on refinement . 

Schomaker : Kei th , is i t  true though that you are subs tant ial ly inhibited 
in your progres s  by lack o f  money? 

Watenpaugh : Yes . 

Schomaker : You could have spent $ 100 000 or $200 000 , or at leas t at that 
rate? 

Watenpaugh : We l l , we ' re not even at convergence yet . It ' s  just  that we 
actua l ly have a good s tart , and we sti l l  have fairly low-reso lut ion 
data . We want to co l lect data to high reso lution . 

Sayre : I think i t  should also be no ted that rubredoxin i s  a smal l  pro­
tein and that the cos t  of  ! least - squares refinement rises approxi­
mate ly at a rate between n and n3 where n is  the number of atoms . 

Coppens : So perhaps there i s  a need for larger computers .  

Sayre : Yes .  That ' s  the po int . 

Koet z le : There must be some reso lution limit beyond which 
refinement that you ' re talking about i s  not possible . 
lution would you say the data on the protein ought to 
can ini tiate this process?  

45 
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• 
Watenpaugh : On the Chromatium HIPIP , they ' re working with 2 A data 

but I think thi s  is  the bare minimum of  the reso lut ion at which 
we can work . I t ' s becoming increasing ly obvious that the pos i tions of  
the atoms are fair ly wel l  behaved in  proteins , much as they are in  smal l  
s truc tures , and therefore , wi th high- speed data-co l lection techniques 
to co l lect the data before our cry s tals go to pot ,  we should be ab le 
to take lo t s  of pro teins to atomic reso lution in the future . 

Je ffrey :  I have an idea that di fferent ial  syntheses are like b lock­
diagonal refinement in their convergence . So you may not gain as 
much by different ial synthesis  because the refinement would be less 
rapid than ful l-matrix . 

Freer : The fact is  that I can do the differential synthes i s  on a CDC 
3 600 with 3 2  000-word core , and that ' s what I have now. We ' re 
going to try to get on the 7 600 at LBL. Being members o f  the Uni­
ver s i ty o f  Ca l i fornia , perhap s we might have a bet ter chance . 

Jeffrey : I seem to remember a paper where someone re lat ed different ial 
synthes i s  to a diagona l matrix refinement . 

Freer : Yes .  I think i t ' s equivalent to leas t - squares weighted by the 
reciprocal of the atomic scat tering factors .  

Coppens : This  was di scussed in a paper by Cruickshank (Acta Crys t .  1, 
5 1 1 , 1952 ) . 

Seeman : can you give the accuracy of  your s tart ing mode l? What ' s been 
your actual shift from the mode l to your current coordinates? 

Watenpaugh : We ' ve had shifts  o f  over half  an lngstromh but the average 
shi ft s  were probab ly about two - t enths of an lngs trom or so per cycle 
in the ini t ial s tages of refinement . 

J .  D .  H. Donnay: I shou ld like to address  my comments to the funding 
agencies . About twenty years ago , at the Paris  International Con­
gress  of Crystal lography , the late Pro fes sor Mauguin referred to 
"tho se crys tal lographers who had the courage and the audaci ty to 
tackle the pro tein structures . "  That was in 1954.  What was almo s t  
foo lhardy a t  that time is  sti l l  a j ob that requires cons iderab le 
bo ldness  and courage today .  It seems to me that funding agencies 
should know that we as a pro fess ion ( 1) have high respect for the 
peop le who work on protein prob lems and ( 2 )  feel that , if a nation 
is lucky enough to have research peop le wi l l ing and ab le to so lve 
such prob lems , i t  should make sure that they receive fu l l  support 
from their government . 
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What New Developments Are in the Wind? 

Session Chairman : Wil liam R. Busing 

47 

Copyright © National Academy of Sciences. All rights reserved.

Computational Needs and Resources in Crystallography: Proceedings of a Symposium, Albuquerque, New Mexico, April 8, 1972.
http://www.nap.edu/catalog.php?record_id=18587

http://www.nap.edu/catalog.php?record_id=18587


New Computat ional Techniques , Particular ly For Refinement ( 1 )  

Carro ll  K .  Johnson 

The two principal numerica l  techniques used to refine crystal structures (2)  
are the  Fourier trans form method and the method o f  linearized least- squares .  
The fo l lowing remarks wi l l  be restricted to the leas t- squares approach ; 
however , signi ficant deve lopments are a lso occurring in the Fourier fiel d ,  
the Fast  Fouri er Trans form algorithm being used to decrease comput ing t ime 
substant ial ly .  

An important prel iminary for any crystal  structure refinement is  
the se lection o f  an  appropriate mathematical mode l for the s tructure under 
s tudy . The selection is usual ly influenced by the fo l lowing three consi ­
derat ions . 

1 .  What is  the relative importance to the invest igator of  the di f­
ferent types of informat ion that can be obtained from a s t ructure refine­
ment ? 

2 .  Are there any unusual prob lems involved , such as major disorder 
in the s truc ture or poor qual i ty diffract ion data? 

3. Are the avai lable computer hardware , program software , and 
comput ing budget adequate to hand le the proposed refinement? 

Idea l ly ,  cons iderat ion number 1 is  of greatest importance , and the 
refinement mode l should be based on the particular type of chemical or 
physical informat ion that the inve s tigator wants to gain from the s tructure 
refinement . There seem to be two different areas of  int erest  to crys tal­
lographers doing crystal s tructure analys is . The firs t  area concerns the 
geometrical properties of the idealized configuration of point atoms ( i . e . , 
metrical propert ies such as dis tances and angles ) , and the second area 
concerns the elucidat ion of atomic dens i ty funct ion proper ties such as 
electron dens ity.  

There are two different school s  of  thought concerning what i s  the 
bes t method to use in refining a crystal s tructure . These two schoo l s  may 
be termed the free-model s choo l  and the cons trained-mode l s choo l .  

The free-model schoo l reasons that we should refine a structure in 
the least res trictive way possible , with independent parameters for each 
atom so that the final results  are unbiased by preconceived chemical con­
cep t s  incorporated into the mode l .  Th e  mo s t  commonly used model , with 3 
pos i tional parameters and 6 anisotrop ic  temperature factor parame ters for 
each atom, is an examp le o f  an uncons trained mode l .  

Th e  cons trained-model schoo l argues that we should put a s  much che� 
ical informat ion as possib le into the model so tha t  the variables to be 
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determined are reduced to the basic parameters o f  direct interes t to 
the investigator . Examp les of cons trained model s  are the rigid-body 
mode l , the segmented-body mode l ,  and the mode ls which force chemical ly 
symmetrical group s to be geometrica l ly symmetrical even though they are 
not crys tallographica l ly equivalent . Such constraint s can be app lied 
to bo th positional and thermal-motion parameters . 

The maj ority o f  the crys tal lographers  seem to fo l low the free­
mode l schoo l of reasoning . The advantage of the uncons trained mode l  is 
its s imp licity and easy direct app l icat ion to a wide vari e ty of prob lems . 
A disadvantage i s  often the large number o f  variab le parameters that 
must be hand led when crys tal structures of even modest comp lexi ty are 
refined . For examp le ,  a fu l l-matrix refinement with anisotropic thermal 
parameters for a 45- atom s tructure wi l l  invo lve at least  406 variab les 
and wi l l  require 82 621 words of core s torage for the least - squares 
matrix a lone . 

The economic importance o f  the least- squares calcu lat ion is  empha­
s ized by the survey taken by Dr .  Hami lton for th is sympos ium. The sur­
vey shows that 80 to 90% o f  the comput ing t ime used by U. S . crystal lo­
graphers is  spent in the s truc ture-refinement step . Furthermore , the 
great er part o f  thi s  computer time i s  used in forming the matrix of  the 
leas t - s quares normal equat ions ; consequent ly , it is often worthwhile  and 
somet imes es sential to approximate the matrix by an alternate matrix 
requiring less computer t ime and less computer memory . 

Table 1 l i s t s  some o ld and some new methods for approximat ing the 
crys tal lographic leas t - s quares matrix. The principal approach used to 
minimize comput er core requirement s is to omit as many o ff-diagonal terms 
as possible , thus transforming the ful l  matrix to a sparse matrix. The 
block-diagonal matrix with one atom per b lock is the most commonly used 
sparse-matrix approximat ion although further reduct ion is  possib le . Diag­
onal matrix approximat ions are of l i t t l e  value for general crystal lographic 
refinement because of the obl ique coordinate systems used for trigonal , 
monoclinic , and triclinic crystals . 

TABLE 1 Approximat ions For The Crystal lographic Least - Squares Matrix 

1 .  Sparse  matrix approximat ions 
(a) Block diagona l wi th one atom per block 
(b) Cro s s-word puzzle (block diagona l + first 

neighbor interact ion terms )  

TABLE 1 cont inued 
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TABLE 1 continued 

2 .  Recyc le and update approximat ions 
(a)  Use the same fu ll  matrix unc�anged for 

several cyc les 
(b)  Reca lculate only the b lock-diagonal sub­

matrices and s imp ly rescale the rest o f  
the o ld ful l  matrix 

(c)  Reca lculate only the matrix element s 
influenced by parameters which undergo 
appreciable shifts  

3.  Analytical matrix approximat ions 

An untried but seeming ly logical ext ens ion from the one-atom b lock­
diagonal matrix is  the "cro s s-word puzz le" matrix where a l l  interact ion 
terms between c lose-neighbor atom are added to the block-diagonal matrix . 
I t  is  we ll  known that c lose-neighbor atoms have a greater least - squares 
interact ion than distant-neighbor atoms . The cross-word matrix would 
have to be s tored by blocks and inverted with a part i t ioned-matrix inver­
s ion scheme . 

The Recyc le and Update Procedures listed in Table 1 as sume that the 
comp lete matrix has been calculated and s tored once and that the changes 
in i t  from cyc le to cyc le are sma l l .  The opt ion of using the same matrix 
unchanged for several cyc les was avai lable in the original  Bus ing and 
Levy least-squares program for the IB� 7 04 .  Unfortunately , there is  no 
recorded evaluation of  the usefulness  o f  this  approximat ion ;  however , 
most  o f  the verbal report s  received indicate errat ic behavior.  There are 
severa l rather obvious mod ifications of the Recycle Procedure which migh t  
prove to be use ful . For example , the atom-b lock-diagonal submatrices 
might be recalculated each cycle and the res t  o f  the matrix s imp ly rescaled 
by the new over-a l l  scale factor.  Al ternative ly ,  an algorithm might be 
devi sed whereby the only matrix e lement s to be updated would be those in­
vo lving parameters that shi fted appreciably in the preceding cycle . 

The final method l i s t ed in Tab le 1 ut i l izes a comp letely di f ferent 
approach to reduce computer time . It rep laces the time-consuming numer­
ical summat ions over the thousands of reciprocal l att ice po int s by anal­
ytical integrat ions . The results  on analytical matrix approximat ions pre­
sented here are from my own work ; however , I recent ly learned that Pro­
fes sor Verner Schomaker at the Univers i ty of  Washington has derived in­
dependent ly a number of related resul ts . 

There are five factors which are funct ions o f  the scaled reciprocal-
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lat t ice vec tor t ( i . e .  t • 2•h ) in each term o f  the sum for any par t icular 
matrix e lement .

-
The !i;e factors for a centrosymmetric structure wi th 

refinement based on F are l i sted in Table 2. 

TABLE 2 Factors In The Pl Crystal lographic Leas t-Squares Matrix Sums
* 

Which Are Funct ions Of The Recip tocal Latt ice Vec tor � = 2•h 

( Z )  f ( t ) f ( t )  m - n -

( 3 )  exp{ - � t ' [ ( b + b ) /Zn2 ] t} . G - :::::m :::Il -

( i , j , k , f - 1 , 2 , 3 ) .  

( 5 ) { oos [ t ' ( x - x ) ] + csoi sn [ -t ' <�. + _xn) ] }  
s i. n - !OooiD -n -on 

* �' !n are po s i t ional vectors and &m' £n are ani sotrop ic 
thermal-mot ion matrice s for atoms m and n .  

The first factor in Tab le 2 contains the calculated squared s t ructure 
factor divided by the variance of the observed squared s tructure factor . 
This factor can be e liminated from the list  by making the fo l lowing approx­
imat ion : 

Approximation 1 - The magnitude o f  the calculated squared s tructure 
is as sumed to be proportional to the variance of the observed squared 
factor . Consequent ly , the ratio F2/o2 (�) becomes a constant for 

all  reciprocal lattice point s .  

Approximation 1 is complete ly valid for the special case where variances 
are based on count ing statistics a lone with no correct ion for background 
counts . 

The second factor in Table 2, a product of atomic scat tering factors 

5 1  
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for atoms m and n ,  may be rep laced by an analyt ical expression. 

Approximat ion 2 - The product of two atomic scat tering 
factors i s  as sumed to be approximat ed adequately by a short sum 
of spherical Gaus sian functions. 

Sums of 3 to 5 Gaus s ian funct ions current ly are used succe s s fully to re­
p lace scattering- factor tab le- look-up procedures in crys tal lographic 
programs. The same tabulated Gaus s ian coefficient s could be used in a 
doub le summat ion ; however , a more effic ient procedure i s  to fit new 
Gauss ian coe fficient s direct ly to the scat tering factor product , taking 
care to make the fit acceptab le for the ent ire range o f  s in (O ) /A. 

The third factor in Table 2 ,  the product o f  ani sotropic Gaus s ian 
temperature factors for atoms m a�d n ,  present s no di fficulty. The 
fourth factor t it . • • •  t i s  the nt degree product o f  the component s for 
the three-dimensi6nal �eciprocal lat tice vector t. The 2nd , 3rd , and 
4th degree produc t s  occur in pos i t ion-pos it ion , posi tion- thermal , and 
thermal - thermal matrix element s respect ive ly. The fi fth factor is  a 
product o f  trigonometric terms which can be rewrit ten as a sum of trig­
onometric terms with argument s containing inner produc ts  of t with an 
interatomic vector between atoms m and n. When the periodic

-
propert ies 

o f  the trigonometric funct ions and the crystal latt ice are cons idered , 
this  factor i s  seen to contain the Pat terson vectors between a l l  atoms 
o f  types m and n in the crys tal .  

By incorporat ing approximat ions 1 and 2 ,  we can write  a simplified 
equat ion for any element in the crystal lographic least-squares matrix L. 
For examp le ,  fofi space group PI, the equat ion for the interaction term

� 

re lating the it component o f  the posit ion vector � for atom m and the 
j th component of the pos i tion �ctor for atom n ( i , j = 1 , 2 , 3) i s  

L(x! , x� ) = K l: L apl: titj exp ( -,S' !! ,t/2 ) cos (l'z> ( 1 ) 
X, p ,t 

with the matrix � de fined as 

( Z )  

In these equat ions , K i s  a constant , I i s  an interatomic vector between 
atoms on crystallographi:c S ites m anan ( i . e. , X - X , x_ - X , X + X , -m """tl ..;;o;n -m ""-nt "" n  
and -� - � )  , .:&m and �n are ani sotrop ic temperature factor matrices for 
atoms m and n ,  Q- 1 is the contravariant metric matrix , and OL ,P are - p p 
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coef ficient s in the Gauss ian expansion for the scat tering- factor product 
for atom pair m , n .  

Th e  main step i n  the approximat ion procedure involves rep lac ing 
the summation over ! in Eq . ( 1 )  by an integrat ion over ,t. 

Approximation 3 - We as sume that enough reciprocal- lat t i ce point s  
are included i n  the reciprocal- lat t ice summat ion to jus t i fy the 
replacement of the summation by an integration without including 
higher-order correction terms . 

Approximat ion 3 i s  based on the c la s s ical Euler-MacLaurin summat ion for­
mula suitably generalized to the three-dimens ional case . The one­
dimens ional Euler-MacLaurin summat ion formula is 

m b 
L: f ( a + kh)  - � J f ( t ) dt + .! [ f ( b ) 

a 2 
k-0 

+ f ( a ) ] + · · · , ( 3 )  

where h = (b - a) /m. The higher-order terms (no t  shown) invo lve powers 
of  h and odd-order derivatives o f  f at the limits  a and b .  

A number o f  special cases  now occur , depending upon the integrat ion 
limi t s . In the simp le s t  case , the integrat ion extends over a l l  o f  the 
reciprocal space and we obtain the resul t , 

w ith and z = M - l v .  ...... ::: 4(. 

- 1 The tensor component Hi i (X, M  ) i s  a second-order three-dimensional Hermite  
po lynomial . Corresponafng lormulas for the posit ion- thermal and the 
thermal- thermal interact ion have the same form as the pos i t ion-pos i t ion 
interact ion equation shown in Eq . 4 except that the second order Hij is  
rep laced by the third and fourth order po lynomials Hijk and HijkL respeetive ly . 

Equation 4 represents the asymptotical ly limit ing s i tuation which 
is  approached only when the ent ire reciprocal- lat tice data set is  inclu­
ded . A more common experimental practice is  spherical truncat ion of  the 
data se t  at some fixed value o f  l t l . An exact so lution for th is general -
case wi th aniso tropic temperature factors and spherica l truncat ion is  
quite difficu l t , but some success  has  been ach ieved wi th emp irical correct­
ion factors app l ied to Eq . 4 .  I f  the temperature factor for each atom is 
isotropic and the truncat ion is  spherical , the finit e  summat ion over � in 
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Eq . 1 can be rep laced by an integration which has an anlyt ical solution 
invo lving Legendre po lynomial s and error functions . 

Equations 1 and 4 ,  which are specialized for space group Pl, can 
be generalized to include any centrosymmetric space group by incorporating 
a double summat ion over the symmetry operation for the space group . The 
task of obtaining an analyt ical formulation for the noncentrosymmetric 
space group s i s  les s st�ai�ht forward because the first  factor given in 
Table 1 ( i . e . , F� (�) /� (Fo <!,)] ) is  replaced by three t erms . For example 
in the noncentrosymmetric space group P l , the matrix element for a pos i tion­
pos i t ion interact ion may be writ t en 

L ( x1 xj ) m '  n • K 

- K 

- K 

Az + sz 

L: ap l: a Z �Az +8�) p ,!, 0 0 

Az - sz l. )' c c 
-.; a  f.J '-'  a z (Az +sz ) 
p t 0 0 

-

2A B 

L: ap l: a Z .(A�+�z ) 
p t 0 0 

-

t
1

t
j

exp ( -l'
! !/2 ) cos [ (!m-�n) ' !) 

t
1

t . exp ( -t ' �  t/2 ) cos [ (x +x ) � t ] 
J - == - -m -n -

t
1

tj exp ( -! !  !/2 ) s in [ (!m+�n) ' ! ] , 

where A and B are the real and imaginary parts  o f  the s t ructure factor 
and F2 = A2 + s2. The prob lem i s  to predict the behavior of  the factors (A� - B�) ! [al (A� + B�)] and AcBc/ [ol <� + B�a . Intuit ive ly ,  it seems 

that the terms containing these factors may tend to integrate to zero 
if the entire reciprocal lattice i s  inc luded and i f  the structure is a 
"random structure" ; however , the conj ecture has not been proven . The 
integral behavior of these  terms for a real s tructure wi th a truncated 
data set seems rather unpredictab le .  

Evaluation o f  the analytical matrix technique i s  underway . With 
favorable condi tions ( i . e . , low crystallographic symmetry and extensive , 
but finite , diffraction data) the comput ing time required to form the 
matrix has been reduced by an order of magnitude . For cases where the 
symmetry is very high and the data co l lected are not extensive , there 
may be no saving of time .  

The principal testing o f  the procedure to date has been for an 
app lication rather di fferent from least - squares refinement . We u se the 
inverted analyt ical matrix to calculate the comp lete variance-covariance 
matrix for a pub lished s tructure without comput ing structure factors or 
their derivatives . The only data needed to generate the analytica l  matrix 
are the structural parameters , a matrix scale factor , and a truncation 
parameter . The latter two parameters can usual ly be obtained qui te 
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accurately from the standard deviat ions , which usually are published 
with the crystal-structure paper . 

In addi tion to the matrix approximations described above , there 
are also possibilities for saving computer t ime by uti lizing some special 
redundancy prope£ties of the ful l  crystal lographic least-squares matrix 
in space group P l .  The basic approach is simp ly to examine the equations 
for the e lement s in the matrix. An examp le is for a hypothetica l  structure 
disp laying space group symmetry Pl, with two atoms (m and n) in the asym­
metric unit . If we write out the equation for the 17 1 supposedly unique 
elements in the symmetric 18 by 18 matrix , �' for positional and ani so­
tropic thermal parameters , we quickly discover that considerable redun­
dancy is present , only 103 element s actual ly being unique . The remaining 
68 elements are simple multip les of other elemeDt s .  For examp le1 we find 

1 2 ! 2 1 1 2 2 1 3 2 3 z J 1 J 
that L (b , bm ) • 4L(bm , bm ) and L(bm , bn ) = L(bm , bn ) = 

3 3 
m

l 2 1 2 3 3 2L(b
m 

, bn ) = 2L(bm , bn ) .  For other centrosymmetric space group� 

the redundant l inear combinations are fewer and more comp licated . 
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DISCUSSION 

Sparks : Concerning the calculation o f  corre lation coe ffic ient s from 
po s i tion parameters and thermal parameters , I always thought that 
wouldn ' t work if you had a s ituation where you had refined a set 
of data having no t only the terminat ion prob lem you mention but 
a l so a lot of  weak ref lect ions that are just  left out o f  the data 
set . It  would seem to me thi s  wou ld tend , in some peculiar way , to 
bias the results . 

Johnson : The numerical agreement between the variances calcu lated from 
the regular inverted least - square s ma t ix and those calculated from 
the inver ted ana lyt ical matrix i s  usually quite good for any data 
set . The agreement for the covariances  become much bet t er if  the 
data set is fair ly extens ive . Mi s s ing re flect ions may present a 
serious prob lem i f  the data set i s  quite sparse , but we have not 
examined th is aspect numerica l ly or theoretica l ly .  

Templeton : Th i s  sounds like magic unt i l  you th ink about it , but there ' s 
a way o f  re stat ing i t  which I think makes evident what you ' re doing . 
I f  you have a published s t ructure , and use this to calcu late structure 
factors , this  is a data set more or less like the experimental data 
set , more to the s tructure ' s right and less to the structure ' s wrong . 
From that data set you se lect , depending on your knowledge , which 
reflect ions have been left out .  For examp le commonly peop le say , "We 
observed 1600 reflect ions of  which 400 were zero . "  If  you s imp ly 
chop o f f  the 400 sma llest ones then you would have a very good rep lica . 
One thing I not iced in your sugges t ion that one leave out matrix e le­
ment s not a ffected by temperature , it is not evident how you know which 
ones these are because they ' re not nece s sari ly just  the one s labe led 
by the subscrip t s  of the parameter that is shi fted . 

Johnson : I have to admit that I have not thought thi s  through in detail 
and canno t at present describe an algorithm that would keep .track of  
the major changes  from cyc le to cycle . 

Temp leton : Then part o f  my next quest ion i s , how do you know which ones 
they are , because a l l  o f  the derivatives inc lude in them the s tructure 
factor? 

Johnson : But we have in this formulat ion e liminated the s tructure factor , 
but you ' re right , very good point . However ,  the s tructure factor was 
e liminated in the analytica l  formu lat ion and perhap s , as an approxima­
tion , the same reasoning co uld be extended to thi s  approach . 

Hami l ton : Would you predict that th is may be the answer for peop le who 
are re fining protein s tructures and that they should rea lly be think­
ing serious ly about thi s  method? 
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Johnson : I must admit I harbor the fond hope that the analyt ical approach 
might someday be app licab le to protein refinement . Unfortunately , I 
cannot at present see how to hand le the non- centrosymmetric prob lem 
properly .  Lucki ly ,  you schedu led me in a session where I can dis cu s s  
what should b e  done and not necessar i ly what can be done . I think 
i t  is  certainly wor thwh i le to put some addi tional e f fort into this  
approach to  see  i f  i t  might be a feasible so lut ion for proteins . 

Busing : You say thi s  speeds up the computat ion of  the matrix by perhap s 
a factor o f  10 . I f  the number of observat ions and parameters is very 
large , does  thi s  method become even more favorab le? 

Johnson : The approximat ion improves as the number of observations increases 
and we are in best shape if the data set includes everything that can 
pos s ib ly be measured . In thi s  case we also obtain our maximum t ime 
advantage . Addit ional parameters may also improve the t ime advantage 
because the sum over the Patterson vec tors converges rapid ly as a 
funct ion of  interatomic separation ;  consequent ly the long vectors can 
safe ly be omit ted from the summation. 
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New Computer Needs for Direct Methods 

D. Sayre 

Our purpose in this part of  the sympos ium is to try to foresee whether 
new deve lopment s in crystallographic techniques are l ikely to generate 
changes in the computationa l resources that crys tal lographers should 
have . In this  paper we consider whether such changes are like ly to 
arise out o f  development s in direct methods . 

Structures o f  Moderate Size 

In the direct methods ,  the problem of structure determinat ion is con­
ver ted into the mathemat ical prob lem of so lving a system --- usua l ly a 
large system -- o f  equations or re lations invo lving the structure fac­
tors as principal variab les . The equat ions or re lat ions expres s the 
non-negativity , atomicity , or o ther property o f  the s t ructure , and the 
phases of the s tructure factors are the quantities so lved for . Up to 
a certain s ize of structure it is feas ib le to attemp t  the so lut ion wi th­
out any initial informat ion about i t s  location , i . e . the so lution can 
be attempted ab ini tio . In this case , which i s  cal led the pure direct 
method case , if the so lut ion is  succes s fu l  a very convenient s tructure­
determining method resu l ts . 

In the u sual formulat ion of  this  approach , the basic step is that 
of pas s ing from a situation in which the phases o f  i o f  the s truc ture 
factors exis t  (these phases being such as to satisfy the re lat ions being 
so lved) to the situation in which i+l values (s t i l l  gat i s fying the re la­
t ions ) exis t .  The information avai lab le for thi s  it step consists  of  
a l l  relations invo lving the as yet  unassigned s t ruc ture factor phases , 
which can be writ ten in terms of  the structure factor magnitudes p lus the 
i phases already assigned . Unfortunately , the phase- limiting relations 
known to us today have the property of being general ly weak for smal l  
values of  i ,  though they become reasonab ly strong by the t ime i reaches , 
say , lON , where N i s  the number o f  independent atoms in the s tructure ; 
moreover the larger N is  the weaker the relations become for smal l  i .  
The resu l t  i s  that the so lu t ion process must pas s  through an initial 
stage in which the partial so lutions that must be retained in some form 
if the pos sib i lity of mis s ing the so lution altogether is to be avoided , 
may branch to impractica l ly large numbers , and the severity of this s tage 
rises s t eep ly with N. ( It  rises rough ly as mn , where n is the number of  
branch-point s and m is their average multip licity ,  and where both are 
increasing funct ions of N . ) This rapid rise with N in the average t ime 
needed to produce a so lut ion, although i t s  exact behavior as a function 
of N is not known , is what puts the limi t  on the size of s tructure that 
can be handled by purely direc t methods . 

For a procedure o f  this kind , i f  i t s  method of exp loring partial 
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solutions al lows it  quickly to go deep ly into some of  those so lutions , 
it may produce a so lution to  a prob lem of  s ize N in a t ime short compared 
to the time needed to guarantee a so lution at that size . This e ffec t 
comp licates the interpretation of  emp irical data on the re lationship be­
tween the difficulty of so lution and N. Thus we may state on the bas i s  
of the recent solution by pure direct methods o f  the struc ture of  adeno­
sine triphosphate , with 72  atoms in the asymmetric uni t of  P2 12

1
2 1 (Kennard 

et al . , 197 1 ) , and of that of val inomycin , wi th 78 atoms in P2 1 ( Duax and 

Haup tman , 197 2 ) , that the d i f ficulty o f  solution is  probab ly not in general 
beyond the range of our computers up to N=7 5 ,  but this  conc lus ion must be 
somewhat tentative at present . 

Much o f  the work going on in direct methods today can be traced to 
the des ire to s trengthen the phase- limiting re lat ions at low values of i .  
Thus Kar le ( 197 1)  has recent ly re-examined the determinantal inequali­
ties introduced into crystal lography by hims e l f  and Hauptman and has sug­
ges ted that Ea may be more c losely located by higher-order forms of the 
determinant s  than by the m=3 forms commonly used unt i l  now ; at the i th 

step in the so lut ion proce s s  orders up to the i+l s t  would be avai lable . 
S imi larly Weeks and Haup tman ( 197 1)  have re-examined the tangent formula 
which is often used to produce an estimate of an i+ls t  phase from the 
values of  i phases and have sugge sted a modi ficat ion intended to reduce 
somewhat the errors which occur when i is smal l .  Again the interest  in 
the method of Tsoucaris ( 197 0)  s tems from the pos s ibi l i ty that his  prin­
cip le of estimat ing the phase o f  � by maximiz ing a certain Kar le-Hauptman 
determinant may provide a s t i l l  �e accurate local izat ion of  that phase . 
Fina l ly both Karle ( 1970)  and Haup tman ( 1970)  have recent ly been concerned 
with improving the accuracy of the type of formula that permi t s  approxi­
mate value s , if  not of  the phase s at least of the cosine s o f  the structure 
invariants , to be computed from the struc ture factor magnitudes alone ; 
these values are there fore avai lab le at every s tep i .  Indeed th e most 
interes t ing thing about thi s  latter typ e  of  relat ion may be  the fact that 
the po ssession from the out set of  the fu l l  set o f  cosine invariant s ,  even 
in approximat ion , al lows one to think in terms o f  pure direct methods 
that are not step-by- s tep in nature ; these may po ss ibly have no great er 
overal l  chances of success than the step -by- step technique , but would at 
leas t be free to some extent of the extreme branching in which the latter 
can so easi ly get caught . For examp l e , in the centrosymme trical space 
groups the cosine invariants are exact ly what is needed to compute the 
doub le Patterson function. 

Large Structures 

Above the size  of struc tures we have been considering thus far lies the 
entire range of large struc tures . Al though these have no t been approach­
able by direct methods up to now, i t  may wel l  be that the mo s t  s ignificant 
developments in direct methods wi l l  re late to s tructures of thi s  c lass . 
The circums tance making thi s pos sib le i s  that certain equation- so lving 
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techniques � accept some init ial informat ion about the locat ion o f  the 
solut ion , while phys ical phasing techniques based upon the inc lusion o f  
heavy atoms can provide such ini t ial information , though not sufficient 
to determine a l l  des ired phases . The mo s t  dramatic instance of thi s  
mixed type o f  solut ion to date is  that o f  Sobe l l  et  al . ( 197 1)  i n  so lving 
the s tructure o f  an actinomycin- deoxyguanosine comp lex containing 140 atoms 
in the asymmetric uni t  o f  P2 12 121 . In thi s  case the single heavy-atom 
i somorphous rep lacement technique was fo l lowed up both by tangent- formula 
refinement and Pat terson search methods .  Go ing upward in size , tangent­
formula refinement has  been attemp ted without succes s  in the extension 
o f  protein phases beyond 3 A resolution , by Hoppe and Gas smann ( 19 64) , 
and by Reeke and Lip scomb ( 1969 ) . An attemp t  has been made also by Dickerson, 
but with results  that have no t been published . Barret t  and Zwick ( 197 1)  
attemp ted phase extension beyond the limit o f  mul tiple i somorphous rep lace­
ment on myoglob in by a di fferent method , which is not rea lly a direct meth­
od , but without succes s .  

Some recent work o f  my own on a method s imi lar i n  aim t o  tangent­
formula refinement may be o f  interes t . The method may be characterized 
as a s tronger solution technique than t angent- formula refinement , but also 
computat iona l ly more expensive . The fir s t  stage of the work ( Sayre , 1972)  
consi s ted of  a demons trat ion that s tructure factor phases can be refined 
in much the same way as we refine atomic parameters , i . e .  by l eas t - squares 
minimizat ion of  an appropriate function o f  the quantities being re fined . 
The structures considered obeyed the relat ions ahFh = ��Fh-k and the 

refinement proce s s  cons i s ted in minimizing the funct ion l la�F� - ��F�-�1
2

• 

The favorable thing about these  refinement s was that they could be succes­
ful ly ini t iated from a qui t e  incomp lete set of s tart ing phases .  For ex­
amp le , it was sufficient to have the phases out to 3 1 resolution , with 
no phase information beyond that point ini t ia l ly avai lable . The princip le 
requirement in us ing the above function for minimization is that there be 

0 
avai lable a reasonab ly comp lete set of  magnitudes out to 1 . 5  A or better ; 
thus , given an ini tial set o f  phase s  over the low-reso lution terms , the 
effect of the refinement proces s  is to produce a set of phases extending 
over the higher-re so lution terms as we l l . Signi ficant errors in the phases 
initially given could be to lerated and corrected by the refinement process . 
Final  mean errors for the phases ran from 8° to 10° in these experiments ,  
in which a l l  magnitudes were as sumed to be accurate ly known. 

This direct phase-refinement process for phase extens ion i s  now 
being tried on the protein rubredoxin . L . H. Jensen at the University of 
Washington has kindly suppjied observed magni tudes for rubredoxin to 1 . 5  A 
together with phases to 3 A as determined several years ago by multip le 
isomorphous rep lacement and anomalous dispersion techniques .  A refined 
set of phases for the fu ll  set of magnitudes ( 5034 terms in a l l )  faS been 
produced by the above process , and the resulting Fouriers at 1 . 5  A reso­
lution have been sent to Jensen for evaluat ion . The Fouriers are definite­
ly tho se of an atomic s tructure , but i t  i s  no t yet known whether the method 
p laced the atoms in the correct po sitions . 
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The use o f  thi s  technique in protein crystallography carries  with 
i t  certain difficu l t ie s .  Fir s t ly ,  the computat ion i s  a mass ive one , 
owing to the large set of quantities to be re fined . On rubredoxin 
each cyc le of the refinement takes just  under an hour on a large machine 
( IBM 360/9 1 ) , with a total of approximat e ly 35 hours required for the 
refinement as a who l e .  The cost of this amount of computat ion at a 
typical large comput ing ins tal lation might be about $25  000 . This fi­
gure could be reduced through reprogramming and redesign of  the a lgor­
i thm, but no real es timate of the reduct ion has been mad� . On the neg­
ative s ide , the computat ion increases  approximat e ly as N , N being the 
number of independent atoms . Of course if one drops below the protein 
s ize-range , the N2 dependence helps considerably ; thus at 200 atoms a 
refinement might cos t about $5000 . 

Second ly , al though the method wi l l  seek out a minimum o f  the funct ion 
in que s t ion , there is litt le experience as yet with real structures con­
cerning the likelihood that the minimum i s  the one correspond ing to the 
phys ica l ly correct structure . In any event , the phases obtained by thi s  
type of  refinement shou ld not b e  regarded a s  final phases but a s  being 
subj ect to fina l refinement by the usual methods . The phase-refinement 
technique , in other words , shou ld be thought o f  as a pos s ib l e  bridge from 
the pre liminary phas ing techniques to final refinement o f  atom para­
meters . 

In another development Luzzat i ,  Tardieu ,  and Taupin ( 1972)  have 
described the phas ing o f  reflect ions from bio logical membranes and re-
lated systems by a direct method . The method i s  based upon the recogni­
t ion that structures of thi s  type cons i s t  o f  separate const i tuents (water , 
hydrocarbon , and protein , for examp le) with a somewhat different elect ro n  
density for each . A t  low reso lution , therefore , the e lectron-density 
function for the structure should be divi s ible into regions such that the 
dens ity i s  reasonab ly flat within each region and changes fairly rapidly 
only at the region boundarie s . The authors have found a means of  expres sing 
th is requirement in terms of condit ions among the s truc ture factors , and 
have devised a discrete  search method for selecting sets  of  phases by 
computer that approximately sat i s fy the requirement . The method is  appa­
rent ly in regular use at their laboratory , where it facili tates consider ­
ably the structure determinat ion for this type o f  sys tem. It shows the 
pos s ibil ity of direct methods in structure work that does not even approach 
atomic reso lution .  The authors  indicate a belief that the technique may be 
app l icab le to o ther bio logical macromo lecules , at low reso lution , inc lu­
ding pro teins . 

Conc lusions 

1 .  For the crystal lography of s tructures below 30-40 atoms in s ize , 
developments in direct me thods wi l l  probably not have much future e f fect 
on the scale of computat ional needs . This does not mean that future 
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technical improvements in direct methods for such structures are in any 
way ruled out , or that each individual crys tal lographer working in thi s  
area today necessar i ly has adequate computing resources , but s imp ly 
that the main impact o f  direct methods on computation for such s tructures 
has a lready large ly taken p lace . 

2 .  The steep general rise of di fficu l ty of the pure direct methods 
with N makes a gradual extension of their range beyond the present approx­
imate limit at N=7 5  much more l ikely than a rap id one . From the point o f  
view o f  computational resources ,  maintaining this gradual extens ion i s  
l ike ly t o  invo lve a rather s t eep ly increas ing need for resources .  In 
addi tion , as N increases , not only the mean t ime but the uncertainty of  
the time to  so lution can be  expected to  rise , i . e . the actual t ime to 
so lut ion in any given case may prove to be much smal ler , or much larger , 
than the predicted mean t ime . As larger structures are at t empted by 
purely direct methods , thi s  unpredictab i l ity o f  machine t ime wi l l  increas­
ingly have to be a l lowed for in the budget ing o f  resources .  This latter 
conc lusion may not necessar i ly hold for the non- s tep-by- step type of 
so lution , i f  that type o f  so lution should deve lop . 

3 .  The next few years may see for the fir s t  t ime the app l ication 
of d irect methods ,  somet imes in combination with other methods , to _ 
proteins and other large structures .  I f  thi s  occurs , very large machine 
resources wi l l  be required . 
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DISCUSSION 

Kartha : While it  i s  quite true that the addit ional ref lections did 
sharpen up the mtP , the crucial que s t ion is , have you got the phases 
between 31 and 2A correct ly? Did you make any comparison of  these 
phases wi th tho se obtained by the use of isomorphous series and 
anomalous scattering data in thi s  region? 

Sayre :  Unti l  now I have not known any of  Jensen ' s phases excep t his 
experimental phases to 31 , and as a consequence I have no t been 
ab le to make the comparisons you mention . At this meet ing , however , 
Jensen has given me a tap e  containing hi s latest  set  o f  phases , and 
I expect to start making comparisons between the two sets  within a 
few days . 

Kartha : A map using only the 31- 21 would be worth calculat ing to see 
how the map with your phases on the one hand and the isomorphous 
series  phases on the o ther compares . 

�: Perhaps so . I persona l ly have thought that the mo s t  interesting 
compari s on would be with Jensen ' s  final 1 . 5 1 set . 

Dewar : I f  direct methods s tart to invo lve large amount s  o f  computer 
t ime ,  we should be wary of us ing criteria l ike computer cos t s  per 
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struc ture and computer cos t s  per man year , because i t  may actual ly 
represent a good use of  resources to crank those figures up to a 
much higher level than they are now. We tend to wri t e  off other 
cos t s  to some extent , part ly because the cost of  e s t imat ing o ther 
cos t s  is difficu lt in univers i ty environment s .  We may worry about 
the computer cos t s , but personnel cos t s  are extreme ly di fficult  to 
asse s s . I think you should not pay too much at tention to s tat i s t ics  
o f  thi s  type , as this kind o f  work wi l l  tend to  change the picture 
considerably.  

Hall : I ' ve been ass i s t ing Dr . Sobe l l  at Rochester in trying to so lve 
another form of the actinomycin comp lex you ment ioned . So far thi s  
has been unsucces s ful but i t  may be o f  interes t  to note the computer 
t imes invo lved in the calculat ion of cosine averages for this  par­
ticu lar comp lex .  There are approximately one thousand E ' s above 
1 . 4 , ten thousand reflect ions altogether . A cos ine calculat ion for 
one invariant takes about two seconds on the UNIVAC 1 108 and when 
you cons ider that there are about 80 000 invariant s ,  th is  represent s 
a s i zable amount of  computer t ime . I don ' t think we can jus t i fy that 
sort of expendi ture now. You might , of course , only cons ider look­
ing at a thousand of those invariants . Even so , two thousand seconds 
on UNIVAC 1 108 time i s  s t i l l  a signi ficant cos t  in such an analysi s .  

Sayre : I interpret your remark as pointing out the co st  of  a structure­
determining method that uses most  or a l l  of the cos ine invariant s ,  
even i f  i t  permit s  the avo idance o f  a s tep-by- step approach . Doubt­
less  your point i s  wel l  taken. I think we might agree that the cen­
tral ques t ion concerns the expansivene s s  of the number of cosine 
invariants relative to that of the so lution tree in a s tep-by- step 
so lut ion procedure . 

Hal l :  I ' d  l ike to acknowledge that Dr . Hauptman and the group at the 
Medical Foundation in Buffalo have been working in co l laboration 
with us on this structure and that i t  was in fact  the MDKS average 
that I referred to . 

Sayre : Wh i ch i s  a more comp licated one . 

Hal l : Right . And i t  was just  a pre l iminary calcu lat ion to try and get 
some e s t imate of the re liab i l i ty of the invariant re lationships • 

. 
Donnay: With that beautifu l  map you have shown us , are you not at a 

point where you can p lace atoms and get some idea of an R index? 

Sayre : I suppose that wou ld be pos s ib le , but in fact  the map was pro­
duced only about 5 days ago . 

Donnay : But thi s  could eventual ly be an indication o f  whether or not 
you are heading in the right direction? 
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Sayre : Not as yet .  In thi s  work I have unt i l  now avoided thinking 
about atom posi t ions , and have been careful to t reat the prob lem 
entirely as a prob lem in equat ion- so lving . I p lan to  continue in 
this vein for the present . Of course ,  shou ld the phase-refinement 
method prove to be a general ly valid one , i t  would as you say be 
at the present s tage that one would try to p lace the atoms . 

Kartha : You ment ion the di fficulty of  using direct methods as a function 
of the number of atoms , but in protein crystal lography usua l ly there 
is another prob lem-- that not only the number increases but the ratio 
of  the number o f  parameters to number of  reflections goes up very 
much . What is the correlation? 

Sayre : Regarding the minimum- finding proce s s , suppose there are p phases 
to be adjus ted to produce a minimum. The number of avai lab le squaring­
method equations , s ,  wi ll  be at least p ,  and the number of observa­
tional equat ions wi l l  therefore be at least  2p , since each squaring­
method equat ion i s  an equation between comp lex quanti t ies . Thus the 
minimizat ion proce s s  can always be carried out under conditions of 
at  least 2- fo ld overdeterminat ion . When data are comp lete wi thin 
the CuK sphere , the minimum corresponds to the t rue phases with an 
average error that may be only 1 - 2° . Under condit ions of more severe 
data-incomp leteness ,  the pos i t ion of the minimum may move further away 
from the po s i t ion corresponding to the true phases . Based on exper­
iments with arti ficial structures , an average error of 8 - l� may be 
expected from this  cause as  a consequence of the data incomp leteness  
typica l  of protein crys tal lography. In  these experiment s an average 
temperature factor of 20 was as sumed , and an instrumenta l  sensitivi ty 
such that 8 independent reflections per atom (excluding H atoms ) 
would be observed . 

Xuong : What i s  the influence of the data accuracy on the resu l t s  o f  thi s 
kind of re finement ? 

Sayre : I have only preliminary resu l t s  bearing on that quest ion . I t  
appears ,  again using arti ficial s tructures , that the structure factor 
magnitudes can be perturbed with random errors up to a s tandard devia­
tion of 30% wi thout as  a rule preventing the refinement from locat ing 
the correct minimum. S imi larly the procedure appears norma l ly to 
to lerate the introduct ion of rand om errors up to a s tandard deviation 
of 30° in the s tarting set o f  phases ( to 3 A) . 
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The Role o f  the Minicomputer in the Crys ta l lography Laboratory 

Robert A. Sparks 

It is universal ly recognized that the minicomputer p lays an important 
ro le in the crys tal lographic laboratory . The s e mi - automat ic and auto­
matica l ly contro l l ed di ffractometers have o f fered welcome re lief for 
crystal lographers who previous ly had to measure large amount s of data 
manual ly .  

As with mo s t  computer- contro l led instruments ,  early programs 
tended to be written to co l lect data in much the same way that the cry­
stal lographer would have used to operate the ins trument manua l ly .  Later 
programs have taken advantage of the flexibi l ity of the computer to 
perform tasks that would have been vir tua l ly impo s s ible  to perform with 
the manual or semi-automatic diffractometer . 

Thus , i t  is  now po s s ible to : 

1 .  Automatica l ly center reflect ions . 
2 .  Samp le the profi le for each reflect ion during data co l lection .  
3 .  Choose different scan speeds dependent on the intens i ty o f  

the re flections . 
4. Search for peak maxima for a l l  but the weakes t  reflections . 
5 .  Measure reflect ions at many azimuthal angles about the dif­

frac tion vectors . 
6 .  Measure regions o f  reciproca l space in a three-dimens ional 

fashion to obtain di f fuse- scattering informat ion.  
7 .  Automat ical ly redetermine the crystal orientation if  the 

crys ta l shou ld move during data co l lection . 
8 .  Obtain informat ion about crys tal qual ity and crys tal symmetry.  

Al l o f  thi s  can be done wi th a s low computer having a minimal amount 
o f  core (4000 words ) . For subsequent proces s ing of  the co l lected data a 
magnet ic tape drive i s  des irab l e .  Magnet ic tape is  cho sen because i t  i s  
an inexpensive means o f  s toring large amount s o f  data in format s  that 
are universa l ly recognized by large and smal l  computers . 

As co l lection methods become more comp lex one soon real izes that 
the l imi ting factor i s  the amount of  core avai lab le .  Thus , i t  i s  becoming 
fairly common for computer- contro l led d i ffractometers to have more than 
4000 words of core or to have a disk for program overlay s .  

For reasons of  economy , manufacturers of computer-contro l led dif­
frac tometers have chosen the least expensive computers that can easi ly 
be inter faced to the many contro l and acqui sition funct ions of  the diffrac­
tometer . Almo s t  all  commercial ins trument s are of the one ins trument-
one minicomputer type . Other configurat ions , such as several instrument s-
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one medium- s ize computer or one ins trument-one minicomputer-communication 
l ink- large computer , have the pos s ib le advantage that more computer capa­
b i l i ty becomes avai lab le for the diffractometer for at least  par t  of  the 
time .  However ,  such approaches are expensive because they are almo s t  
a lways one of a kind . The advantage of the one instrument-one minicomputer 
is that the deve lopment cost , of which a large part is for so ftware , can 
be spread over many identical  ins truments .  

Although the diffractometer exper iment s are s low , the inexpensive 
minicomputers used to contro l the diffractometer s ·are no t s low. The state 
of  comput er technology i s  such that computers with memory-cyc le t imes of  
about one microsecond and execut ion t imes of one to three microseconds 
for mo s t  commands are no more expensive to bui ld than computers that are 
one-hal f  or one- tenth as fas t .  Therefore , the minicomputer is  used to 
perform some ca lculations that do not use the d i ffractometer-contro l 
features of  the computer . Thus , the minicomputer i s  used to determine 
indices for ref lections , best least - squares unit - ce l l  parameters , and 
Lorentz-po larization factors . Al l o f  these  tasks can be performed by the 
large computer but are more convenient ly done by the minicomputer . 

Some crys tal lographers have used the smal l  computer for tasks more 
traditicna l ly per formed on the large computer . Thus , Eric Gabe uses the 
PDP-8 which contro ls  his Picker di ffractometer to do s tructure- factor 
calculations . Shiono for many years has used the IBM 1 130 to do a lmo s t  
a l l  types of  crystal lographic calculat ions . For the mos t par t , however , 
crystallographic computations are done on the mo s t  powerful  computer 
avai lable . Why this is  so is i l lus trated in the first two co lumns of  
Table 1 ,  which compare the characteri s tics  of the Nova 1200 , used to 
contro l the Syntex PI Autodiffractometer , with the character i s tics of  
the CDC 6600 , one of  the mo s t  powerful computers used for crys tal lo­
graphic calcu lat ions . Although core speeds are not very di f ferent , the 
CDC 6600 can achieve effect ive speeds of up to 100 nanoseconds because 
the memory has been divided into independent b locks of 409 6  words each . 
In every o ther respect the CDC 6600 i s  a much more powerful computer . 
Because o f  the large core memory , a l l  s tructure factor data and the nor­
mal equations of  a leas t-squares program can be resident . Because of 
the fast instruction register s , tight loops can be executed with no need 
to continual ly reference s low core . Because of the many arithmetic unit s  
and addres sing and indexing regi sters , many operations can take p lace 
simul taneously.  No t o f  least  importance is the fact that CDC has an ex­
ce llent FORTRAN compi ler which makes efficient use o f  a l l  th is sophisti­
cated hardware . 

On the other hand , the minimal Nova 1200 configuration does not have 
enough core and i s  so s low that many o f  the important crys tal lographic 
programs would be virtual ly impossible to run for all  but the smal le s t  
structures .  I believe , however , that the mo s t  s erious l imitat ion i s  the 
unavai lability of comp i lers of higher- leve l languages producing progams 
to minimize amount o f  core needed at run t ime .  This deficiency has 
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meant that the crys tal lographer has not eas i ly been ab le to tai lor 
his data- co l lection programs to meet his requirements .  

The minicomputer industry however , i s , advanc ing rapidly.  The 
industry is extreme ly competi tive and prices for a l l  parts  of the hard­
ware are decreasing at a phenomenal rat e . New innovations - for examp le , 
semiconductor memory - are introduced into minicomputers almost s imul­
taneous ly with introduct ion in large computers . Good compi lers with 
ful l  FORTRAN IV capabi lity are avai lab le for computers with larger core 
memories ( 12 000 words or more for the NOVA computer s ) . Disk operat ing 
sys tems that are as flexib le and easy to use as tho se found on large 
computers are now arai lable .  Fina l ly ,  fas t  floating-point hardware is  
now opt ional  from some of the minicomputer manufacturers and als o from 
severa l independent firms . 

The third co lumn of  Tab le 1 l i st s  the characteris tics of  a sys tem 
that wou ld sat i s fy a l l  or almos t al l o f  the crystal lographer ' s computing 
needs . In addi t ion to the basic 4000-word NOVA with a magnetic tape 
drive required for the Pl Autodi f fractometer , th is sys tem has an add i tiona l 
1 2  000 words of  core , 1 3 1  000-word fixed-head disc , and floating-point 
hardware . Software cons ists  of  FORTRAN IV and a Disc  Operating System. 
Crys ta l lographic data-processing programs would be written in FORTRAN IV. 
Programs wou ld res ide on magnet ic tape reels  and be loaded on to disc 
when needed . Large programs would cons i s t  of several over lays . Large 
arrays would a l so reside on disc and be brought in to core one sector 
at a t ime .  Diffractometer programs wou ld also be written in FORTRAN IV 
but us ing machine- language subroutines for driving the goniometer axes , 
reading the encoders and scaler , opening and c losing the shutter , etc . 

Table  1 Comparison of Nova 1200 and CDC 6600 

CDC 6600 

Magnet i c  Tape Drive many 

Core Speed l . O JAS  

Word Size 60 bits 

Core S ize 131  000 words 

Tab le  1 continued 
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Minimal 
Nova 1200 

1 

1 .  2 \AS 

16  bits  

4000 words 

Nova 1200 
with Structure 
Determination 
Package 

1 

1 . 2 "'s 

16 b i t s  

16 000 words 
131 000-word d i sk 
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Table 1 Comparison of Nova 1200 and CDC 6600 

Nova 1200 
wi th S truc ture 

Minimal Determinat ion 
CDC 6600 Nova 1200 Package 

Operand , Addres s ing , 
and Indexing Regis ters 24 4 6 

Fas t  Instruct ion 
Regis t ers  8 (60 bits  each) None None 

Floating Multip ly l JAB ( 60 bit s )  2 ms (32  b i t s )  1 5 . 6 J,A S  (32  b i t s )  
24 . 2 �s (64 bit s )  

Arithmetic Unit s  10 1 2 

FORTRAN IV & 
Operating Sys tem Very Good No Good 

Almo s t  al l crystal lographic programs could be run on such a system. 
It  i s  hard to just i fy the cos t  of  a p lotter for the infrequent use 
crystal lographers would make of  i t .  Therefore , i t  would probably b e  mo s t  
economical to  generat e  p lotting information o n  magnet i c  tape o n  th is sys­
tem and then have the actual p lo t t ing done at central  fac i lities . Fourier 
maps wou ld be generated on magnetic  tape and either printed at central 
faci lities  or printed on the s low print er by the NOVA 1200 . At ten char­
acters per second a large Fourier map could take s evera l hours to print . 
In many cases , good peak-p icking programs exi s t  that e liminate the need 
to print the maps .  

There i s  no que s t ion that such a system i s  feas ible for a lmo s t  a l l  
crys tallographic ca lculations . The s t ructure of  vi tamin Bl2 was so lved 
and refined on a computer wi th a configurat ion c loser to the bas ic  NOVA 1200 
than to the sys tem proposed here . Indeed much of the ph i lo sophy of disc 
(or drum) usage and external p lott ing and printing o f  large fi les i s  
identical  t o  that used o n  the large computers of 5 and 1 0  years ago . 

Time- sharing o f  data co l lect ion and data process ing present s prob­
lems not associated with the amount of core or the ari thmetic process ing 
speed , but rather wi th the al locat ion of peripherals  to the two tasks . 
Data co l lect ion mus t have the magnetic tape drive avai lable  for output o f  
the intensi ty data.  Therefore , production of a F ourier map could not be  
done s imu ltaneous ly with data co l lect ion . However ,  Fourier calcu lations 
are quite fas t  (except for print ing) and interrupt ing data co l lect ion for 
the few minutes neces sary to generate the map and output it to magnetic 
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tape i s  not a serious limitation . Happ i ly ,  the least - s quare s  calculation 
which takes the bu lk of t ime for structure determinat ion requires the 
magnet ic- tape drive only for the brief t ime necessary to dump al l the 
data onto disc. After thi s , several operations could be p er formed wi th­
out us ing the magnetic- tape drive and could be effect ive ly overlapped with 
data co l lection . 

The proposed sys tem in the crys tal lographer ' s laboratory i s  c lear ly 
more convenient than a centra lized comput ing faci lity .  It i s , in most  
cases , also more economical . 

The inner loop o f  a least - s quares program (name ly the generation o f  
the norma l equat ions ) was written i n  FORTRAN and executed o n  a number o f  
di fferent computers . The program is  shown in Figure 1 and the results  o f  
the test  i n  Tab le 2 . The FORTRAN comp i lers that produce the mo s t  e ffi­
cient code were used on the CDC 6600 and IBM 370/ 155 . Because the float ing­
point hardware is fairly new for the NOVA machines , the FORTRAN compi ler 
has not yet been modified to produce code for this feature . Reasonable 
sub s t i tut ions were made in the assemb ly l i s t ing generat ed for the soft-
ware f loating-point vers ion in order to produce the "FORTRAN- l ike" code . 
The hand-op t imized vers ion was an assembly language program wr i tten to be 
executed as  e fficient ly as pos s ib le .  If the matrix is  large e nough to 
require that it be stored on disc , the data-channe l trans fers would in­
crease the NOVA 1200 times in th is examp le by about 0 . 8 .  If 64-bi t 
f loat ing-point numbers are requ ired , an increase o f  about 2 5% is  required 
for the NOVA 1 200 times . 

Table 2 Compari son of  Time for Least -Squares Inner Loop 

CDC 6600 

IBM 370/ 155 

HP 2 100 A 
(Hardware multip ly/divide 

Software floating -point ) 

HP 2 100 A 
(Hardware floating -point ) 

Nova 800 
( Software f loating-point ) 

Table  2 continued 

0 . 93 s ( 60-bit words )  

7 . 5  s (32-bit words )  

150 s (32-bit words )  

29 s (32-bit words )  

206 s (32-bit words )  
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Tab le 2 Comparison o f  Time for Least- Squares Inner Loop 

* 

Nova 800 
(Hardware floating-point) 

FORTRAN- like code generat ion 
Hand-opt imizerl code 

Nova 1 200 
( Software float ing-point ) 

Nova 1200 
(Hardware f loat ing-point ) 

FORTRAN- l ike code generation 
Hand-op t imized code 

Calcu lated from Nova 800 performance . 

t ime 

16 . 8  s (32-bit  words ) 
13 . 2  s (32-bit  words) 

360 s (32-b i t  words)  

* 
24 . 2  s (32-bit words) * 
17 . 5  s (32-bit words )  

Typi cal ly ,  we at Syntex u s e  about one hour o f  CDC 6600 computer 
time for a structure wi th 40- 50 non-hydrogen atoms in the asymme tric 
unit . I f  the FORTRAN test in Figure 1 i s  typica l , the "FORTRAN- l ike" 
time on the NOVA 1200 wou ld be 26 hours for thi s same s t ruc ture . Th i s  
amount o f  time is  smal l  compared t o  typical data co l lection t i me s  o f  
one t o  two weeks . Even without overlap of  data co l lection and data 
proce s s ing there wou ld not be a s eriou s  deteriorat ion of diffractometer 
usage . With simultaneous least - s quares calculat ions and data co l lection , 
diffractometer s ervicing wi l l  be negl igib ly affected .  

N = 64 
NREF = 100 
M = N + 1 
MM = M + l  
DO 600 1 IP = 1 ,  NREF 
DO 20 I = 1 ,  M 

20 DV( I) = I *IP
*

0 . 9  
K = 1 
DO 500 1 J = 1 ,  N 
B = DV (J)  
IF ( B . NE . O ) GO TO 5002 
K = K + MM - J 

Figure 1 FORTRAN test  program ( cont inued) 
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GO TO 500 1 
5002 DO 5003 L = J ,  M 

A (K) = A (K) + DV (L) 
*B 

5003 K = K + 1 
500 1 CONTINUE 
600 1 CONTINUE 

Figure 1 FORTRAN test  program (cont inued) 

Even though the NOVA 1200 with f loating point hardware is 26  t imes 
s lower than the CDC 6600 and 3 . 2 t ime s  slower than the IBM 370/ 155 , turn• 
around t ime wi l l  in many cases favor the dedicated computer because i t  
i s  located i n  the crystal lographer ' s laboratory . 

Another important feature o f  the smal l  dedicated system compared 
to the large very fas t computer is that it is impo s s ib le on the former 
sys tem to find out one day that an error made by a s tudent has exhausted 
the year ' s computer budget . 

Because o f  the above arguments ,  Syntex has decided to make avail­
ab le to  customers a Structure Determinat ion Package which wou ld consi s t  
of  a 1 3 1  000-word fixed head disc , 1 2  000-word core , and floating point 
hardware for those  who a lready have a PI Autodiffractometer or AD- 1 Auto­
d�ns itometer , and a s t and-a lone uni t consi s t ing of a NOVA 1200 , a 13 1 000-
word fixed head disc , 16  000-word core , floating point hardware ,  and a 
magnet ic tape drive for thos e  who do not have the Syntex ins truments .  
So ftware wi l l  cons i s t  o f  a FORTRAN IV comp i ler modi fied to make e fficient 
use of the floating point hardware , a Disc Operating System modified to 
a l low time- sharing of data co l lection with data processing , machine lan­
guage subrout ines for the diffractometer , FORTRAN versions of the current 
diffractometer programs , and FORTRAN programs proper ly broken up into 
over lays for the bas ic crys tal lographic programs . The user wi l l  be ab le  
to add his  own FORTRAN or assembly language programs to the l ibrary . At 
this  ear ly stage , it looks qui t e  probably that the s e l l ing price wou ld 
be $30 000 for hardware and software for the attachment to exis ting in­
strument s ,  and abou t $45 000 for the s tand-alone op tion. Firs t  de liveries  
are schedu led for the second quarter of  197 3 .  

Th e  comparison of  the co st  o f  the sys tem proposed here compared 
wi th exi s t ing cos t s  at centralized comput ing facilit ies is difficu l t  to 
make . Univers i ty computing centers may charge the scient i s t  anywhere from 
nothing up to the actual cost  of the computing service , depending on what 
other sources o f  funds are avai lable to the centers .  Commercia l rates  
are set  to provide a profit  for the company providing the service , but 
are usua l ly comp lex funct ions o f  CPU t ime ,  amount of  core used , amount o f  
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input and output , and j ob priori ty .  In Palo Alto the Contro l Data Center 
provides the mo s t  economical s ervice for crys tal lographic type prob l ems . 
Syntex pays about $ 1000 per s tructure for their service . Clearly , for 
us , the break-even point would be 30 structures for the $30 000 at tachment 
or 45 s tructures for the $45 000 s tand-alone configurat ion . 

In conclus ion , whether crystal lographers wou ld be inc lined to buy 
the Syntex package or whether they wou ld wi sh to buy direct ly from the 
computer manufacturers and provide their own software , I believe that 
serious eo nsiderat ion should be given to the smal l  dedicated computer . 
Not only doe s  i t  provide the des irab le features o f  FORTRAN data-col lection 
programs and the convenience of having one ' s  own computer , but i t  also 
provides , in many cases ,  a substantial cost  saving compared to the cen­
tralized computer approach used by mo s t  crys ta l lographers today. 

DISCUSSION 

Young : If you are doing ful l -matrix least- squares ,  what is  the maximum 
number o f  parameters you can handle with thi s  sort o f  adorned mini ­
sys tem? 

Sparks :  It turns out to be the same figure Jim Ibers quoted , 240 , be­
cause the disc size i s  13 1 000 words . A good sugges t ion by Mike 
Murphy is that ins tead of using a fixed-head disc as we are here , 
we ough t to be us ing a movab le-head disc which cos ts  quite a bit  
less for the amount of  di sc space that would be avai lable . Then 
the capaci ty would be some thing like two mil lion words . 

Young : If  you put al l those  core packages and discs p lus an extra arith­
metic uni t on the mini-computer , why do you bother with put ting a 
di ffractometer on i t ?  

Sparks : I ' ve given you the choice . $45 000 or $30 000 . 

Young : No . My point i s  that  what you ' ve done is  bui ld a separate com­
puter system, and the fact  that the diffractometer is  hooked on is  
incidental .  
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Sparks : It does  give some capab i l i ty for the co l lect ion programs that 
we do not now have . A coup le o f  years ago you made a strong point 
that we ought to be wr i t ing these col lection programs in FORTRAN. 

Lowrey: Professor S .  H. Bauer at Corne l l  Univers i ty has an extensive 
sys tem for e lectron di ffraction that is bui l t  around the PDP- 8 
and he has made extensive use o f  cathode-ray- tube disp lay . He i s  
ab le t o  search his  e lectron diffraction data and h i s  radial dis tri­
butions and look at  very fine portions . With respect to Fourier 
maps , ins tead of  having to print them out you can set up a graphic 
interact ion disp lay for picking out the things you want . Bauer i s  
ab le t o  d o  a great deal o f  e lectron di f fraction us ing so le ly the 
smal l  computer . He cons iders the advantage i s  that not only is  i t  
cheap but i t  is  under his  direct contro l s o  that h e  can run a l l  
night and have a guarantee of get ting h i s  programs back , and no t 
have the prob lems of  prior i t ies  on commercial comput ing sys tems . 

Sparks : We a l so s e l l  a three-dimens iona l disp lay . 

Ibers : Two point s migh t  be kep t in mind . ( 1 ) It i s  eas ier to get com­
put ing money in a grant than i t  i s  to get $45 000 to buy a sma l l  
computer . ( 2 )  I t  may b e  pos sib le t o  sneak sma l l  computers into 
laboratories throughout a campus by claiming that these  computers 
are contro l ling experiment s ,  but their presence make s computer cen­
ter directors very nervous , for good reason . If the smal l  computer 
pro li ferates throughout the campus you are in troub le . Suppose  we 
have 20 computers of the type you have di scussed .  In e ffect a 
mi l l ion do l lars has been spent and i t  has not bene fi ted the central 
comput ing faci l i ty a t  a l l .  For the good o f  the univers ity community 
i t  might have been more reasonable to put that mi l lion do l lars into 
the central fac i l i ty .  In any event there are obvious ly political  
problems that are by  no  means neg ligible . 

Sparks : Yes .  I am aware of thi s .  My fee ling i s  that the ins trument 
ought to be treated as having a very special app l i cat ion . It is  
not by  any means a general purpose computer . 

Fri tchie : Do you have any idea what the annua l maintenance cos t s  are 
on thi s  $45 000 sys tem? Comp�ter a lone perhap s ?  

Sparks : I do not have that figure . What i s  it  on the diffractometer ?  

Dewar : It wi l l  be around 7%.  

Coppens : What is  the capacity of  the system? In other words , how many 
crystal lographers can i t  handle? 

Sparks : It depends  on how product ive tho se crystal lographers are . It ' s 
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better to say ,  how many structures could you reasonably hope to 
do on a sys tem l ike this . We think that for a 40- 50 atom struc­
ture i t  would take twenty- s ix hours for the structure determination .  
It certainly takes qui te a bit  longer t o  col lect the data .  So 
rea l ly ,  you are s t i l l  limited by the amount of time it takes to 
co l lect the data . 

Coppens : So the sys tem has over-capacity for one crystal lographic 
group . 

Sparks :  Yes ,  i t  has indeed . 

Corfie ld : I think thi s  sys t em is  not total ly unreasonab le , but what makes 
it reasonab le is  the avai labi l i ty of  inexpens ive hardware f loating­
point arithmetic units . We ' ve had a t  Ohio State Univers i ty for the 
pas t two or three years a sys tem rather more sophist icated than thi s  
but that does not have hardware floating-point ari thmetic . Present­
ly we do a l l  our least-squares and all our Fouri er summat ions in­
house ,  but once we get up to a coup le of hundred variab les , it wou ld 
be worth our wh i le to use a larger computer because o f  the limita­
tions of the software f loating-point arithmetic on our in-house 
machine . 

Medrud : If thi s  kind of  approach is  attract ive to oth er crystal lographers , 
there i s  another encouraging factor in the change in attitude o f  some 
of the minicomputer manufacturers . Our first contacts  with them, with 
regard to our app lication , were met wi th di sdain . The most  recent 
contacts o ther peop le in our group have had with them indicate much 
more interes t  in sys tems development . They former ly wanted to hand 
you a computer and a bag o f  hardware for interfacing and say "go to 
it" , but now they are wi l ling to discuss  a sys tem comparable to yours .  
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Sess ion III 

What Are the Funding Agencie s Doing , 
and What Are Their P lans for the Future? 

Session Chairman : Al lan Zalkin 
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Computing and Crys tallography : The National Science Foundat ion*and the 
Nat ional Academy � f  Sciences-National  Research Counci l  

Peter G .  Lykos 

The National Science Foundat ion (NSF) make s  grant s to support innovative 
projects  in the science s , designed to create or discover new knowledge 
and , to a les ser extent , to teach and/or di sseminate new knowledge . The 
Research Directorate , one of five compris ing NSF ,  accounts for hal f  the 
NSF budget .  The total NSF budget is surpri sing ly modest , about the same 
as that o f  the Chicago Pub lic Schoo l Sys tem or about hal f a b i l l ion dol­
lars per year . The Chemis try Section in the NSF Research Directorate , 
accounts for some of  the NSF support for chemis try . Other parts o f  the 
NSF such as the Offices of Computing Activi ties and Science Information 
Service account for a nontrivial portion. 

Within the NSF , crystal lography is  not singled out programmatical ly 
and exp licitly as such . At l east three NSF Sections support crystal lography , 
namely ,  Earth Sciences , Mo lecu lar Biology , and Chemistry .  In Fiscal  Year 
7 1  (July 1 ,  1970 through June 30 , 197 1 ) , the grants with crys tal lography 
as a principal component were as fo llows : 

No . o f  Grants 

Chemis try 42 

Earth Sciences 17 

MO lecu lar Biology -11_ 
To tal s  (prorated for 1 yr . ) 82 

Total Grants 

$1 080 000 

480 000 

780 000 

$2 340 000 

Computer Cost  Included 

$ 143 000 

32 000 

98 000 

$273 000 

This does not inc lude crys tal lographic work done in the Material Sciences 
Research Laboratories es tablished by the Advanced Research Projects Agency 
(ARPA) o f  the Department o f  De fense , for which responsib i l ity i s  in the 
proces s  of being trans ferred to NSF . There is  increas ing pres sure on 
NSF to recognize that certain crystal lographic techniques have become 
routine and an estab lished part of science and technology, the conduct 
o f  wh ich i s  no longer e ligib le for NSF support in and for and by i t se l f .  

Th e  Office o f  Computing Activities , part of NSF ' s  Directorate o f  
Nat ional and International Programs , has three Sections , name ly ,  Computer 
Science and Engineering (CSE) , Computer Innovat ions in Education (CIE) , 
and Computer App lications in Research (CAR) . I came to the NSF last 

* 
The opinions expressed here do not necessar i ly reflect the po l icies o f  

the National Science Foundat ion or the Nat ional Research Counc i l .  
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summer to design a fourth Section , Computer Impact on Society (CI S ) . 
While doing that , I am functioning as Program Director for Special 
Research Resources in CAR. In that capacity I shaped two programmatic 
thru s t s , name ly ,  hierarchical computing for laboratory automation ,  and 
computer networking to support research . The networking effort is  being 
sp l i t  off and expanded into a trial National Science ( Computer) Network , 
described at the Apri l 13 , 1972 EDUCOM Conference on Networks and Higher 
Educat ion. Who wi l l  admini ster that network? What computer/communication 
network techno logy wi l l  be used?  When wi l l  signi ficant funding be avai l­
able?  Answers to these and other important operational ques t ions need 
to be known before the deeper prob lems of comput er resource sharing via 
networking can be addres sed . 

The Office of  Comput ing Act ivities was the vehicle through which 
the NSF subsidized the creation and expansion of  campus comput ing cen­
ter s . It initially had a primary focus on supporting research , but 
added an increas ing , albeit  mode s t , component o f  educationa l  support dur­
ing the l i fe of the Ins titutional Computing Services ( ICS) Program. The 
ICS Program was terminated abrupt ly and without warning about two years 
ago , leaving many university computing centers in serious financial 
trouble . The following tab le reveals the annual grant tota l s  for the 
ICS Program, and for the line items in basic research grant s for com­
putation :  

FY ' 68 ' 69 ' 70 ' 7 1  

No . Basic Research Grant s 3917 4146 4041 467 9  

No . with Computational Support 870 147 5 1544 1682 

Total Computat ional Support 
in Basic Research Grants $4. 5. M 5 . 6  5 . 5 6 . 5  

Total ICS Grants $ 10 . 6  M 6 . 5  6 . 5 1 . 6  

As grants are made for varying numbers o f  years , as ICS grants inc lude 
purchase of equipment which may be operated for as long as five years , 
and as the computational support in research grant s i s  as listed in the 
grant and no t the audited total , i t  would be difficult to interpret 
these numbers on a year by year bas i s . However , certain qualitative 
conc lusions are c l ear , namely , that total NSF expenditures  for computa­
tional support of research ( inc luding ICS) has decreased steadily ,  per­
hap s by a factor of 2 ,  since 1967 , wh i le the number of research grants 
containing computational support has increased steadi ly ,  by a factor o f  
2 ,  s ince 1967 . 

The recent survey of  computing activities at 2800 co l leges and 
univers ities by John Hamblen ,  covering FY 7 0 , reveals that the total 
expenditures for all computing in higher education was about $47 2 000 000 
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and that the data co llected sugges t  $512  000 000 for FY 7 1 .  Thus o f  
a l l  expenditure s  for computing i n  higher education , NSF support account s 
for about 2%.  

Increasingly the true power of  the computer , name ly as an informa­
tion proces s ing machine , is coming to be uti lized in support of scienti fic 
research . This i s  reflected in the NSF in the recent reorganization of 
the Office o f  Science Information Servi ce (OSIS)  which is increasingly 
concerned with machine-based systems o f  information storage , hand l ing , 
and retrieval . Unti l  recent ly , OSIS concerned itself  primar i ly with 
scient i fic l i terature , and with reference s  thereto . Now the support o f  
proj ects dealing with storage , hand ling , and retrieval o f  scient i fic data 
has become a maj or concern .  Indeed those  computer app lications cons idered 
as typica l "number crunching" prob lems inc lude data-bas e  management and 
file  handl ing as an important , i f  not as the mo s t  important , component . 
And a large increase in "data pressure" , such as avai lability of  the Cen­
sus data , and NASA ' s ERTS-A (schedu led to go up in June 7 2 )  and ERTS-B1 1  
( s cheduled for June 7 3 )  earth- surve i l lance remote sensors producing 10 
b i t s  o f  information per day , emphas ize the need for cons iderab le research 
in the hardware/ s oftware prob lems of the col lection ,  reduction , s torage , 
and retrieval of  massive amounts o f  informat ion on a scale hitherto not 
serious ly contemp lated . 

Leaving the ro le o f  the Nationa l Science Foundation in comput ing 
in science , as thi s  Symposium was ini t iated by the Nat ional Res earch 
Counci l ' s Committee on Computers in Chemistry ,  i t  i s  re levant to examine 
briefly how the National Academy o f  Sciences-National Research Counci l  
is  address ing the subj ect . About the same t ime the Nat ional Research 
Counci l ' s  Divis ion o f  Chemis try and Chemical Techno logy e s tab li shed the 
Commi ttee on Computers in Chemi stry , the National Academy of Sciences 
formed joint ly with the Nat ional Academy o f  Engineering a Computer Science 
and Engineering Board (CSEB) . This Board has concerned i t s e l f  wi th s tudy­
ing and making recommendations on the more global prob lems posed by the 
large enhancement in informational  techno logy brought on by invention and 
pro l iferation of the informat ion process ing machine concomitant ly with 
deve lopments in on- line mas s s torage devices and ease of  interface to our 
telecommunications sys tems . Congres sman Jack Brooks o f  Texas has reques­
ted $ 100 000 000 (H. R .  13  200 ) to enab le the National Bureau of  Standards 
to expand its  research and deve lopment o f  s tandards in a l l  areas o f  in­
format ional techno logy .  The proposed legis lation provides for ut ilization 
of the CSEB as an advisory board . 

On the other hand , the Nat ional Research Counci l  in its  Commi t tee 
on Computers in Chemi stry has also a discip line-oriented approach to the 
problem. This Committee was responsible for init iating in 1970 with 
support from NSF a s tudy o f  Computational Resources for Theoretical Che� 
is try .  A report o f  the first  stage o f  thi s  study was pub l i shed a year 
ago . A more comprehensive study o f  the feas ibility and desirab i l i ty of 
a national laboratory for computat ion in chemis try i s  now in progres s  with 
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joint support of the Office of Computing Activities and the Chemistry 
Section of NSF. 

A s imilar dual s ituation is developing within the Nat ional Science 
Foundat ion. Should the discip lines assume more of the responsibi lity 
for computer support in their fie lds through , say , the support of disci­
pline-oriented regional or national facilities , or should a p lura listic 
approach be adopted where regiona l or national computer resources are 
deve loped , without regard to the particular disciplines or sub-disciplines 
served? Discipline-oriented centers of nat iona l scope are already in 
existence with NSF support . Among these are the Nat iona l Center for At­
mospheric Research , a facility providing massive computer and other large­
scale specia lized equipment support to university researchers as well  as 
to it s in-house staff , and the Computer Research Center for Economics and 
Management Science , deve loping under a five-year grant from NSF to the Na­
tiona l Bureau for Economic Research , which is purchasing its needed com­
puter services actually from an off- site supp lier . 

Two computer- communication network developments should be noted. 
Fir st ly ,  pub lic institut ions of higher learning in many states are organ­
iz ing themse lves on a state-wide bas is for computer service and resource 
sharing . Secondly ,  commercial computer-communication networks of nat ional 
scope already exist (Tym-ne t ) , or are well along (DATRAN , part ial opera­
tion scheduled to begin in Fall  1973) , or wi l l  short ly become avai lab le 
(DoD ' s  ARPA Network already in existence to be transferred within the 
next two years to a commercial operat ion) . 

I hope this brief overview of selected NSF and NAS-NRC computer­
in- science act ivities is informative and wi ll  aid the crystal lographic 
community in determining what collect ive act ion , if any , it ought to 
take . 
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The Nat ional Inst itutes of  Health and Computat iona l Needs 
and Re source s in Crys tal lography 

Michae l A. Oxman 

The mis s ion of the National Ins t i tutes of Hea lth is to improve the health 
of the Nat ion through research , educat ion , and the exchange of knowledge . 
Because of its  mi ssion orientation , there are no forma l  programs dedicated 
to further deve lop ing techno logy itself  in the basic sciences . Ins tead , 
NIH provide s financial support for research proj ects designed to increase 
our medica l knowledge base or to so lve specific health-re levant prob lems . 

Wi th respect to the fie ld o f  X•ray crystal lography , primary NIH 
support i s  through research proj ects  on a prob lem by prob lem bas i s . In 
Fisca l Year 197 2 ,  for examp le ,  207 proj ects that involve crystal lography 
are being supported (Tab le 1 ) . Of these , 61 have crysta l lography as a 
primary emphas i s  term wi th the majority being funded by the National In­
stitute of General Medical Sciences and the National Inst i tute of Arthri t i s  
and Metabo lic Diseases ( Tab le 2 ) . 

One excep tion to NIH ' s  emphasis  on research proj ects , which relates 
to the purpose  of todays meeting , i s  the Biotechno logy Resources Program 
o f  the Biotechno logy Resources Branch (BRB) , Divi s ion of Research Resources . 
The BRB estab l i shes and supports regional resources that make avai lab le 
sophist icated techno logies on a broad base to the biomedical research 
community . In addition to providing a service funct ion , each resource i s  
responsible for promoting strong core research and deve lopment i n  i t s  
techno logy , engaging i n  co l laborative efforts between resource core scien­
t i s t s  and members of the user community unsophist icated in the use of the 
techno logy , and providing an arena for training in that techno logy for 
both future techno logists  and biomedical researchers . Areas included in 
the BRB program are b iomedica l  comput ing , mas s spectrometry , nuc lear 
magnetic resonance spectroscopy , and e lectron microscopy . The BRB is the 
NIH focus for such activi ties , part icu larly in the area of biomedica l  
comput ing . Ini t ia l ly ,  the BRB program supported batch process ing systems 
primari ly (Figure 1 ) . However , over the past few years , the trend had 
been to estab l i sh more general-purpose multiaccess  sys tems and process­
control sys tems in order to  meet the needs o f  the maximum number of bio­
medica l  inve s tigator s in the most effect ive way . 

A few app licat ions have been received over the past few years to 
e s tablish regional instrumentat ion centers for X-ray crys tal lographic stu­
dies . For various reasons , none were approved for funding . It appears 
that there is insufficient demand for the analysi s  of smal l ,  biomedically 
important molecules that could be performed on a rout ine service basis . 
In addit ion , us ing present ly avai lab le techno logy , large mo lecu les require 
such an enormous amount o f  t ime and e ffort that the number of analyses 
that could be performed per year , for examp le , would be quite small . 
S ince , very few scient i s t s  could be served , support from NIH for such a 
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center appears to be unjus ti fied at this  t ime . Fina l ly ,  the maj or 
bot t leneck in the area of X-ray crys tal lography seems to be the avai l­
abi lity of appropriate crysta l s  of  macromo lecules and no t the acquisit ion 
or process ing of data . 

None of  the computer resources funded by the BRB provide any sig­
nificant computationa l support to X-ray crys tal lographic s tudies except 
the centers at Co lumbia Univers i ty and Princeton University .  Both ,  how­
ever , are rather special ized in that they are oriented toward computer 
graphics and model bui lding , not large- scale number- crunching operations . 
Since BRB support bridge s many areas of science and techno logy that re­
late  to heal th research , it would be outs ide the mis s ion of the program 
to deve lop a center limited to one specific fie ld of research . On the 
other hand , as part of their overall service responsibi lities , a few 
centers supported by BRB current ly provide limited computat ional support 
to crystallographers .  Although other centers are not providing such 
services at pre sent , many have the neces sary capaci t ies  and capabi lity 
for doing so . Certainly many general-purpo se univers i ty systems also 
can accommodate the crystal lographer ' s computational requirement s .  

In summary , i t  seems mo s t  prudent to take advantage of the tre-
mendous computational capab i l i t ies that are now avai lab le . Many compu­
tation centers , especia l ly those based on large computers , are underuti• 
lized to various degrees . Therefore , selective upgrading o f  exis t ing systems 
and developing an appropriate communications network between crys ta llo­
graphy laboratories and appropriate computer fac i l ities could result in 
a national system adequate to meet the special comput ing needs of X-ray 
crystal lography . 

The BRB wil l  continue i t s  effor t s  to reduce the research overhead 
of NIH- supported investigators by supporting computers , and is at present 
gathering a knowledge base to determine what shared biomedical resources 
wil l  best meet the needs of  NIH ' s  c lientele . 
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Table 1 Grants  Funded by PHS During FY 1972 to Support Re search Involving 
Crystal lography , by Dol lar s 

PRIMARY EMPHASIS INDEX TERM* NUMBER OF GRANTS 
Crystal loaraphy 

Co.puter Analysi s  6 
Co.puter Iaage Proces s ing ' Di spl ay 1 
Co.puter Progr ... ing 4 
CO.puter, Man-CO.put er Int eract ion 1 
eo.puter Stau l at ion 2 
No Secondary CO.puter Tera 28 

X-Ray Structure Anal ys i s  1 7  

X-Ray Di ffract ion 2 

INDEX TERM* I NOT PRI MARY 

Crystal l ography 

X-Ray St ructure Anal ysi s 

X-Ray Di ffract ion 

Neut ron Di ffract ion 

61 

NUMBER OF GRANTS 

35 

23 

85 

3 

1 4 6  

TOTAL NUMBER OF GRANTS = 207 

TOTAL FY 1 972 DOLLARS = $ 5 , 98 1 , 000 

TOTAL FY 1 972 DOLLARS 

$ 26 6 , 000 
1 53 , 000 
1 1 6 , 000 

-0-
71 , 000 

801 , 000 

557 , 000 

1 48 , 000 

$ 2 , 1 1 2 , 000 

TOTAL FY 1 972 DOLLARS 

$ 684 , 000 

1 , 1 1 3 , 000 

2 , 035 , 000 

37 , 000 

$3 , 869 , 000 

*The Div i sion of Research Grant s ,  N IH ,  maint ains a dat a system on funded prograas . 

Each grant appl icat ion is coded accord ing to keywords chosen to describe t he proj ect . 

Keywords t hat describe t he bas i c  research effort are l i st ed as PRIMARY EMPHASIS 
INDEX TERM . Ot her keywords l isted as INDEX TERM . 

84 

Copyright © National Academy of Sciences. All rights reserved.

Computational Needs and Resources in Crystallography: Proceedings of a Symposium, Albuquerque, New Mexico, April 8, 1972.
http://www.nap.edu/catalog.php?record_id=18587

http://www.nap.edu/catalog.php?record_id=18587


Table 2 Grant s FUnded by PHS During FY 1972 to Support Research Invo lving 
Crystal lography , by FUnding Unit  

AWARDING ORGAN I ZATION NUMBER OF GRANTS FUNDED 
Nat ional Inst itutes of Health 

Al l ergy and Infect ious Diseases 1 1  

Arthrit is and Metabol ic Diseases 41  

Cancer 1 6  

Chi l d  Health and Human Development 1 

Dent al Research 1 7  

Eye 3 

General Medical Sc iences 83 

Heart and Lung 18 

Neuro l ogical Diseases and Stroke 1 2  

Research Resources 1 

Env ironment al Health Service 

Air Po l lut ion Contro l  

8 5  

TOTAL 203 

4 ........... 
TOTAL 4 
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Computer Support by The Atomic Energy Commiss ion 

James F .  Wagner 

Let me set the s tage for my discussion by presenting a few genera l sta­
tistics  on the automated data proce ss ing equ ipment in the AEC . As of 
June 30 , 197 1 ,  there was a total of  954 "computers " in AEC ' s inventory . 
However , you have to be care fu l in analyzing thi s figure . Of the 9 54 ,  
over 7 50 are smal ler computers used for the mo s t  part i n  on- line control  
and data col lect ion .  As  a mat ter of  fact , only 201  cos t  more than $200 000 . 
This level of  cost i s  signi ficant to AEC because most of our management 
and control effort is spent on those above the $200 00 0 cos t  leve l .  

AEC ' s budget for maj or computers has been about $35 - $40 mi l lion 
per fiscal year . If one looks at the increasing cos t  for computers , i t  
becomes obvious that i f  our avai lab le do l lar were to remain re latively 
cons tant the number of computers we could buy would be les s .  ntis  i s  
one reason for seeking new approaches t o  acquiring computers , such as  
the multip le- computer deferred-payment approach which I describe later . 

As of June 30 , 197 1 ,  our tota l investment in automated data proces­
s ing equipment was about $327 mi l l ion . Of thi s amount , $250 mi l lion or 
almo s t  7 5% was located at  the fo l lowing 13 maj or ins ta l lations : 

Location 

De fense Estab lishments 

Los Alamos Scientific Laboratory 
Lawrence Livermore Laboratory 
Sandia Laboratories (Livermore and 

Albuquerque) 
Bett is Atomic Power 
Kno lls Atomic Power Laboratory 

(West inghouse ) 

Civi l Estab lishment s 

Argonne Nat ional Laboratory 
Brookhaven Nat ional Laboratory 
Oak Ridge Nat ional Laboratory 
Lawrence Berke ley Laboratory 
Stanford Linear Acce lerator 

Center 
Bendix Corp . 
Oak Ridge Computer Technology Center 
Savannah River Laboratory (DuPont ) 
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Do llar Investment 
(in mi l l ions ) 

$39 
37 
3 6  

1 6  
15  

21  
15  
15  
14  

9 

12 
12  

8 
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How Much MOney Does the AEC Spend in Support 
In Mi l i tary-Re lated Research ?  

Table 1 gives a summary of AEC ' s  operating cost s  for R&D . A total 
of  $ 1374. 6 mil l ion wi l l  be spent on R&D in FY 197 3 .  Of this amount , 
55 . 1% i s  for nondefense-re lated R&D , represent ing an increase in the 
nondefense-re lated R&D over FY 197 1 of about 10% and over FY 1972 
of 6 . 7%.  Whi le the defense-re lated support from FY 197 1 to FY 1973 
remains relative ly constant , the nondefense-related support shows 
an increase .  Total R&D p lant cons t ruction in FY 1973 wi l l  be $ 1 . 6 
mil l ion. 

Tab le 1 U. S .  Atomic Energy Commi s s ion - Summary of Operating R&D 
Cos t s  (Based on FY 1973 Budget to Congress )  ( In mi l l ions ) 

FY 1971 FY 1972af FY 1973 
% of % of 

Amount Total Amount Total Amount 

Total R&D $ 1302 . 9 100 . 0 $ 1307 . 8  100 . 0 $ 1374 . 6 

Defense-Related 6 15 . 2 47 . 2  597 . 7  45 . 7  616 . 6  
Non-De fense 687 . 7  52 . 8  7 10 . 1 54. 3 7 58 . 0  

Total Research 429 . 0  100 . 0  427 . 2  100 . 0  454 . 1 

Defense-Re lated 7 0 . 7 16 . 5  69 . 5  16 . 3  77 . 8  
Non-De fense 3 58 . 3 83 . 5  3 57 . 7  83 . 7  376 . 3  

Total Development 873 . 9  100 . 0  880 . 6  100 . 0  920 . 5  

Defense-Related 544 . 4  62 . 3  528 . 2  60 . 0  538 . 9  
Non-Defense 329 . 5 37 . 7  352 . 4  40 . 0  381 . 6  

�/ Inc ludes proposed supplementa l total l ing $ 10 . 0  mil l ion. 

% of 
Total  

100 . 0  

44. 9 
55 . 1 

100 . 0  

17 . 1  
82 . 9  

100 . 0  

58 . 5  
41 . 5 

Percent 
Change over 
FY 1972 

+5 . 1 

+3 . 2  
+6 . 7  

+6 . 3  

+l l . 9  
+5 . 2  

+4 . 5  

+2 . 0  
+8 . 3  

Wi l l  the Planned Acqu i s i t ion of New-Generat ion Computers 
at the National Laboratories Provide Exces s  Comput ing Power?  

That can be made avai lab le to  research workers in univers i t ies on a large­
s cale basi s ?  If  so , does the AEC have any specific p lans for accom­
p l i sh ing this  or wi l l  thi s be left up to the individual laboratory? 

The inst allation of  "new"-generat ion computers at the nat ional 
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laboratories wi l l  be the resu l t  of  what is known as the MCP (multiple  
computer procurement ) .  Some t ime back ( Fall  197 0 ) , one manufacturer 
proposed that the AEC buy several of the large computers , all  to be 
instal led within a six-month period but payment to be spread over four 
or five years . It was decided that the mat ter should be pursued further 
but on a competitive basis . A review of current needs of the various 
instal lat ions was made and it  was determdned that i f  the money were 
avai lab le , seven locations cou ld justify the acquisition of a new large­
scale computer . Contact was made with the General Services Adminis tration , 
a reques t - for-proposal was prepared and is sued , and responses from manu­
facturers were received . A special task force is  current ly (Apri l 197 2 )  
evaluating the proposals . It is  hoped that a selection wi l l  be made soon 
and contract negotiat ions can begin. The seven locat ions invo lved are : 

1 .  Lawrence Livermore Laboratory (LLL) 
2 .  Stanford Linear Acce lerator Center ( SLAC) 
3 .  Lo s  Alamo s Scienti fic Laboratory (LASL) 
4.  Argonne Nat ional Laboratory (ANL) 
5 .  Union Carbide Corp . - Oak Ridge Computer Technology Center (CTC) 
6 .  E .  I .  du Pont de Nemours & Co . , Inc . - Savannah River Laboratory (SR) 
7 .  Brookhaven Nat ional Laboratory ( BNL) 

Fir s t  of all , if there wi l l  be any substantial amount of time on 
these machines that wi l l  be avai lable for use by others , we are not 
aware o f  it . The inclusion of these locations in the MCP was based on 
the need for each of them to increase the ir comput ing capabi l ity to 
meet their in-house programmatic requirements .  Average month ly utili­
zat ion figures  at these locations for the ir major computers are as  fo l­
lows : 

Locat ion Computers Avg. Hours Per Month 

LU CDC 7 600 ( 2 )  696 
CDC 6600 ( 3 )  6 8 1  

SLAC IBM 360/ 9 1  560 

LASL CDC 7 600 585 
CDC 7 600 603 
CDC 6600 630 
CDC 6600 624 
CDC 6600 518 

IBM 360 / 50 / 7 5  668 

CTC IBM 360 / 50/65  553 

SR IBM 360 / 65/  MP 476 

CDC 660 ( 2 )  657 
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As can be seen , these machine s are used at near capacity . The acquisi­
tion of  the new computers wi l l  provide needed addit ional capacity .  In 
so� cases , the new machine wi l l  rep lace some exi s t ing equipment and in 
o thers the new machine wi l l  supp lement exi s t ing capabi lity .  If i t  
turned ou t that for a short period o f  t ime in the beginning there was 
some avai lab le capacity , we would leave i t  up to each of the fac i l it ie s  
t o  make the time avai lab le t o  o thers . There wou ld b e  no central direction 
from AEC - at least from the contro l ler ' s office . 

How Much Outside Comput ing i s  Present ly Being 
Done at the AEC Large Computer Ins tal lat ions ? 

In discuss ing the "outs ide computing present ly being done at the AEC 
large computer insta l lat ions , "  there are two ways of  looking at the 
question . One is to what extent are we (AEC) us ing computers located 
out s ide the AEC , and the second is how much comput ing are we providing 
to other Government users . It must be unders tood that i t  is  not AEC ' s 
po licy to provide computer t ime to non-Government users or for non­
Government use . We can provide some do l lar figures on the out s ide t ime 
purchase and hourly figures on t ime provided to o ther Government users , 
but no t without qualifying them. 

The number of hour s purchased by AEC insta l lations is not pract ical 
to provide . �ch of thi s  t ime is for t ime- sharing and the ' 'hours "  are 
not cons istent . Do l lars , however , can be provided . These do llars are 
for t ime acquired from "connnercial"  sources . "Commercial" does not 
inc lude t ime acquired by univers i ties and o ther con tractors where the 
computer is used as a part of the performance of some other task . For 
the s ix-month period ended June 30 , 197 1 , the fo l lowing amount s were 
spent for ou tside computer services by the various ins tal lations : 

Cost  o f  Computer Time Acquired from Commercial Sources 
for the Six-MOnth Period Ended June 30 , 197 1 

Location Amount 

Sandia , Albuquerque $36 686 
Sandia , Livermore 1 1  639 
LAS4

* 45 983 
BNL 937 
ANL* 26 294 
NAL 33 407 
NYU None 
ORNL 94 890 
WADCO 41 925 
LBL 1452 
LLL* 5428 
SLAC* 9679 * 
OR-CTC 15 248 
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* 
SR 
O thers 

Total 

1673 
354 604 

$679 935 

*Instal lations included in the Multip le Computer Procurement 

And the fo l lowing figures show the amount of t ime ( in hours ) provided 
to other Government users for the s ix-month period ended June 30 , 197 1 :  

Locat ion 

Love lace 

IASL 

Sandia , AL 
BNL 
INC 
NYU 

Carbide , CTC 

Carbide , ORNL 
LBL 

Total 

Equipment 

B5500 

6600 
140 1 
7 600 

3600 
6600 
360/75  
6600 

7090 
360/ 50-65  
360 / 7 5- 9 1  

( 2 ) 6600 

Number of hours 

l l3 

1205 

14 
297 
133 

1005 

15 

770 
964 

45 16 

Economics and Efficiencies of Large Regiona l Computer Centers 

lbe contro l ler ' s office has encouraged the e s tab l i shment o f  "regional" 
center s or , more accurate ly , the centra lization of computer capabi lity 
to serve severa l users . This effort has been acknowledged by members 
of Congres s .  Evidence of  locations where the type of operation exi s t s  
i n  AE C  i s  the IBM 360/75  a t  the Nat ional Reactor Tes ting Station , Idaho 
Fal ls , the Univac 1 108 (CSC) and IBM 7090 at the Hanford Laboratory , 
the CDC 6400 at the Nevada Test  Site , the Comput er Techno logy Center at 
Oak Ridge National Laboratory , the comput ing center serving Argonne 
Nat ional Laboratory and the Nat ional Accelerator Laboratory , e t c .  All  
of these "centralized" instal lations exi s t  as the resu l t  of  a s tudy 
made to determine the best way to meet the data-processing needs o f  a 
given number of  users . 

General ly speaking , i t  i s  probab ly more economical and more effi­
cient to have one or more larger computers than it  is  to have severa l 
smal ler one s .  You get a greater capacity and i t  cost s  you p roport iona l ly 
les s .  Some peop le say that for an increase of  two in do l lars you can 
get up to eight in increased capabi lity.  There are the advantages o f  

9 1  
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larger memory , faster memory , and larger storage . The larger computers 
have general ly bet ter and more efficient operating systems . 

The contro ller ' s  o ffice encourages central ized computer facilities 
for basical ly two reasons . Overa l l  cos t s  should be les s and it  i s  eas ­
ier t o  j us t i fy the need for capital funds for a computer i f  several users 
are to be served . 

DISCUSSION 

Lowrey: Dr . Lykos was talking about the es tabli shment o f  a computer 
network , and obvious ly you ' re going to need people to use i t .  
Wi ll  a certain amount of  funds , o r  percentage of  funds , be avai lable 
essent ial ly to try using this  kind of computer network? Wi l l  one 
be able to jus t i fy computer support for the purpose of s imp ly util­
izing and experiment ing with the sys tem you ' re sett ing up? 

Lykos :  By way of  background to your question , the Nat ional Science 
Foundation for something like a dozen years gave money to univer­
s ities to help bui ld up the univers i ty computation centers for re­
search and education .  That was the computer facilit ies program ( ICS) . 
When abrupt ly terminated , i t s  annual budget had decreased to somewhat 
over 6 mil lion dol lars a year . That ac tivity , primarily ,  became 
the Computer Applications and Research Section (CAR) o f  the Office of  
Computing Act ivi tie s . Because the user community hadn ' t  really assessed 
i t s  use of the computer for research , and the cos t s  associated with it , 
there was real ly no case that could be made for rechanne ling those  
funds in  specific ways through the discip l ines . Accordingly the CAR 
budget is  subs tantially smaller than the sum of the budgets  o f  the 
programs out of which it was shaped .  

Perhaps I didn ' t  emphas ize sufficient ly that the big problem i s  
not the adequacy of  computer network technology . It ' s  very c lear 
through the ARPA Ne twork , for examp le , that the technical workabi lity 
of  computer networking is  being demonstrated . The main problem facing 
us is the finding of specific applicat ions that reveal how research 
can be enhanced through ne tworking . To what extent this can be done 
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wi thin the Nat ional Science Foundation ' s  new program is  somewhat 
up in the air at the moment . This new thrust reques ted impac t 
money simi lar to what was used last year for the demons trat ion of 
computer a s s i s ted instruction . As far as I know , the reques ted im­
pact money for this  coming fiscal year i s  not forthcoming . Con­
ceivably in the succeeding years laid out for thi s  proj ect , i t  wi l l  
b e  there . 

Certainly , some CAR support wi ll  have to be provided for the 
purpose of  demonstrat ing the use o f  computer networks , and that has 
already been done in the current fiscal  year , in three-level hier­
archical computing for laboratory automation , for examp le , and in 
certain experiment s in computer-network-ass i s ted research . But 
this  cannot be done in an extensive way by the Office of Comput ing 
Act ivi ties alone in the National Science Foundation . With in the 
NSF ,  the Office of Computing Activities  is  a channe l between the 
world of computers and the other discip lines through i t s  Computer 
App lications in Research Sect ion . Unless  some o ther parts  of 
the Nat ional Science Foundat ion ( in particular the Research Direct­
orate) become alerted to the comput ing needs of the scient ific com­
munity , and unle s s  they reexamine their priorities along thi s  line 
and act accordingly , then the experiment may very we ll fai l .  So , 
computer-us ing researchers ,  the bal l is  in your court .  

Williams : Mr .  Wagner , I wonder if  you cou ld communicate to us the pro­
gre s s  being made on the multip le computer procurement with respect 
to Argonne and NAL? 

Wagner : I ' m no t begging of f your question , but I ' m not privi leged with 
much information . I know just about as l i t t le as you do about i t  al­
though I was in on it  at the beginning. But right now the AEC is  
in the process o f  reviewing the proposals from the manufacturers on 
the basi s  of the request  for proposals that went out which includes 
the stipulation on the non-conversion cos t  considerat ion. By May 
1 s t  a selec tion wi l l  be made , Argonne ' s inc luded with the o ther s ix ,  
and I cannot tell  you much more than that . One thing that I should 
ment ion. It ' s essent ia l  that we do all  we can in that multip le pro­
curement to  get compet i t ion. Although we ' re accused of being bureau­
crats ,  peop le don ' t realize the number of pressures we have . For 
ins tance , some vendor wi ll  run to Congres s c laiming that we ' re not 
considering his  tape uni t s  when we buy an initial IBM sys tem. Wel l ,  
that ' s a great thing to say but how do you do it?  They go  to Congress 
and they go to GAO , and we get comp laints right and left . So in the 
multip le procurement we do our level best to as sure competition. As 
far as the s tatus of the procurement , May 1st is the date for selection 
and June 1 5 th for the negotiation of contrac t s . The fir s t  de livery , 
I think , would probab ly be sometime in the fall , but not at Argonne . 
The first  delivery wou ld probab ly be at  Savannah River . 
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Donnay : If  I understood you proper ly , you told us that a manufacturer 
who had six machines for sale went to you and made this offer . Is 
i t  rea l ly the manufacturer who shou ld ask for a computer? Here we 
have seven out standing research centers and , from what you say , they 
didn ' t  ask for the computer- - i t  was the manufacturer who figured out 
they needed one . Is that the way it should go? 

Wagner : I didn ' t cover this  point but I said that at a l l  seven labora­
tories we reviewed their needs and saw that they needed computers . 
But we only get 3 5-40 mil lion dol lars a year to buy them. With six 
or seven laboratories in AEC and on a 3 5-40 mi l l ion dol lar leve l  a 
year , we can ' t buy them al l a maj or computer . What the manufacturer 
did was say , "Okay , we know you need them but you can ' t get them be­
cause of  the budget process . We ' l l show you how you can . " Now, for 
ins tance , the program divisions in the Atomic Energy Commds sion in 
1973 asked for 121  mi l l ion do l lars for what they needed in the compu­
ter area.  We know we can only get between 30 and 40 mi l lion do l lars . 
We have never had a computer item cut out o f  the AEC budget by Con­
gres s  because we ' re real istic  when we go in wi th the request . But 
we know we ' re not get t ing what we need . Al l the laboratories had 
requested them in the budgets  but they didn ' t succeed in surviving 
the budget cut . When the manufacturer came in and gave us this 
opportunity , we j umped at i t .  We a lready knew we needed them;  the 
laboratories had to ld us that . The manufacturer just  gave us a 
means of  get ting them quicker . 

Freer : Do you anticipate that the 7 600 at Lawrence Berkeley Laboratory 
wi l l  be going on the ARPA Network soon? 

Wagner : I don ' t know anything about i t .  There i s  an internal AEC 
communicat ions network . To be honest wi th you , the firs t  t ime I 
heard about the ARPA Network was today . 

Sayre : A few days ago I received a letter s tating that the Nat ional Re­
search Council , Divi sion of  Chemi s try and Chemical Techno logy , i s  
sponsoring a s tudy of the feasib i lity and des irabi lity of a Nat ional 
Laboratory for Computation in Chemistry. The s tudy i s  divided into 
7 sections , of which one concerns chemical s tructures .  Has this 
study come to the at tent ion of the speakers ,  and i f  so can they tell 
us a l i t t le more about i t ?  

Lykos :  There i s  a feasib i lity s tudy under way to look at the question 
o f  a nat ional laboratory for theoretica l  chemistry .  That ' s a seque l 
to a two-day conference that was held in Bethesda in May 1970 , where 
the general que s t ion of computat ional support for theoret ical chemis­
try was cons idered . Even though that was a short conference of two 
days duration , as  a result there emerged a c lear sense of  direction 
that this question merited an in-depth s tudy . The feasibility s tudy 
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was put in the form of a proposal from the National Academy of 
Sciences to the Nat ional Science Foundation , was funded , and is  
in fact under way . 

The feas ibi lity study has been made more comp licated , however , 
because although it  was conceived by chemists , in terms o f  the prob­
lems that chemists  are facing today , the Academy ' s Committee on 
Science and. Pub lic Po licy in reviewing the report of the Bethesda 
conference charged the fo l low-up study with a l l  the prob lems of  
scient i fic computing in  research in  higher educat ion . Those same 
questions that were posed in Dr .  Harvey Brooks ' s covering letter , 
by the way , were a l so sent to the NSF Office o f  Comput ing Act ivi ties 
for react ion , and the OCA response is  on record . 

So , the feasibi lity study is  under way with the awareness  that 
some o f  the ques t ions to be addres sed transcend chemistry . There seems 
to be a genera l fee l ing that discip l ine-oriented centers ought to come 
into being ; according ly thi s particular study wi l l  be fo l lowed wi th 
interest by a large audience . 

The feas ibi li ty study group is  being led by Profe ssor Kenne th 
B .  Wiberg , a phys ical-organic chemist  at Yale University and a member 
of the National Academy of Sciences . The s tudy group invo lve s  theo­
retical chemists , experimental ist s ,  computer scientist s , and repres­
entat ives  from academia , government and industry .  There wi l l  be a 
first general  meet ing o f  the study group on May 5th and 6th to get 
a first cut at  the position papers now in preparation. The final 
report should be in hand by October . 

Sayre : The panel on structural studies is  due to meet , I understand , on 
Apr i l  24 . It would seem appropr iate for any conc lusions we may arrive 
at today to be reported to that meet ing . 

Hami lton :  I am on that Subpane l ,  Dave , and my intent ion i s  t o  present 
a ful l  report of this meet ing at that t ime . 

Dewar : I must say I have a react ion to the report from the AEC . I 
find a severe discrepancy between c laims to competence in the pro­
curement of  large computers and ridiculous c laims to  Congress of 
99% ut i l izat ion . I ' d l ike to ask i f  AEC , at least  interna l ly ,  has 
more accurate ut i lization figure s , because this type of estimate 
makes no sense and is  c learly unrea l i s t ic . 

Wagner : The Control ler of AEC , Mr .  John P .  Abbades sa ,  fee l s  that utili­
zat ion i s  the key to what we get .  What we do about inflated util iza­
tion figures , I do not know. The way the u t i l izat ion is reported to 
us is  determined by requirements set by the Office of Management and 
Budget . If you ' re talking about the figures I quoted from the · test-
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imony to Congress by Livermore ,  I am not going to argue with you 
about what they are running on the machine , because I am not in that 
kind of capac i ty .  If the kind s of things run on the machines should 
not be run , then somebody ' s going to have to say that , and I am not 
about to , because I cannot go to Brookhaven or Oak Ridge or Livermore 
and look at what they ' re running and tel l them they shouldn ' t be run­
ning it , if that ' s what you ' re telling me .  

Dewar : My concern is  that i f  AEC is  in a pos i t ion where it  feels i t  has 
to say there is a hundred percent util izat ion , it  may not be in a 
position to know for i t s e l f  whether there i s  t ime avai lable for pos­
s ible distribut ion elsewhere . 

Wagner : I do not think p laces like Livermore and Sandia and Lo s  Alamos 
were pretending that there ' s a hundred percent ut i l izat ion , because 
it ' s a 24-hour day , 7-day week operat ion .  The only other thing you 
can say is that some usage is redundant , and that ' s what I 'm te l l ing 
you I ' m not going to argue about . But they are us ing 24-hours a day , 
7 days a week , and tho se are the ones that were quoted ,  Los Alamos 
and Livermore . 

Larson : We do have at Los Alamo s what we ' l l  cal l  a zero priority situa­
tion , where if there is free t ime on the machine a j ob wi l l  be run 
free of charge . Approximately the first of February I p laced a one­
hour j ob on the she l f ,  and it  has not been run yet .  Does that an­
swer what you ' re asking about free t ime? 

Wi l liams : We have the same thing at Argonne , zero priority . 
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Ses sion IV 

Comput ing Centers and Networks 

Ses sion Chairman : S . C . Abrahams 
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Some Exper iences with Crystal lographic Systems 

James M. Stewart 

The word "syst em" especial ly as used in the context of computers is  
a very broad one . The factors to be " sys tematized" Ullst  be defined 
in each ins tance . Since the introduct ion of computers , mo s t  crystal­
lographers have made an effort to sys temat ize their computing usage 
and from this  effort there have been wri t t en a great number of useful 
programs . Some of these programs are used as a col lection with common 
ma s s - storage defini tion , common core- s torage rules , common data- input 
conventions , common output convent ions and common documentation form­
alism. These are the characteristics  o f  an "operating system" as  
usua l ly supp lied with any computer from a PDP-8 to an ILLIAC IV.  The 
comp lexity of  any given system i s  dictated by the comp lexity of the 
computer and the user demands to be a l lowed on this computer . 

In 1961  at the Univers i ty o f  Washington , D .  High , L .  H .  Jensen , 
E .  C .  Lingafe lter , B .  W.  Brown , and o thers , inc luding myse l f ,  reviewed 
the advent o f  the IBM 709 and the los s  of the IBM 650 and considered the 
possib i l i ty of producing a col lection of programs that would have the 
fo l lowing features in common : 

1 .  
2 .  

data and 
3. 
4.  

Programs that produce accurate and rapid diffraction analysi s .  
Stylized input formats for characteristic crystal lographic 

operat ions . 
Careful and detai led documentation. 
Mass s torage fi les defined . 

5 .  
p i ler.  

Independence o f  the  local computer operat ing system,  and com-

6 .  Space group and setting universality .  
7 .  Provis ion for large range of  data set size , 

high- speed memory (20 000-word minimum for data) . 
8 .  Highes t e fficiency poss ible consistent with 

criteria.  

independent of 

the preceding 

The current "X-ray" system then i s  a resul t o f  these des ign cri­
teria. The authors and imp lementor& o f  the system are now given as  an 
appendix in the documentation for the system ( see p . 95 at the end o f  
this paper) . Over the years many authors have contributed codes to . 
the syst em and in each case we have endeavored to bring these codes into 
conformity with our particular cri teria. Also during thi s  t ime many 
others have wr i tten other sys tems with different or s imi lar criteria 
and features . Mbst of these effort s  have been rewarded with the pro­
duct ion of  many interest ing crystal structure analyses . 

For purpo ses of this  discus sion , I wil l  confine my att ention to 
the criteria that have been mo s t  frustrated by the immaturity of  the 
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computer field , and to the advantages and disadvantages o f  a "system" 
approach . 

The greatest difficulties  have been and are being encountered 
in our effort to be computer- , operating system- , and comp i ler- inde­
pendent . We have tried to introduce a concep t of using a subset of 
FORTRAN which we cal l  Pidgin FORTRAN in a partial ly succes s ful  at­
temp t  to achieve thi s  obj ective .  I must say , however , that one tends 
to become more and more paranoid wi th each successive FORTRAN comp i ler 
that is released . I wil l  not dwell  here on a l l  the incredible exam­
ples I have seen but wi l l  s imp ly give three , in order to give the 
flavor o f  the problem. 

1 .  One manufacturer makes the presence o f  more than "N" com­
ments in succes sion a fata l  comp i ler error · (where N is  a number smal l  
at the p leasure o f  the comp i ler writers ) .  

2. One manufacturer has one comp i ler in which a RETURN s tatement 
is required and another in which its  presence is a fatal  error . 

3 .  One manu facturer has made the statement 

I = J 

cause the movement o f  only one hal f  a word ,  whi le 

A =  B 

always causes "normalization" of B before it i s  stored in A.  

Consider the movement of a lphabetical or "packed" informat ion . 
The list  is , o f  course , much longer . 

There are also frustrations concerning word size , actual hardware 
configuration , etc . But these have turned out to be minor compared to 
the prob lems of operating- system software . It must  be emphasized that 
this  prob lem for us has been reduced to the non- equiva lence of  the mean­
ing of identical looking FORTRAN s tatements . We be lieve we have succeed­
ed in achieving reasonable interchangeability in spite of these prob lems , 
so that we are now able to make blocked magnetic tapes on the UNIVAC 
1 108 capab le of  being read , compiled , loaded , libraried , and executed 
to give the same crys tallographic results on a variety of other compu­
ters . We also be lieve that given one of the others we could carry out 
the same operation .  

When one speaks of computing cos t s , the deve lopment cos t s  shou ld 
probab ly be quoted separately from the s tructure- so lut ion costs  with 
checked-out programs . The deve lopment cos t s  for the X-ray system have 
been very high .  And much of the cost  has been in trying to beat the 
problem of the differences in the various FORTRANS . Th i s  prob lem may 
become worse because of the rapidly changing computer techno logy .  With 
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terminal operation to remote terminal s  thi s  feature of mutual compa­
tibi l i ty may lead to more and more frustrations for crys ta l lographers .  

Now to advantages and di sadvantages o f  a "system" approach to 
crystal lographic comput ing : 

The advantages are mainly those of  convenience o f  use , inter­
changeability from computer to computer , slow but steady improve­
ment in re liab i l i ty and function , and the many active users a iding in 
the check out of the codes . 

The di sadvantages are main ly those of inflexibi l ity of modi fi­
cat ion , "b lack box" effect on users , and some sacrifice in speed for 
general i ty (although for many potent ial users i t  wil l  usua l ly take a 
long time to recover the development time due to this sacrifi�e ) . 

Another problem area i s  that , despite our best e ffort s  to under­
stand operat ing syst ems of  the various manufacturers ,  there is often 
an init ial  delay in imp lementation due to the s ize o f  the system as i t  
i s  present ly ( 197 1)  cons tituted . 

In summary , I be lieve that the sys t em approach has something to 
recommend it for crys tal lographers who do not have a large enough group 
to deve lop and maintain their own set o f  programs . They are wel l  ad­
vised to consider one of the essentia l ly checked out sys tems in use ( 1 )  
and adap t it  t o  their computer o r  u s e  it  by a remote t ermina l . This is  
especial ly true for those group s whose  main interest i s  in  rout ine s truc­
ture analys i s .  On the other hand for groups with good access  to funding 
and computers and a few in-house programming crystal lographers ,  they too 
may wi sh to begin to col lect their own libraries . If  they are not keen 
to distribute their "system" they may be greatly aided by the in-house 
operating- sys tem so ftware . This is , in my opinion , an extravagent way 
to do crys tal lographic computing .  I believe that groups like this  wi l l  
find , a s  we have , that when the computer system changes they wi l l  have 
to inve s t  a large amount o f  t ime and e ffort into the conversion o f  their 
librar ie s .  

I would prefer t o  see the efforts o f  thi s  group o f  talented men 
directed to the produc tion of better s tandard codes or new methods o f  
crystallographic computing i n  an interchangeab le form. The funding 
agencies might not i ce that much o f  the programming effort of crysta l lo­
graphers in the past has gone into deve lopment and check out o f  manu­
facturers software .  Thi s item in most cases i s  charged to "crysta l lo­
graphic" computing rather than computer software development . 

(1)  On thi s  continent , Bu s ing , Hamilton , Johnson , Larson , Ahmed , 
Ibers ,  Marsh , Sparks , and many other s  have co llections of  
programs or systems in operat ion or  potential operat ion. 
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In the development of  the X-ray sys tem, we must recognize direct 
and indirect support by many different sources ,  including NSF ,  NASA , 
ARPA, the Army , the Air Force , NIH ,  AEC , the Computer Science Center 
of the Univers i ty of Maryland , the Research Computer Center of the 
University of Washington , the U. S .  Geo logical  Survey, the Nat ional 
Bureau o f  S tandards , and the Science Re search Counci l  of the United 
Kingdom. These sources of support have now become les s  acces s ible 
in a direct way because o f  the prevailing economic conditions . It 
is  s t i l l  my hope to be able to maintain , improve , and distribute the 
X-ray system by whatever means we can find . 

Appendix 

Contributors to the X-Ray System 

The X-ray sys tem has been developed over a number o f  years with con­
tribu tions from a large number of peop le . This  effort has fallen into 
three main categories -

1 .  System Editing - i . e .  the writing of  the nuc leus , maintenance 
o f  the programs ,  the wri te-up , general organization , and 
system phi losophy decisions 

2 .  Program writing - wi thout wh ich there would b e  no need for 
a system 

3 .  Syst em imp lementation - i . e .  the responsibility for providing 
information for making the system run on specific machines 
and for checkout of  new system releases . 

Obviously ,  some program authors have act ive ly contributed in other 
respects and due acknowledgement of their authorsh ip is given with in the 
program descrip tions in Section 1 of this write-up . 

The affi l iation given for each contributor is  that appropriate at 
the time the contribution was made and shou ld not necessari ly be considered 
as current . 

Baldwin Dr . J . C. 
Chas tain Dr. R. V.  
High Dr. D. F. 
Kruger Dr . G. J .  
Kunde l l  Dr .  F . A. 
Stewart Pro f .  J. M. 

Sys tem Editors 

Atlas Comput er Lab . ,  U. K.  
Univ. o f  Washington ,  Seat t le 
Univ. o f  Washington , Seatt le 
CSIR, Pretoria , s .  Afr . 
Univ. o f  Maryland 
Univ. o f  Maryland 
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Ammon Prof H.  
Alden Dr R.A.  
Boonstra Dr E . G. 
Brown Dr B . W .  
Braun Dr R. L.  
Bus ing Dr W. R. 
De Camp Dr W. H .  
Dickinson Mr C . W. 
Dayhoff Dr Margaret 
Freer Dr S. T .  
Hal l  Dr s .  
Ho lden Dr J .  R. 
Jarski Mrs Mary A. 
Jensen Prof L. 
Keefe Dr W. 
Kerr Dr Ann 

Program Authors 

Univ. of Washington ,  Sea t t le 
Univ. of Washington ,  Seatt le 
Univ. of Orange Free State 
Port land S tate Co l lege 
Univ. of Washington , Seatt le 
Oak Ridge National Laboratory 
Univ. of Maryland 
u. s .  Naval Ordnance Lab . 
Nat l .  Biomedical Res .  Foundat ion Inc . 
Univ. o f  Washington , Seat t le 
Mineral Sci. Div. ,  E . M. R. , Ottawa 
u . s .  Naval Ordnance Lab . 
Univ. of Washington , Seatt le 
Univ. of  Washington , Seat t le 
Medical Co l l .  of  Virginia 
Cambridge Univ. , England 

Kraut Prof J .  
Lingafe lter Prof E .  
Levy Dr H.A.  

Univ. of Cal i fornia , La Jo l l a  
Univ. of  Washington , Seat t le 
Oak Ridge National Laboratory 
Nat ional Bureau o f  Standards 
Nat ional Bureau of Standards 

Mauer Mr F .  A. 
Mighe l l  Mr A.  
Mart in Dr  K. O .  
P lastas Mr s  Linda 
Santoro Dr A. 
Schneider Dr . M. L.  
Takeda Dr H.  
Zocchi Dr M. 

App leman Dr D. 
Kirchner Dr R. 
Lenhert Prof P . G. 
Morosin Dr B .  
Protherough Mr � 
Snyder Dr R. 
Thomas Mrs Judi th M. 
Watenpaugh Dr K. 
Wol ten Dr G.  

Oak Ridge National Laboratory 
Univ. of  Maryland 
National Bureau of Standards 
Uni v. of  Mary land 
Johns Hopkins Univ. 
Nat ional  Bureau of S tandards 

Syst em Imp lementors 

u. s .  Geo logical Survey 
Univ. of Washington ,  Seat t le 
Vanderb i l t  Univ. 
Sandia Corporat ion 
I . C . L. /  Univ.  of Surrey 
� I . T. 
At las Computer Lab . ,  U . K. 
Univ. o f  Washington, Seatt le 
Aerospace Corp . 

IBM I 360 series 
CDC 6600 
XDS SIGMA 7 
CDC 6600 
ICL 1900 series 
IBM /360 series 
At las 
CDC 6600 
CDC 6600 

Valuable technical assistance has been given by Mi s s  Jean Wi l l i s  
and Mis s  Stefanie Nucci ,  both o f  the University of Maryland . 
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DISCUSSION 

Dewar : The three examp les of  the three difficult ies you gave with 
FORTRAN should all  have been covered by the ANSI s tandard . Is 
i t  in fac t  a case that i f  the ANS I standard properly adhered to by 
manufacturers that almo s t  a ll of your prob lems would go away? 

Stewart : This is the problem that I aluded to , namely , when you write 
to a set of  speci fications for a code , and a progr ammer takes this  
up without any rea l care for what actual ly happens , he  writes exact­
ly to the speci ficat ion so that the contract i s  fulfi l l ed .  He de­
l ivers  the contract on time and now you ' ve got thi s  "code . " I have 
seem thi s  many t imes around the Washington area and in the univer­
s i ty where they send out a contrac t for a program. The programmer 
meets  the let ter of ANSI specifications in every instance . But 
because there i s  nothing in the ANSI s tandards about the word s truc­
ture , or the idea of what the meaning of an i or a j is , troub le 
develops .  '!hey have de fined it to be a 24-bit  binary "thing" for 
that particular machine and so therefore they meet the sp irit of  
the ANSI specification .  When chal lenged the manufacturer s tands 
on the fact that he has comp letely met the ANSI specificat ions . 
We just  happen to be so stupid that our Pidgin FORTRAN wasn ' t pidgin 
enough to recognize that anyone would ever make a non-equivalence 
between ''words" , in a machine . 

Ibers : Some of  us , particularly the younger members of  the crys tal lo­
graphic community , forget the disproportionate contribution that 
AEC- sponsored peop le have made to our various program l ibraries . 
We have the various oak Ridge programs of  Bus ing , Levy, Johnson 
and others ; we have the Fourier program of Zalkin ; we have a variety 
of programs of Hamil ton . These tend to be parts  o f  many program 
libraries , albe i t  in highly modi fied form. The AEC has already made 
invaluable contribut ions to crystallography . 

Thomas : This may be a litt le facet ious but I think i t  shou ld be said 
that one of the prob lems is that some manufacturers are crooks . 

Stewart :  Yes I did . I don ' t  care to repeat it . 

Lykos :  Regarding comput er program packages , their standardizat ion , cer­
t i fication, and dis semination ,  three NSF- supported activities are in 
progres s  that may not be general ly known and may be of  interest here . 
First ,  the Quantum Chemis try Program Exchange which flouri shed at 
Indiana University with support from AFOSR for many years serving 
chemi s t s  on an international scale . Its  range has expanded so that 
a more des criptive name might be the Computational Olemi s t ry Program 
Exchange . Now with NSF support ,  it is in transi tion toward becoming 
self-supporting and has been approached to extend i t s  servi ces to the 
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world o f  crysta l lography. 

Second , a software certification thrust led by Profes sor L.  
Fosdick , Chairman, Department o f  Computer Science , Univers i ty of 
Co lorado , Boulder . He organized and conducted a smal l  conference 
at Boulder in order to obtain better coordinat ion of several  NSF­
supported pro j ects  in so ftware development and certificat ion. The 
need for coordinated e fforts a long those lines became even more 
evident as a consequence of that Spring 1972 Boulder Conference , 
and a s tructured approach i s  evo lving . He could be approached re­
garding criteria and procedures for software certification . 

Third , Profe s sor Frank Harris  who is  wel l  establ i shed as a 
quantum chemi s t , an appl ied mathematician ,  and a sophisticated user 
o f  large- scale scientific computers ,  is deve loping a set of computer 
programs for users of quantum chemical techniques .  He is  cap ital­
izing on the fact that the Universi ty of Utah has a node in bri l­
liant ly conceived ARPA Network by testing the machine independence , 
re liability ,  and accuracy o f  the programs on physica l ly and logica l ly 
different computer systems via the ARPA Network . Addi tional ly he will 
recruit a smal l  number o f  users to  acces s  the Univers i ty of Utah 
UNIVAC 1 108 via terminal in order to test the viability of  remote 
terminal - local ''hot phone" augmented acce s s  as wel l .  

Thus there are specific model s  and techniques available for 
computer-software resource sharing should the crysta l lographers wish 
to exp lore them. 
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Interact ive Graphics and Remote Comput ing 

Edgar F.  Meyer 

At a time when computer techno logy has been advanced to the point where 
selected computers can communicate at  a rat e  of  a mil l ion bits  per second 
( the ARPA Network) , we who are concerned with crystal lographic computing 
could wel l  consider the condit ions under wh ich remote computing wou ld be 
advantageous or neces sary. 

The case of a laboratory without acces s  to a loca l , large computer 
is  an evident candidate for remote computing. An equal ly good case can 
be made for operat ions such as those o f  Dr . Ibers at Northwes tern Univer­
sity , where he needs the large memory available in one of the latest  
generation computers to refine 400- 500 variables simultaneous ly . Per­
haps Professor Jensen at the Univers i ty of Washington would care to co� 
ment on the advantages of having a computer current ly 10 to 30 times 
fas ter than his own to reduce the 10 hours per cycle needed for one 
re finement operation on his protein s tructure . 

The above three case s  may generate some discussion but I would like 
to turn attention especial ly to the broad , intermediate area of routine 
crystallographic comput ing in a laboratory with access to several local 
computers , from the 4000-word minicomputer running the di ffractome ter 
to the loca l  computing center . Campus po li tics aside , what arguments can 
be rai sed for remote computing on a late s t  generation computer with a 
special support faci lity for crys tallographic computing? And what pit­
falls  can be forseen? 

Firs t , let me c larify the usage of "remote" by indicat ing that some 
type of terminal to the distant computer is imp lied , rather than mai ling 
off your deck to a good friend (with a large computing budget )  at X Uni­
versity. The quality and cos t  of  service of  the t elephone system in 
this country is  a topic of much discus sion in the popular computer maga­
zines these days , with Ma Bel l  on the defense . You can rent an ASR 33 
Teletype with an acoustic coup ler for $65/month (maintenance included) . 
This produces  printed text a t  a rat e  of lQ characters per s econd , wh ich 
is suitable for print ing R factors , s low for coordinates , and unthink­
able for Structure Factor tables . Telephone rates a t  nigh t  are about 
20- 2 5¢ a minu te .  

Several types o f  termina l s  are avai lable for rough ly s imilar prices 
that wil l  operate at  30 characters per s econd . These inc lude both hard 
copy and modified televis ion master disp lays for a lphanumeric t ext . 

I propose that a case can be made for a considerably more effi­
cient crystal lographic comput ing sys tem from dial-up terminal s  than is  
current ly provided by the average campus computing center . Peop le who 
buy t ime-sharing services may buy better service , but my first support ing 
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argument is  that instead of a l l  the effort required for each group to 
deve lop and maintain its  own computer library , this  library could be 
maintained on a regional or nat ional basis , provided I :  Specialized 
software suppor t .  

Th e  trend t o  larger computers with multi-user capab i l i ties may make 
it  hard for the comput ing center to rep lace their 360 or 6600 with a 
7 600 , ASC or 37 0 ,  both for reasons of  funding and limited demand . Yet 
these larger computers can handle Profess or Ibers ' 500 variable matrix 
and reduce Professor Jensen ' s t ime per refinement cyc le by a factor of 
30 ( 10 hours to 20 minutes) , provided II : Great ly _ increased capacity. 

One of the usefu l  resu lts  to come out of a conversationa l time­
sharing sys tem like Proj ect MAC has been the abi l ity o f  users to borrow 
routines and , in general , to interact with each other through the compu­
ter . Thus , III : the "Crit ical Mass" required for smal ler laboratories 
to become viable could be reduced through increased interaction of  rou­
t ines add crystal lographers .  

Fina l ly ,  a subj ect o f  some interest to me invo lves IV : Storage , 
retrieval , and three-dimens iona l disp lay of s tructural information. 
Mr s .  Kennard in Cambridge is  continual ly adding to a library o f  over 
4000 s tructures taken from the scient i fic li terature . The "Protein 
Data Bank" at Brookhaven National Laboratory is  gathering coordinates 
o f  macromo lecules at  various leve l s  o f  resolution as they are submit­
ted . The first  set o f  protein s tructure factors has been submitted.  
A method of  referencing protein Fourier maps needs to be devised .  I 
fee l s trongly that a low cos t , three-dimensional graphics disp lay with 
interact ive capabi lity would be an ideal component to a remote terminal , 
e special ly .  

Now I shal l  raise some counter-ques t ions : 
I .  How can one adequately ges ticulate over the phone when the so ftware 

has been changed and one ' s program no longer works?  
II .  a .  Wi l l  disc s torage be avai lable for each user? 

b. How wi l l  large listings be handled? 
c .  How can listings be obtained rapidly? 
d. What wi l l  the response be at peak t ime s ?  
e . Is  an interactive , conversational sys tem pract ical?  
f .  What i s  a workab le upper limi t  to  the number of  crys tal lographers 

and group s us ing a given syst em? 
g .  What reasonable usage limi t s  can be assigned to groups :  ( 1) so lving 

and refining s tructures , and ( 2 )  develop ing new techniques ?  
I I I .  a .  Wi l l  suffic ient safeguards b e  provided t o  pro tect privileged fi les? 

b .  Since card decks wi l l  no t be the usual form of data and programs , 
wi l l  a long- term fi le retrieval sys tem be avai lab le? 

c. Current ly , many groups do ing crystal lography on a low-keyed leve l 
have been ab le to find support loca l ly .  How acces s ible wi l l  suppor t  
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d .  

e .  

IV. a .  
b .  
c .  

d .  

e .  

b e  for the "gent leman" crys tal lographer? 
What provis ion wi l l  be made for marginal cases ; that is , who 
qual ifies as  a crystal lograph ic user? 
Having recent ly experienced a fund ing upheaval ,  wouldn ' t it  be 
safer to hammer a long local ly than to face a po tent ial discont in­
uity in the support curve? 
Where do I s ign up for my own disp lay termina l ?  
Wh o  wi l l  fix i t  for me when i t  goes down? 
What terminal configurat ion has the opt imum capability/ cost  
rat io? 
How f lexib le can the configurat ion be for the requirements of 
individual labora tories?  
How wil l  the trans fer of  huge (megaword) files be handled? 

The purpose of these remarks is  to po int ou t some of the technical 
pos s ib i l i t ies avai lab le today . Beyond this , some of the pit fa l l s  mentioned 
can serve as a s tarter for the creative pes simis t .  

I conc lude with a comment on a crit icism I have heard in Europe 
that American crys tal lographers are too many and too disperse : better 
a few good groups than one everywhere . I sugges t  fir s t ly that even 
synthe tic organic chemists  are doing crystal lograph ic analyses ; i t s  
u s e  is  not e litis t , but its  advancement may be . Sec ondly , of the mi l­
l ion-p lus known organic compounds , the 4000-p lus in Mrs . Kennard ' s lib­
rary leave some s igni ficant work to be done . And fina l ly ,  with a l ink 
to an available computing service (p lus provis ion for diffractometer data) , 
practica l ly every chemistry department could reference and contribute to 
the growing library of structural data . Then nat ional meet ings could be 
reduced to the afternoon outing and banquet ;  we could a l l  keep in "touch" 
over our terminals . 

DISCUSS ION 

Xuong ( referring to a s tereoscopic di sp lay of structures demonstrated 
by Pro f .  Meyer on a cathode-ray terminal ) :  What is the disp lay in co lor 

for and how much would it  cost  to buy a dup l icate? 

Meyer : The disp lay is co lored for the reason that it  gives  you the 
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three-dimensional effect in two co lors and you get the s t ereo 
separat ion by viewing through a colored screen for each eye . 
You could also use the co lor for get t ing co lor tonality in the 
mo lecule . The second ques t ion of cos t  might better be answered 
by Dr . Sparks . 

Sparks : $37 500 . 

Anonymous : One could use the Tektronix or some other s torage scope . 
There are a lo t of  new disp lays coming on the market .  

Meyer : That point i s  we ll  taken. The techno logy is  moving a long quite 
rapidly .  Th e  devices we ' re using now might we ll  b e  out o f  date in 
a few years , but the point is that in my laboratory I have to do with 
what I have right now, and what I have shown you is a usab le device . 
There is , for examp le , under considerat ion quite a reduct ion in cost  
and we hope to  take advantage of this . The price wil l  ultimate ly 
drop . One does  not have to use the disc to drive the disp lay ,  for 
examp le .  Among ques t ions that of course have to be held uppermost 
are the qua l ity , the uti l i ty , and even the eye s train . You get 
fatigue if you sit there in front of the tube a l l  day , but the fact 
i s  that the system works . 
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Some Thoughts on the Ro le of  Hierarchical 
Computing and National Networks in Protein Crys tal logr aphy 

Steven T. Freer and Nguyen Huu Xuong 

Protein crys tal lographers are caught in the bind between reduced or 
s tagnant comput ing budgets  and ever- increasing computational needs . 
Indeed , many o f  us find our research s lowed and restricted by lack o f  
computing funds . Th i s  situation is  somewhat paradoxical because many 
computers throughout the nation are now uti lized at only a fraction 
of their capaci ty .  It i s  apparent that our computational needs cannot 
be fu l ly sati s fied without a new approach that wi l l  enab le us to util­
ize more effectively existing computational resources . We believe that 
hierarchica l  computing i s  such an approach . 

A hierarchical comput ing system is  a network of  special-purpose 
computers  linked together so that several ascending levels of inter­
connected hardware and software can be e ffectively shared among many 
users . At the lowe s t  level o f  a typical hierarchy are several minimal 
minicomputers each of which i s  dedicated to contro l l ing a specific ex­
periment . The minicomputers are linked to a traffic control computer 
that provides sophisticated input/output and large bulk storage . A 
large amount o f  money is  saved by sharing I/O and bulk s torage equip­
ment , which can be extreme ly expensive and is  usua l ly much under-used · 
At the next level of the hierarchy , the traffic control computer i s  
linked t o  a more powerfu l  computer that c an  sat i s fy the computat ional  
requirement s o f  the users . Ul timately ,  the traffic contro l ler would be  
connected to  a national network that could provide instant access to 
any desired computer anywhere in the United States , thereby a l lowing 
the user to select the computer best suited for each face t  of his re­
search proj ect .  At UCSD , hierarchical computing is p laying an increas­
ingly vital ro le in protein- structure determination .  The reason for 
this i s  that a l l  facets of protein crystal lography , from data co l lect ion 
through disp lay of the so lved structure , require extens ive use of differ­
ent types o f  computers : dedicated minicomputers for contro l of data­
acquis i t ion sys tems , large and powerfu l number crunchers for the cal­
culations as sociated with structure determinat ion and re finement , and 
special computers for dynamic disp lay and manipu lat ion of molecular 
model s .  The protein crystal lographic comput ing sys tem that we are trying 
to develop is shown in Figure 1 .  The lowest  leve l o f  the hierarchy wi l l  
cons i s t  of three data- co l lect ing devices : an automatic diffractometer , 
preces s ion cameras in conjunc t ion with an automat ic fi lm scanner , and 
a mult ireflection diffractometer (Xuong and Vernon , 1972) , p lus an inter­
act ive mode l-bui lding and coordinate-measuring device . Each of these 
instrument s wi l l  be control led by a minimal minicomputer interfaced to 
an IBM 1800 computer , using standard CAMAC modules (EURATOM, 1969 ) . 
Peripheral equipment as sociated with the IBM 1800 traffic contro l ler in­
cludes high- speed disc drives wi th thirty megabytes of storage , a line 
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printer , a card reader/punch , a magnet ic- tape drive , 2 keyboard/ type­
wri ters , a s torage tube with interact ive device, and a CALCOMP p lotter . 
A Meta-4 computer , also linked to the IBM 1800 , wi ll  be used as a loca l 
data- reduct ion proces sor for j obs that contain too much data or require 
too fas t  response time to be economical ly transmi t ted to a remo te com­
puter . At a higher leve l o f  the hierarchy , the IBM 1800 wi l l  be linked 
to a regiona l or nat iona l comput ing network . 

The capital  inves tment , as wel l  as  operational and system program­
ming expenses , for a l l  equ ipment excep t that dedicated to protein crys tal­
lography wi l l  be shared among seven research group s wi thin the department 
of chemistry ; this  makes our loca l  operation very co st-e ffect ive . A 
b lock diagram o f  the ent ire proposed sys tem i s  shown in Figure 2 .  A sig­
nificant portion of this sys tem is a lready in existence . 

To i l lustrate the pract ica l ity and advantage s o f  hierarchica l  com­
put ing , we shal l  describe the port ion of  our system dedicated to co l­
lecting protein int ensi ty data with an automatic diffractometer . The 
diffractome ter is contro l led by a dedicated PDP-8 computer which , through 
a fas t  communication link that can transmi t data at a maximum rate of  
100 000 words per second , is  connected to  the IBM 1800 s i tuat ed 1000 
feet away in another bui lding . Al l of the PDP-8 programs are s tored on 
the 23 1 1  disc drives associated wi th the IBM 1800 . The PDP-8 moni tor 
can reques t the loading of various programs as they are needed during 
data co l lection ,  and the se requests  are usua l ly sat is fied wi thin a frac­
tion of  a second since the IBM 1800 is  operat ing under the MPX t ime-
share sys tem. Raw intensity data are screened by the PDP-8 in order to 
detect any s lippage of the crys tal and , after some pre liminary data re­
duction (done in para l l e l  wi th data co llect ion of the next sequent ia l  
reflect ion) , the intens i ty measurement s are passed in b locks to the IBM 
1800 to be stored on the 2 3 1 1  disc . This s imp le examp le of hierarch ica l 
comput ing a l lows a sma l l  PDP-8 with but 4000 words of core and no magnetic-
tape or disc drive to operate the diffractomet er as it it were a consider­

ably more sophisticated computer with a large memory and disc storage . 

Once a crys tal is  mounted and a l igned , the system is capab le of  
measuring data for days at  a t ime without operator intervent ion and the 
output of intensity data is hand led eas i ly by the IBM 1800 peripheral I/O 
equipment . We were happy to find that the IBM 1800 time required is  
very smal l :  less than 1 5  minutes per day . Our succes s ful cons truct ion 
and use of the PDP-8 to IBM 1800 hierarchy has convinced us of the power , 
convenience and economy of hi erarchica l  sys tems . 

In the proposed scheme , our loca l hierarchical system wi l l  provide 
re liab le rap id data co l lection and pre liminary data processing , while 
access  to a nat ional computer ne twork wou ld be the best way to get the 
necessary comput ing power for protein s tructure determination and refine­
ment . There is l i t t le doubt that within thi s  decade a viab le nat iona l  
comput ing network wi l l  revo lutionize computing ac t ivi ty in the U . S . At 
the present time , the ARPA Network is the mo s t  highly developed network. 
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The NET itself consists of smal l  message s tore-and- forward computers 
cal led IMP ' s ( Interface Mes sage Processors) , and wide-band AT&T leased 
telephone lines . HOST computers are connected to the NET through their 
loca l IMP. Each IMP is connected to at least  two other IMP ' s ,  which 
insures the existence of alternate transmiss ion routes between any two 
HOST computers .  Communicat ion between two HOST computers is  handled 
automat ical ly by these message proces sors which also select  the optimum 
transmission route , depending on exis ting traffic . 

The ARPA Network now contains about 24 s ites wi th 37 HOST computers .  
Thes e  computers include representatives from al l the maj or u . s .  compan­
ies and range in s ize from a smal l PDP- 1 1  to the huge CDC 7 600 with 
the addition , in the near future , of  the ILLIAC IV. In short , the ARPA 
Network links a group o f  heterogeneous computers distributed nat ionwide , 
in such a way that every local resource is availab le to any computer in 
the network . A geographical representation of the network is  shown in 
Figure 3 ,  which i s  taken from an article by Roberts  ( 1 97 1) . The reader 
is referred to both this article and an article by LeGates ( 197 1 )  for a 
comprehens ive description of the phi losophy and operat ional deta i l s  of 
the ARPA Network. The five characteristics of the ARPA Network that 
are meaningful to users are : ( 1 ) easy acces s  to a wide variety of com­
puters , (there are now more than 1 5  different types o f  computers on the 
net ) ; (2)  negligib le communication error rates ( les s than the error rates 
within a local computer) ; (3) rapid end- to- end response time (within O . l sec­
ond) ; (4) fas t  data- transmission rate (about 80 000 b it s  per second) ; 
and (5 )  low cos t of data transmi s s ion ( less  than $ 1  per megabit ) .  

A nat iona l computing network wi l l  he lp the protein crysta l lographer 
in three ways : ( 1 )  it wi l l  enable him to hand le new and exc i ting research 
prob lems by providing h im access  to the mo s t  advanced hardware , software , 
and data bases ava i lable , (2 )  i t  wi l l  decrease his comput ing co s t s  by 
providing the opt imum computer for each j ob and also by giving h im acces s  
t o  computers subsidized by agencies sponsoring his research , and ( 3 )  i t  
wi ll  make his l i fe easier by eliminat ing the traumatic upheavals that 
occur with the periodic change o f  computers at his inst i tution. As a mat­
ter o f  fact , since a network would bring about compet i t ion between com­
puter centers , service in general shou ld be upgraded . In addit ion , the 
redundancy of hardware within the network shou ld considerab ly reduce re­
search de lays caused by extended computer down t ime .  

In conclus ion , we would emphasize that hierarchical computing , both 
at the local level , through sharing resources among many research groups , 
and at the nat iona l  leve l , through connection to a cont inental  computer 
network , is a practica l  way for protein crysta l lographers to sat i s fy 
their ever- increas ing computational needs wh i le at the same t ime main­
taining a reali stic computing budget .  The neces sary techno logy is already 
deve loped ; what remains i s  the psycho logical and po l i t ical acceptance of 
such interdependent resource sharing by the funding agencies , the re­
search ins t i tut ions , and by the scienti s t s  thems e lves . 
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DISCUSS ION 

Berman : What does one have to do to get on the ARPA Network? 

Freer : It depends on whether the ARPA Network wi l l  let  you on . You 
firs t have to get the ARPA Network to sel l  you an IMP and they s e l l  
for fi fty thousand do l lars . Then you have t o  arrange for the cos t  
of  the computers wi th the various hos t  computers a s  we l l .  I don ' t 
think your ques t ion is a realistic  one qui te yet . The ques tion is , 
"what has to be done now to make the net truly operationa l on a 
nat ional leve l ? " 

Anonymous :  In your loca l comput ing hierarchy wouldn ' t  i t  have been j us t  
a s  convenient and a lo t cheaper t o  connect the PDP-8 t o  a magnet ic­
tape drive rather than go to  the expense of interfacing it  to  the 
IBM 1800 ?  
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Freer : No . We gave a lot of  thought to this problem. We debated for 
a long t ime whether to buy a magnetic- tape drive or a disc drive , 
or a reader/punch for the PDP-8 . We were a l so considering the pos­
s ibility o f  buying more core s torage . It turned out to cost  about 
$2000 for the PDP-8-to- IBM 1800 interface whereas a magnetic- tape 
drive and inter face would have cos t  us about $8000 . So , for about 
a quarter of  the price o f  a magnetic-tape drive alone , we gained 
the use of al l these I/ 0 devices when we hooked into the hierarchy. 
Of course we also gained an e f fective increase in core size and 
computing power as we l l .  

Xuong:  I hear rumors that the ARPA Network i s  looking for another agency 
to take it over .  I s  NSF o r  NIH going to take it? 

Dewar : I ' ve heard talks on the ARPA Network many time s  now and I ' ve al­
ways asked the quest ion , what i s  actually going on in the net , and 
the answer as far as I can gather is so far nothing . Is that s t i l l  
the situation o r  is  there an appreciable amount of  real traffic? 

Lykos :  I thought I had spoken to that point earlier .  Computer network-
ing techno logy has far out stripped the realizat ion of i t s  potential 
for resource sharing support ive to research . As far back as the 1970 
ACM. Meet ing , S idney Fernbach ( in charge of  the mas s ive Lawrence Livermore 
Laboratory computer comp lex interfaced via an intra- s ite network) re­
marked in response to a direct question about the ARPA Network that 
one doe s  not create a network just to have a network . The expres-
s ion "The ARPA Network is  a so lut ion looking for a prob lem" has be-
come a c liche amongst i t s  detractors . As a mat ter o f  fact the bri l­
liant ly conceived ARPA Network , which was designed to be an experi-
ment and a demonstration in computer networking , cons titutes a major 
challenge to researchers to discover how computer networking can en­
hance the conduct of research . 

Three researchers present at this  meeting have jus t embarked on 
a high ly re levant proj ect . Walter Hami l ton at Brookhaven i s  gen­
erat ing a protein- s tructure data bank , to be accessed from remo te 
terminals which generate 3-D images . The t erminal s  are being des igned 
by Edgar Meyers at Texas A&M, with the cooperat ion of Helen Berman 
at Philade lphia who wi l l  p lay the devil ' s advocate through critical 
use of  the evolving sys tem from one of  the prototype terminal s .  

The ARPA Network was discussed briefly ear lier today . Some cost/ 
performance figures and related cons iderations may be of  interest . 
The ARPA Network i s : 

1 .  Te lephone ' lines ' leased from the te lephone company 24 hour s 
a day , 7 days a week , spanning the country with a bandwidth o f  50 
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kilobits per second current ly linking 29 nodes , each With at least 
two lines connected ,  with an annual telephone bi l l  of $800 000 . 
To p lace that in perspective , one voice-grade (2400 bits  per second) 
line leased around the clock with cross-country dial-up access cost s 
about $25 000 per year. Thus the cost of 32 single WATS (Wide Area 
Telephone Service) dial-up lines (from one point to anywhere in the 
continental USA , or , from any point to a given point ) is about the 
same as the telephone bill for the much larger data-carrying capacity 
of the ARPA Network. 

2 .  Interface Message Processors or IMPs which are smal l  com­
puters constituting the network nodes . Depending on how many host 
computers and/or local terminals need to be connected , IMP ' s  cost 
$53 000 to $ 1 17 000 . It is  essent ial to the integrity of the 
ARPA Network that the !MP , hardware and software , be modifiab le by 
the Network Manager only. ( IMPs can be rented for about $ 1500 per 
month) . 

3. The on- line Network Information Center which compiles a 
listing of resources and facilities availab le on the network and 
maintains a journal facility enabling transfer of messages among 
various user terminals . Current ly it is based at the Stanford 
Research Institute.  

4. Network management and maintenance current ly being hand­
led by Bo lt , Beranek and Newman. 

5 . Any computer intended to serve as a host interfaced to 
an IMP neees interface hardware , about $10 000 purchase , and 
software modification to conform to host protocol .  

6.  Users o f  the net estab lish accounts with the host computers 
of interest . The net facilitates remote access to a variety of hosts . 

The Office of Science and Technology has taken the attitude that the 
ARPA Network is no longer an experiment but must be considered oper­
ational and therefore no longer appropriate as an ARPA proj ect . Al­
though the ARPA contractors who use the ARPA Network disagree with 
that position ,  bid specifications are being prepared such that some 
outside agency can take over and operate i t .  It would seem that a 
consortium of universities similar to consort ia operating National 
Laboratories would be an appropriate agency but , so far , none has 
come forward. 

On a pay-as-you-go basis (rental of IMP ,  prorata share of tele­
phone bill1 participation in the ARPA Network costs about $30 000 ( 1 )  
per year exclusive o f  host computer use cost s .  

(1) ' 'Networks for Higher Education" , EDUCOM, 197 2 ,  pp . 7 - 12 and pp . 63-64 

1 17 

Copyright © National Academy of Sciences. All rights reserved.

Computational Needs and Resources in Crystallography: Proceedings of a Symposium, Albuquerque, New Mexico, April 8, 1972.
http://www.nap.edu/catalog.php?record_id=18587

http://www.nap.edu/catalog.php?record_id=18587


At the moment a three- fold load increase could be accommodated 
by the ARPA Network without a not iceab le degradation in service . 

Calvert : What ' s  the cap ital t ied up in this network right now? 

Lykos :  I have heard as an estimate that $ 10 000 000 has been spent 
for des ign ,  development , and imp lementat ion to create the ex­
periment cal led "ARPANET" .  Capital  in the IMPs is about $3 000 000. 
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Ses sion V 

Summing Up 

Robert B . K . Dewar 
Al len c .  Larson 
R . A. Young 
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SUMMING UP 

Dewar : I wil l  s tart with a comment on the qual itative estimates 
Walter Hami lton presented in his opening remarks of what expan­
s ion was expected in the field over the next five or ten year s .  
Well , i t  depends on the number o f  graduate s tudent s ,  number of 
postdoctorals , and other unknowns , but nowhere was there a sug­
ge s tion that it might depend on a number of worthwhi le problems . 
I think that signi ficant because I think a sociological change has 
occurred forcing us to look at our research programs in a different 
way . The way we shal l  have to fo l low is to determine that there 
are certain problems to be so lved , to as ses s the cos t s  associated 
wi th their solut ion and then est imate whether the so lut ion is worth 
the as sociated cos t s .  We have seen very litt le of  that kind o f  
reasoning in the last decade , because when one ' s expanding rapidly 
one doesn ' t need to answer these que s tions . But the age of  rapid 
expans ion in some ways is certainly s lowing up , and I think the 
impact of this on the computer ques tion in particular is that we 
must be very much concerned with using computer resources effi­
cient ly . My ent ire impres sion from many things said today i s  that 
we are not doing this now and we do not have a means for doing it . 

For ins tance , we do not have rational sys tems for spending mon­
ey . In mo s t  situat ions , the computer i s  sort of cream off  the top 
which has to be scrounged from money in a different category from 
that provided for o ther expenses . I have made an estimate , which 
may be di sputed and not entirely accepted though I believe i t  to 
be approximately correct , that a professional research scient i s t  
cos t s  about $40 000 a year . That i s  the kind o f  figure non-profit 
and industrial research organizations asses s . Then i t  is  worth 
spending quite a few do l lars of computer time to op timize uti liza­
t ion of personne l resources ,  whereas at the moment we have no mech­
anism for rational divis ion of funds among the var ious cos t s .  I t  
really doesn ' t make much sense t o  talk about computer cos t s  per 
s tructure . What we want to get  at is  the co s t  per s tructure and a 
rational way of minimizing that . 

I have a further specifi c  observation.  I have a feeling informa­
t ion interchange is mi s s ing . There seems to be a lot of information 
about possibi li t ie s  of  computer hardware and computer software , and 
that informat ion i s  not being trans ferred effect ively within the 
crys tal lographic comput ing communi ty. One of the things I hope 
would come out of  this  meet ing is  perhap s not a specific recommen­
dation , say some network to use or some gigantic computer to be 
bui l t , but that cont inuing committees should look into the who le 
ques tion of  efficient utilization of resources . I do not current -
ly see any mechanism for doing this in an effective way . 

1 20 

Copyright © National Academy of Sciences. All rights reserved.

Computational Needs and Resources in Crystallography: Proceedings of a Symposium, Albuquerque, New Mexico, April 8, 1972.
http://www.nap.edu/catalog.php?record_id=18587

http://www.nap.edu/catalog.php?record_id=18587


Larson : Mr .  Wagner of  the AEC has informed us of the pos s ibi lity that 
the AEC wil l  acquire several new computers in the near future . Al­
though he has suggested that it may be pos s ib le to buy t ime on these 
faci lities , it  may be very di fficult . From what has been said , com­
puting networks like the ARPA Network wi l l  come into being , but from 
what I have heard listening to Divis ion o f  Military App l icat ions per­
sonnel , I seriously doubt that many of the government laboratories , 
particu larly the two with the largest computing arrays , wi l l  get into 
providing external services .  I f  peop le are interested in trying to 
use the comput ing power that is avai lable at the AEC laboratories , 
it might be worthwhi le to contac t  the s taff at these laboratories 
and see what can be worked out .  But I would not hold out a good chance 
of succes s .  

Walter Hami lton in his survey attempted to find out how much i t  
costs to do a s tructure , o r  what the kinds of  cos t s  i n  doing s truc­
tures are . I am going to interj ect some observations of my own from 
s tudies in our laboratory . I have written a code that comes moder­
ately c lose to doing what Bill  Busing ' s AXI0M doe s . I can set up 
and do the data reduction ,  go through the symbo lic reduc tion with­
out having given to the code anything more than the numbers neces­
sary to contro l the proces ses . This comes out at the end o f  a 
short run with the s tructure- fac tor tab le printed and ready for 
publication , a long with a s t ereo drawing of the s t ructure . On one 
s imp le s truc ture , in fact one o f  the two that D. T.  Cromer talked 
about (at the ACA meeting preceding the conference) , I believe the 
comput ing cos t  was about five do l lars . That has nothing to do with 
the cos t s  of  co l lecting the data , but gives  an idea o f  what happens 
with a code like AXI0M at a large computer center with a fair ly so­
phisticated set of programs . 

It  i s  quite obvious that we are going to have to go to some 
kind of  network . We are going to have to use large computers for 
many o f  the prob lems , particular ly in the area o f  refinement which 
Dr .  Johnson brought up . I recent ly asked our local sys t ems peop le 
to set up so that I could eas i ly do seven-hundred parameter leas t­
square s on our equipment . They asked , "Are you sure thi s sys tem i s  
non- s ingu lar? Are you sure thi s  sys tem wi l l  not b low up? "  I per­
formed the test s  they asked me to , and they then said , "This rea l ly 
is  a s table syst em. " Then they said , ''We are propos ing not to so lve 
the leas t - s quares prob lem for you in the norma l procedure , but rather 
to so lve it wi thout formation of the normal equat ions . "  And this , 
of  course , i s  a fairly reasonab le procedure . You do not end up 
with all  of  the sums of product s .  It wi l l  probably no t speed up the 
so lution but we wil l  not be p laying with all  of these squares .  This 
procedure i s  some form of the Househo lder method ; I don ' t know much 
about it but i t  is something our bet ter theoreticians might take a 
c lose look at . 
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Wi th regard to trying to do structures with mini- computers , I 
think thi s  is  obvious ly the way for a lo t of  smal l  laboratories to 
go , or at  least  serious ly to think about . Because as Sparks said , 
Vi tamin B12 was solved on a computer that doe s not have the power 
of a PDP-8 or a NOVA. We are leaving a lot of  our comput ing power 
s i t t ing there do ing no thing . I have been unhappy about that sort 
of  situation in my laboratory for a long time ,  but have been too 
busy trying to make the big computer do all  my work to go down and 
use the lit t le one . 

Young : What was the $5  s tructure? Sodium ch loride? 

Larson : It ' s the azobiscarbamide Cromer talked about . It ' s  a pair 
of nitrogens s i t ting acro s s  a center of  symmetry with a carbamide 
group attached to the nitrogen at each end of the azo chain. This  
i s  a simp l e  structure . 

Hami l ton : You mentioned AXI0M. There may be a number of peop le here 
who weren ' t at the ACA banquet the o ther nigh t  who don ' t know what 
AXI0M i s .  

Larson : AXI0M i s  a procedure where you put the crys tal on the diffrac t­
ometer , mount i t  and center i t , and then go away. The device 
se lects  a good single  crys tal , orient s i t  on the diffractometer , 
co l lects the diffractometer data , sends i t  over to the comput ing 
center which processes the data , make s the as sump tions I had to 
make in my code , performs the symbo lic addition , and what have 
you . You have to t e l l  i t  in some way how much you ' re expect ing , 
I guess . Maybe i t  can do that too , why not ?  Anyway , you end 
having a l l  the information worked up automatica l ly and the s truc­
ture poured out automatica l ly at  the o ther end . We haven ' t  s tarted 
on the paper-wr i t ing code yet .  That seems to be a l l  we need . 

Young : I thought one o f  the nicest  things about AXI0M was the reason 
Bil l  Bus ing pointed out for the choice of i t s  name : because you 
can take i t  for granted. 

I wi l l  structure my remarks by fir s t  s tating what I now th ink 
to be the ques t ion we were addressing ( for it  i s  not the ques tion 
I thought it was when we came in), by then giving some pro s , cons , 
and alternatives , and by winding up with a recommendation . It  seems 
now that the quest ion may be s tated as fo l lows : With two demons tra­
t ion proj ects and a feas ibi lity study now under way with NSF money, 
with the ARPA Network now in operat ion and about to go commercial , 
with al l three agencies we ' ve heard from expressing strong intere s t  
i n  networks invo lving fewer maj or computer centers , the quest ion i s  
not whe ther we think network and remote user sys tems wi th capabi l-
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i t ies sui tab le for crys tal lography should be estab l i shed but , rather , 
whether we want crystal lography to be counted in on development s 
that are obviou s ly occurring anyway . The quest ion might  even be 
rai sed of possibly increased fu ture di f ficulty of gett ing computer 
do l lars from the agencies i f  crystal lographers fai led to take what 
the agencies think to be the advantage of these deve lopments .  We 
should at leas t look at them care fu l ly .  If  w e  decide not t o  take 
advantage , we shou ld certainly know why in a rat ional  way . 

The crys tal lographic community has a s trong h i story o f  coopera­
t ive e f fort , bo th national and internat ional . For examp l e ,  the data 
compi lations in the crystal lographic fi eld are wide ly recognized 
as out standing examp les o f  cooperative e ffort . So crystal lographers 
would be a good group to cons ider cooperat ive e f forts in comput ing , 
certainly . It also rather seems to me that thi s group is  in fact in­
terested and rather po sitive ly incl ined toward doing so . 

Let us consider this  que s t ion o f  remote users . I would like 
to summarize some of the main pros and cons I ' ve heard s tated at this  
sympos ium. 

On the pro s ide I have selected about five point s .  It seems 
c lear to me that protein crystal lographers need larger computers 
than are now avai lab le in any one p lace . Second , the pos s ibi lity 
has been rai sed o f  a quantum jump resu l t ing from a lmo s t  a new di­
mens ion of comput ing capac i ty that a ne twork might make avai lab le 
(a network backed up , of course , by the mos t  advanced computers and 
systems ) . Th ird , i t  appears that suf fi cient ly rel i ab le , high- speed 
�ata transmiss ion is avai lable , now or in the near future , to obviate 
the need for phys ical transport of data or results . I was much 
impressed with this possibi lity o f  80 000 bits  per second , and en­
vious of the turn around time that He len Berman quoted .  My turn 
around time is nothing like that , especial ly no t near the end of the 
quarter when a l l  the student s are crowding around the comput er . 
Fourth , for the large s t  component o f  the cost of computing ,  which is  
refinement , most of  us are perfect ly happy to use somebody e l s e ' s  
we l l - tes ted program, and do just  that . In our laboratory we ' l l 
probab ly expand our use o f  other peop le ' s  programs as sys tems such 
as Jim Stewart talked about become avai lable and are adap ted to our 
local comput ing cond i t ions . Many o f  you are already using Stewart ' s 
X-RAY 70  or the Bus ing , Martin,  Levy least- squares refinement program, 
to name but two o f  several wide ly used programs . As these  new sys­
t ems get deve loped and checked out , it  seems only simp le wi sdom for 
mo s t  of us to ride a long on the work of these good programmers ,  
and use their powerfu l ,  cos t - e ffective systems . Presumab ly these 
good systems would then be avai lab le on a crystal lographic comput ing 
network . Fifth , Ed Meyer ment ioned the pos s ib i l i ty of informat ion 
retrieval  from a central library , informat ion retrieval no t only 
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in hard copy but possibly on one ' s  own display terminal.  You ' d  
call in t o  Chemical Abstract s or some center for Crystal Data 
Compi lation (which is obvious ly going to get on a computer now) , 
ask the necessary coordinates for a structure , and a stereo view 
would also appear on your disp lay terminal. Finally , a number of  
other exciting possibi lities were ment ioned by Dr. Freer. 

On the con side , I heard the fol lowing prob lems raised. The 
first is the computing cost . In our campus environment , real cost s 
are subsidized and hidden to some extent , and the amount of costs 
charged to the proj ect is often a smal l  part of the real cos t .  If 
we are ever faced with having to pay full real cost s ,  we may find 
that we do not do as much computing. We cannot ride along indefin­
ately on the inst itution ' s  computing program. 

A second point against the network approach is that terminal 
and telephone cost s are not trivial.  Helen Berman quoted $917 
per month for the terminal costs  and about $200 a month for telephone 
service ; to that one must add computer cost s , for CPU time primarily. 
The sum of these charges gets to be fairly substantial .  One has 
a fixed cost of $917 per month for the terminal whether one does any­
thing or not . Clearly ,  one has to be in the crystallographic com­
puting business deep ly before it becomes worthwhile to meet the fixed 
costs for network use . 

A third point against , although I did not hear this said ex­
p licit ly ,  is the possibili�y of weakening local resources .  While 
removal of the main crystallographic computing load from the local 
computing center might not be disastrous in it self , if the main com• 
puting load in several other fields were also transferred to a net­
work , the reduction of support for and demand for services from the 
local center would certainly affect its development adverse ly.  That 
would mean , ultimately ,  less computing capacity availab le to other 
faculty members and the profess ional staff. Furthermore , diver-
sion of computing and its dollar support may ultimate ly produce a 
local cost prob lem that wi l l  reduce the amount of free time avai lab le 
to us and to our colleagues at our own institution. Another question 
I think was raised concerns our contribution to program deve lopment . 
An effect of going to a network might be to decrease the effort put 
into this area because of ( 1 )  the difference in the cost basis of 
the computer time availab le ,  and (2) the poss ib le feeling of awk­
wardness in treating a program remote ly. The result could be less 
rigorous development of better computing programs and , even, hard­
ware . A further point against whole-hearted committment to networks 
is the specter of disaster wreaked i f ,  for political or economic 
reasons , the network fai led or stopped rendering services .  

An interest ing alternative was offered by Dr .  Sparks , and Dr. 
Larson has addressed himself to it . It is the use of an "adorned" 
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or "fes tooned" minicomputer in associat ion with the di ffractometer . 

If i t  were decided that crystal lographers shou ld consider 
get ting onto a network , it seems to me that Ed Meyer has raised a 
number of specific practica l  ques tions that have to be answered . A 
smal l  commit tee might be formed to s tudy these ques tions further , 
along with the pos s ibi li ties  Steve Freer has raised , and other point s , 
to determine whether it real ly is  worthwhi le for crystal lography , 
as such , to opt for network comput ing as a prime resource . It seems 
to me we have made a good s tart , and have a good bas i s  for further 
informed s tudy of the options . 

Larson : A further point I wish to bring up i s  that the deve lopment o f  
this  next generat ion of  computers i s  along the line of  paral lel 
proces sors , which are es sentia l ly vector processors . If  you think 
about the protein problem, or for that matter any crysta l lographic 
leas t - s quares prob lem, the who le thing can be quite eas i ly broken 
down into a vector procedure . Some of the problems we are contem­
p lating may make much better ut i lization of these machines than the 
vas t  maj ority of other types of proj ect s  or other types of number­
crunching games that , for instance , I am competing with . We have 
long vec tors ;  wi th a thousand data point s a vector of hk t i s  a 
thousand po ints long . For a protein , you have a vec tor of x , y , z 
that is  3n long . These vectors are long enough so that these vector 
machines can start to move . I think the protein peop le shou ld ser­
ious ly addre s s  themse lve s  to the pos s ib i l i ty of using these machines . 

Hami l ton : I had hoped to have someone here to te l l  us about the capa­
b i l i ties of ILLIAC-4 .  A related point is that once the protein peo­
ple decide which real ly are the best algori thms for the refinement 
o f  their structures , one might even design special hardware to 
carry out these algori thms very specifica l ly .  

Dewar : Once one has a network one no longer has a drive to move things 
around to all  computers on the network and one can ' t afford to write 
high ly specialized code for high ly special ized hardware .  I ' m sure 
that if 10 mi l lion dol lars  was spent on crystal lographic computing 
several mi llion of i t  could have been saved by rewr i t ing critical 
par t s  o f  leas t - squares programs in as semb ly language . I think there ' s 
no doubt about that , and i t  becomes a lot more practical and at­
tract ive on a network where you can do a lot of  local tai loring 
and use i t  in s i tu in a p lace where i t ' s  going to work. 

Lar son : Th i s  comes back to the ques tion o f  deve loping programs . Over 
a period of many years at Los Alamo s , from the t ime we s tarted to 
do s ingle crys tal work up unt i l  three or four years ago , i t  was 
hard to talk us into even giving away a program. The major reason 
was that we felt  that in general a person who knows what his  computer 
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program does is more like ly to use it correct ly than someone who 
is us ing one taken on faith from someone e l se . So , there are many 
cons iderat ions to ba lance . 

Frey : For rout ine s tructure determinat ion ,  first que s t ion , i s  it  usefu l  
t o  refine to death? Second que s tion ( i f  not ,  a s  I think) , i s  it  
useful to save the data you co l lected? 

Larson : No , it  i s  not usefu l  to refine something to death . No it  i s  
not useful t o  save the· data you ' ve co l lected .  

Frey : But I know no means , no way actua l ly at the moment , to save , say , 
a factual structure determination .  It ' s difficult  to see what I ' m 
go ing to pub li sh .  

Hami lton : There are ways to save the data , as you know , by pub l i shing 
them in· Acta Crystal lographies and various data banks being main­
tained , so that i f  somebody else  wants to come along later and 
refine them to death , perhaps they can use their computing t ime 
to do i t .  I think that ' s a good point- -by a l l  means co l lect the 
data as we l l  as you can , but perhap s only abstract the informat ion 
you need from it yourself  and save it for someone e lse to carry 
on with . I think there are peop le who would argue the point . 

Larson : I ' l l  argue with thi s  point . I think you shou ld co l lect the data 
to do what you want done . If you want to find the atoms of the struc­
ture and you don ' t care about the thermal mo tion , co l lect the data 
in a mode that wi l l  locate you the atoms and give something that 
neither you nor anybody else  wi l l  be lieve as the thermal parameters 
and then throw the data away when you get through with i t . You might 
pub l i sh the numbers , but the cost  of reco l lecting data on moderate ly 
smal l  structures i s  actua l ly very smal l .  How much t ime does  i t  take 
for an automated Picker di ffractometer to co l lect 3 000 data point s ?  
Ou r  standard procedure runs about 600 a day. That ' s five days . And 
it runs wh i le I do someth ing e l se .  

Dewar : I f  i t ' s des irab le to maintain data banks , c learly networks and 
tri l l ion-bits  stores are use fu l .  

Larson : The task you ' re talking about i s  presumab ly protection o f  
a local software syst em , and thi s  is  es sent ially the securi ty 
prob lem we are up against .  I f  you put a computer onto a system o f  
thi s  sort , you mu s t  have the sys tem designed wi th safeguards such 
that each and every individual computer can detect any attemp t  by 
the system or network to steal information .  There should be no 
way for computer A to find out anything about the sys tem or data or 
anything e lse at computer B without permi s s ion. There should be no 
way to find out about i t ' s system and the pos s ibi l ity o f  acquiring 
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data wil l  require knowing su fficient pas swords and other things to 
get through the red tape . 

Anonymous : You ' re saying there wi l l  actua l ly not be perfect ly free acce s s  
from my local computer t o  any other i n  the net ? 

Larson : Would you l ike Walter Hamil ton to have free acces s  to your 
carefu l ly co l lected s tructure factors?  

Anonymous :  I ' m not talking about that . I m talking about such things 
as opt imizing a PL- 1 comp i ler , for examp le .  

Dewar : There i s  a signi ficant ques tion here having to do with whether 
IBM wi l l  be upset  when the number of PL- 1 comp i lers on order goes  
down by two orders of  magni tude . I ' m not quite sure what one can 
hypothesize about that si tuation. IBM wi l l  probab ly work out some­
thing that seems reasonab le to them and that seems reasonab le to 
peop le who use the network , and they ' l l  buy it . Otherwi se they won ' t .  

Thomas : There i s  another imp lication of  networking that Ray Young men­
tioned but that hasn ' t  been made exp licit enough . We might al l 
agree that there i s  develop ing a dependency on computers , not only 
by crys tal lographers but by everybody e lse , which approaches the 
dependency that we have on e lectric power for examp le .  That kind 
o f  dependency can be catas trophic unles s suf ficient redundancy 
is bui l t  into the networks and systems . Thus a network must no t 
be al lowed to fai l  tota l ly , for hardware , software , or almost any 
other reason . One o f  the point s of thi s symposium should be to 
expre s s  our concern regarding the required re liabi l ity and redun­
dancy that mu s t  be bui lt into networks in order to avoid the kind 
o f  co l lapse one can eas i ly foresee . 

Hami lton :  That ' s  a very good point . If  a l l  o f  the crystal s tructures 
are being re fined on one computer that has one bit  wrong in some 
pos i t ion , then al l the structures in 1972 wi l l  be wrong for the 
same reason . 

Dewar : We seem to be get t ing swept away by the ARPA Network and for 
many of us it ' s  a first  expo sure . But there is another view wh ich 
is  that the computations we ' re performing are basica l ly trivial . 
To a computer scient i s t , for ins tance , they are genera l ,  perhap s 
in the last  analysi s  even boring , prob lems just consi s t ing of simp le 
arithmetic , and part of  what we are fight ing today is that b ig 
machines are not des igned for s imp le ari thmet ic . They ' re designed 
for data retrieval , swapping , paging , devouring re source s ,  etc . 
There i s  a cogent argument for estab l i shing a big computer designed 
so lely for numerical proce ssing , get t ing rid of a l l  these prob lems 
that come from informat ion handling .  From thi s  point o f  view, e lim-
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inating comp let e ly extraneous uses o f  the computer , one can certainly 
get uti lizat ions and e fficiencies that are great ly enhanced , and I 
think we shou ld not neglect the possibil ity that the mo s t  e ffect ive 
way of  dealing with crystal s tructure so lution may be to estab lish 
one crystal lographic computer spec i fically oriented towards that 
task . The aims are simi lar enough to tho se o f  the quantum chemistry 
study that there i s  a conf luence of obj ect ives here . 

Sayre :  A National Computation Center does not in i t s e l f  sat i s fy the 
des ire for rapid transmi s s ion of prob lems from smal ler instal lations . 
Furthermore ,  the p lacing of  such a Center in a network would not 
prec lude the deve lopment of special-purpose hardware at that Center 
aimed at providing particular ly efficient service for crystal logra­
phers and o ther special group s .  Therefore i t  seems to me that the 
commit tee considering such a Nat ional Computation Center might 
st ipulate that such a Center , i f  i t  i s  to be created at a l l , should 
be created within the framework of a computer network . 

Dewar : I just want to point out that the exi s t ence o f  the network today 
may not be the entire solution . We may s t i l l  want particularly to 
look at special-purpose hardware . 

Kay : I f  networks are going to be set up in the next few years , off-
shore areas such as the Caribbean where both I and my co l league s 
such as Fletcher work should be remembered . Hawaii , Alaska , or even 
Montana , have s imi lar prob lems . Our te lephone system is rather poor 
and the internationa l lines are probab ly not fast , and are very noisy . 
I wonder i f  sate l lite  transmi s s ion has been thought about for remote 
areas? It would be help ful  if  some provis ion were made for interna­
tional usage for the bene fi t o f  undeve loped areas . Interested peo ­
p le in Jamaica o r  Venezue la o r  other p l aces that have moderate ly act­
ive groups could probab ly make good use o f  U. S .  data bases . It cou ld 
aid in their economic and educational  deve lopment . 

Lykos :  There a lready exists  a system in Hawai i cal led ALOHA. They have 
a version of the IMP cal led MENEHUNE ( ' litt le e l f ' ) .  What i s  dif­
ferent about their system i s  that radio transmis s ion i s  used rather 
than copper wire and microwire ( i . e . , t e lephone circuit s ) . In fact , 
Larry Robert s ,  ARPA director o f  the ARPA Network , discusses the im­
p l i cation s of  radio transmis sion between a handhe ld transceiver and 
a computer/ communications system at the 197 2 Spring Joint Computer 
Conference , o f  which Proceedings wil l  be dis tributed at the Conference 
(May 16- 18 , 1972 ) . With regard to your second point , sate l l ite data 
communication is already happening . In October of 197 2 there wi l l  
b e  an International Conference on Computers and Communications at 
Wash ington , D. C . , designed to provide a forum for techno logi s t s  in 
Computer Science , Economics , and Law. A demonstrat ion proj ect i s  
p lanned invo lving India , England , and the USA. Should the wor ld 
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o f  crystal lography have a contribut ion to that demonstrat ion , I 
would be happy to provide a contact .  

Oxman :  The Nat ional Library o f  Medicine ' s  Lis ter Hi ll Center for Bio­
medical CQmmunicat ions i s  current ly involved in trial use of a 
NASA satellite  for transmis s ion o f  voice and data communicat ions 
between the center , located in Bethesda , the Univers i ty of Alaska , 
and designated clinica l centers to improve health-care services in 
Alaska . This ia perhaps a basi c  research effort to deve lop and 
test the feasibility of  using satellites  for the communicat ion of  
data . 

Fritichie : I ' d like to ask the representatives of the government agencies , 
in view o f  their encouragement o f  large comput ing networks and cen­
ters , what is the at titude towards scienti fic data banks , such as for 
examp le a depository for crystal structure information . A decade 
ago or so thi s  sort of thing was discussed , but the techno logy then 
es sentially was not up to the concept ion . Has that point been pas sed 
and are the agencies now wi lling to put money into support of con­
s truct ion of such data banks? We seem to be c lose to the point o f  
eliminating publicat ion s .  If  everyone is  hooked into a data cir-
cui t  and has acces s  to data , once they have been appropriate ly re­
ferred and depo s ited , why pub lish at all?  

Lykos :  You are speaking direct ly to the programmat ic thrust of the NSF 
Office of  Scienti fic Information Sys tems . Program and data sharing 
by network not only provides a medium of  communication between scien­
t i s t s  with s imi lar interes t s  but also between scientists  who are 
finding channe ls of communication via prob lem- so lving algori thms im­
p lemented as comput er programs . O f  course this  wi l l  have an impact 
on the very process o f  pub licat ion. Crystal lographer s who want to 
get into the creation , maintenance , and acce s s ib i lity of data banks 
should get in touch with OSIS . 

Hall : Crys tal lographers should not get as invo lved in systems program­
ming as we have done in the pas t .  I refer particularly t o  machine 
and assembly language coding . I f  this i s  needed for special ap­
p li cations , our efforts would be a lot better emp loyed if we directed 
peop le who are rea lly trained to do i t . We all agree that if you 
rep lace the much-used program DO- loops with machine code you can 
speed things up , but with the opt imizers avai lab le in most compi lers 
today the gains are minimal .  Much more t ime and money have been lost  
over the years in  changing other peop le ' s programs from an assemb ly 
code back into a form that wi l l  suit  your machine than has been 
gained by thi s  operat ion . With vector computers of the future , again 
I think it should not be our concern to opt imize the vectoring o f  
our programs . Our obj ectives with a computer such a s  ILLIAC- IV shou ld 
be to ensure that the systems analys ists  supp ly a comp i ler that wi ll 

129 

Copyr igh t  ©  Nat iona l  Academy o f  Sc iences .  A l l  r i gh ts  reserved .

Computa t iona l  Needs  and  Resources  in  Crys ta l log raphy :  Proceed ings  o f  a  Sympos ium,  A lbuquerque ,  New Mex ico ,  Apr i l  8 ,  1972 .
h t tp : / /www.nap .edu /ca ta log .php?record_ id=18587

http://www.nap.edu/catalog.php?record_id=18587


vec tor it  e fficient ly for us . The crystallographer at large should 
not have to worry about such systems problems . I would like to 
put in a p lug for generalized FORTRAN programming that can be used 
in a b lack-box fashion .  Al len Larson sugges t s  that all users must un­
derstand the workings o f  the crys tal lographic programs they are us ing . 
I think those days are we l l  and tru ly pas t .  Already we have chem­
is t s , mineralogis t s , and o thers using our program who know litt le 
about crystallography per se . Such use is  l ike ly to increase with 
t ime ,  and I do not view it as a bad thing . 

Dewar : A lot of peop le  who are normal ly crystal lographers are actual-
ly first  assis tants to programmers . A lot of  peop le working in 
crystallographic laboratories are rea l ly firs t - rate programmers who 
have contributed a tremendous amount o f  computer techno logy . One 
o f  the ideas back of the proposal for a Nat ional Center for Computa­
t ion in Chemistry is bringing together a group of high ly trained 
personne l ,  not just hardware . Some of that tremendous expert is e  is 
terrib ly diffused at  the moment . I cannot agree that i t  i s  not worth 
looking into special ized programming . There are p eop l e  who have in­
terests  right up that s treet and , given ideal s i tuat ions , could achieve 
tremendous things . Certain chemical cryst a l lographers should not get 
invo lved , but there are others very much interested , and they should 
be given an environment in which they can work e ffec t ively . 

King : A crystal lographer cannot be expected to des ign the system, but 
an appreciat ion of  what the sys tems can do would avoid binds where 
some FORTRAN code does not effect the comp lete trans fer of one word . 
I f  you apprec iate the differences between systems , you can sometimes 
avoid cos t ly s i tuat ions . Also , such understanding can he lp you write 
your FORTRAN code so as to use whatever i s  mo s t  e fficient for the 
part icular sys tem. I have found that , whenever I wanted to write a 
subrout ine in machine code in order to get a tighter loop , a nice way 
to do this when us ing batch processing was to get the compiler list­
ing from the FORTRAN code , and then remove the redundant step s .  This  
went about as far toward making the loop tighter as anything one could 
go , and be s ide s , one learned a litt le bit  about the system, even i f  
only about the pract ical detai ls  of  the FORTRAN system that could be 
safe ly e liminated . Now that we are us ing a remote termina� I regret 
that we do not get a comp i ler printout to t e l l  us how to improve our 
own FORTRAN programs . 

Hal l : One should not have to worry about whether a hal f  word is  trans­
ferred in a computer operation , or no t .  The computer peop le should 
be made to fu l fi l l  the specificat ions as  defined in ASCI- II , etc . , 
and our e fforts  would be best used in ensuring that such s tandard­
izat ion is  adhered to . As users , we should not have to be concerned 
about such specia l  hardware operations . 

Larson : I think i t  should not be neces sary as you say for us real ly to 
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worry about it . The one who ' s doing the systems programming like 
Jim Stewart or myse l f  has to worry about that . He has to have it 
done so that if we de liver these sys tems to you , you can get them 
on without too much trouble . It ' s somet imes  very difficult to do 
that . 

Anonymous : I wou ld like to echo Dr .  Ha l l ' s sent iment s on th is  matter . 
Professor Dewar started out saying that crystal lographers should be 
concerned about the social importance o f  the ir prob lems , but then he 
turned around to chide us for not put t ing our programs into special­
ized machine language at a specialized comput ing center . The em­
phas is has been so much on e fficiency , as opposed to the thought 
that the networks and the nat iona l  computing centers would perhaps 
enab le the protein crystal lographer to formu late and actua l ly so lve 
his  prob lems . I would hope that the study o f  a nat ional center wou ld 
be much more concerned with the scient i fic value than with the ef­
ficiency that would re sult . 

Dewar : I do not think you can separate the two , There are problems with 
price tags attached to them, and increasing e fficiency is the name 
of the game , because that i s  what put s more prob lems within reach . 

Young : Sure ly we shou ld do whatever we do efficient ly , but we should not 
be so concerned just with e fficiency that we fai l to look about to 
see what e l se we could be doing . Steve Freer touched on that point 
when he suggested that the avai lab i l i ty of thi s  network may produce 
a new dimens ion in comput ing , a quantum jump .  We may be ab le to take 
on new prob l ems we had not conceived of before . 

Stewart : But the quantum jump wi l l  not come in crystal lography i f  al l 
of us are continual ly trying to second-gue s s  the sys tems peop le on 
the network . 

Larson : You are , of  course , pounding at lack of  communicat ion with the 
software designers . We are not apparent ly gett ing to them the mes­
sage that FORTRAN- IV should be FORTRAN- IV or PL- 1 or whatever lan­
guage . 

Young: That me ssage is  c lear enough . 

Larson : But they are not reading i t ! We shou ld not have to push that 
mes sage to them. Those of us who are programmers should be able  to 
take a FORTRAN comp i ler on any machine and presume that the FORTRAN 
deck wi l l  produce the same resu l t s  on an IBM 360 , on a Univac 1 108 , 
on a CDC , Honeywe l l , or GE . That i s  the reason you have gone to your 
pidgin FORTRAN, and even your pidgin FORTRAN is not legal on a l l  
machines .  The b iggest trouble I think you are having there on that 
ha lf  word is in the abi li ty to use half-word integers or two byte 
integers . 
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Hami l ton : Is there a consensus here that the crystallographic community 
i s  interested in exp loring serious ly the pos s ib i lities o f  crystal lo­
graphic computing networks and centers ,  and that this mes sage should 
be carried to the group that is s tudying the theoret ica l  chemistry 
center? It seems to me it would be a good idea if the ACA Comput ing 
Committee also were to discuss this matter . 

Larson : The ACA Comput ing Committee p lan in their report to make a strong 
sugges tion that peop le submit programs to the Quantum Chemistry Program 
Exchange . 

Hami l ton : I was suggesting that the ACA Committee might give a few 
hours o f  good discussion to the topics we ' ve raised today , perhaps 
to see whether the ACA wi shes to s t imulate any pos itive act ion on 
the part of  the funding agencies . Any final comment? 

Fritchie : One problem that was ment ioned fairly early has been somewhat 
neglected in our discus s ion. That is the human problem of  maintain­
ing a service att i tude in such a cen ter . The advantage o f  competi­
t ion from several equivalent centers has enormous potent ial , and 
I think this point should be considered care fu l ly by any study group . 

Calvert : I would not l ike a consensus to go forward on the basis of 
one particular area of  interest . As a society we should be care­
ful to remember that a large number of crystal lographers are in­
terested in smal l  or medium- s ized mo lecules . The special problems 
pecul iar to very large molecules  might better be discussed sep­
arate ly . It  is pos s ible that smal l  s tructures can continue to be 
done s imp ly and cheap ly by existing techniques .  

Hamilton :  I would agree with that . I certainly wi sh to thank a l l  of  
the peop le who have participated , the principal speakers and members 
of the audience as wel l .  The sympos ium is adj ourned . 
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Appendix 1 

QUESTIONNAIRE . Pleas e  return b efore 1 March to Wa l t er C .  Hami l ton 
Chemis try Dep ar tment 
Brookhaven Na tiona l  Labora tory 
Up ton , New York 119 7 3  

T o  Assis t i n  the preparation o f  backgr ound material for the Symp os ium on 
Comp uting Needs and Res ources in Crys tal lography , the organi zers would be 
especially grateful if each member of the ACA (only one s pokesman for ea ch 
group ) would comp lete and return this q ues t ionnaire at his ear lies t conveni ence . 

1)  I s  your work p rimarily ( 
( 

) s truc ture determination 
) other (please s pecify ) 

I f  s truc ture de termination , are the s truc tures general ly 
( ) sma l l  ( ) medium ( ) large? 

2) What model compu ter do you us e for mos t of your c rys tallographi c  
computa t ions ? If none , s o  s tate . 

3) What is your real computing cost per year ? $ 
a) How much o f  th is is f rom individual 

federal grants ? $ 
b )  How much from o ther grants ? $ 
c )  H ow  much i s  subs idi zed by your 

ins t i tution? $ 

4) P lease es timate the p ropor tion of your computing cos ts 
a) Collection & preliminary process ing of data 

b )  Di rec t me thods , Patters on me thods 

c )  Re finement 

d )  O ther (p lease specify ) 

5 )  How much do you expect your computer usage to increase 
a) By 19 77  % b )  By 19 82 % 

devo ted to 
% 
% 
% 
% 

6 )  What is the computing cos t of an average s truc ture determina tion 
(if any ) in your laboratory ?  $ ____ _ 

7)  Have you· ever Yes 
a) Carried out computations from a remo te 

terminal? 

b)  Made extens ive us e o f  computers no t in 
your own ins ti tution? 

c) Used the ACA o r  IUCr program lis t s ?  

8) Do you feel tha t  
of the computing 

( ) s erious ly 

limi tations on the qual i ty or quanti ty 
avai lab le to you affect your work 

( ) moderately ( ) S l igh tly ? 
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Appendix 2 

List  o f  Participants 

S . C . Abrahams , Be l l  Te lephone Laboratories , Inc . , Murray Hil l , New Jersey 
Gopa l  Ambady , Roswel l  Park Memorial Ins t i tute , Buffalo , New York 
Herman L.  Ammon ,  Department o f  Chemi s t ry , Univers ity o f  Maryland , Col lege 

Park , Maryland 
Marcia F .  Bai ley , Depar tment o f  Phys ics , Central  Michigan Univers i ty ,  Mt .  

P leasant , Michigan 
Werner H. Baur , Department of  Geo logical Sciences , Univers i ty o f  I l l inois , 

Ch icago , Illinois 
John D .  Be l l ,  Department o f  Chemistry ,  University of  Cal i fornia , Los Angeles ,  

California 
He len M. Berman , Ins t i tute for Cancer Research , Phi ladelphia , Pennsylvania 
John F .  Blount , Hoffmann- La Roche , Inc . , Nut ley ,  New Jersey 
Robert Blumenthal ,  ENRAF-NONIUS , Pitt sburgh , Pennsylvania 
Bruce W. Brown , Department of Chemi s try , Port land S tate Universi ty , Port land , 

Oregon 
George M. Brown , Oak Ridge National Laboratory , Oak Ridge , Tennes see 
Gi lbert Brus se l l , Sandia Laboratories , Albuquerque , New Mexico 
Wi l liam R.  Bus ing , Chemis try Divi s ion , Oak Ridge Nationa l  Laboratory , Oak 

Ridge , Tennes see 
Sue Byram, Syntex Corporat ion , Palo Al to , California 
Howard H.  Cady , Los Alamo s  Scientific Laboratory , Los Alamos , New Mexico 
L. D .  Ca lvert , Chemi stry Divis ion , National  Resear ch Counci l ,  Ottawa , Canada 
Horace L. Carre l l , Ins titute for Cancer Research , Philadelphia , Pennsylvania 
Char les N. Caugh lan , Department of Chemistry , MOntana State University ,  

Bozeman , MOntana 
J . R. C lark , Naval Pos tgraduate Schoo l ,  MOnterey , Cali fornia 
H.  Co le , International Busines s  Machines Research Center , Yorktown Height s ,  

New York 
Phi l ip Coppens , Department o f  Chemistry , State University of New York , 

Bu ffalo , New York 
Peter W. R. Corfield , Department o f  Chemistry ,  Ohio State University , Columbus , 

Ohio 
David Crump , University of  Wes tern Ontario , London , Ontario , Canada 
David L. Cullen ,  Department o f  Biochemistry and Biophysics , Texas A & M 

Univers i ty ,  Col lege S tat ion , Texas 
Bet ty Ro lfs Davis ,  Department o f  Chemistry ,  Brookhaven Nat ional Laboratory , 

Upton , New York 
Victor Day , Mas sachusetts  Institute o f  Technology , Cambridge , Mas sachuse t t s  
Robert B . K. Dewar , Department o f  Computer Science , I l l inoi s  Inst i tute of  

Techno logy , Ch icago , Illinoi s  
Brian Dickens , Nat ional Bureau of S tandards , Washington , D . C.  
Robert J.  Doedens , Department of Chemistry ,  University o f  California , 

Irvine , California 
Gabrielle Donnay , Department of Geo logical Sciences ,  MCGi l l  University ,  

MOntrea l , Canada 
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J . D . H. Donnay, Universit6 de MOntr�al , MOntreal , Quebec ,  Canada 
James W. Edmonds ,  Medical Foundation o f  Buffalo , Buffa lo ,  New York 
Earl F .  Ep stein , Department o f  Chemistry ,  Colorado State Univers ity , 

Fort Co llins , Colorado 
Donald J .  Fensom, Noyes Laboratory , California Institute o f  Technology , 

Pasadena , Cal i fornia 
Alvin Fitzgerald , Department of Chemistry ,  MOntana State Univers i ty ,  Bozeman , 

MOntana 
S teven T. Freer , Department of  Chemistry ,  Univers i ty of  California , San 

Diego , La Jo l la ,  California 
Bertram A. Frenz , Department o f  Chemistry,  Texas A&M Univers i ty ,  Co l lege 

S tation , Texas 
Michel N.  Frey , Department o f  Chemistry , Brookhaven National Laboratory , 

Up ton ,  New York 
Charles J .  Fritchie , Jr . , Department o f  Chemistry ,  Tulane University , New 

Orleans , Loui siana 
E . J .  Gabe , Nat ional Research Council , Ot tawa , Canada 
Richard D.  Gi lardi , Naval Research Laboratory , Washington 
Sydney R. Hall , Mineral Sciences , Department of Energy , Mines , and Re­

sources , Ottawa ,  Canada 
Walter C. Hami l ton , Department o f  Chemistry ,  Brookhaven Nat ional Laboratory , 

Upton , New York 
Jonathan C .  Hanson , Department o f  Bi logical Structure , University c f  Wash­

ington , Seat t le , Washington 
Herbert Hauptman , Medical Foundation of  Buffalo , Buffalo , New York 
S tuart w. Hawkinson , Department o f  B iochemis try ,  Univer sity o f  Tennes see , 

Knoxville , Tennes see 
John Hodson , Univers ity of Washington , Seat t le ,  Washington 
Francis  E .  Holmes , Bureau of Narcotics & Dangerous Drugs , Department o f  

Jus tice , Washington , D . C .  
Alan E .  Hutchings , Kew Corporation ,  Cleveland Height s ,  Ohio 
James A. Ibers , Department of Chemistry , Northwestern University ,  Evanston ,  

Illinoi s  
G. A. Jeffrey , Department of Crystal lography , Univers i ty o f  Pitt sburgh , 

Pitt sburgh , Pennsylvania 
Carro l l  K .  Johnson , Chemi stry Division , Oak Ridge National Laboratory , 

Oak Ridge , Tennes see 
Gopinath Kartha , Roswel l  Park Memorial Institute , Buffalo , New York 
Henry Katz , Univers i ty o f  Pennsylvania , Philadelphia , Pennsylvania 
K. Ann Kerr , Department of Phys ics , Univers ity of Calgary , Alberta , Canada 
MUrray Vernon King , Laboratory of  Physical Biochemistry ,  Massachusetts  

General Hospital , Boston , Massachusetts  
Richard M. Kirchner , Department of Chemistry ,  Northwes tern University,  

Evanston ,  Illinois 
Thomas F.  Koetz le , Department o f  Chemistry ,  Brookhaven National Laboratory , 

Upton , New York 
Robert Lancaster , ENRAF-NONIUS , Pitt sburgh , Pennsylvania 
Al len c. Larson , Los Alamos Scientific Laboratory, Los Alamos , New Mexico 
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E . C .  Lingafelter , Department o f  Chemistry ,  University of  Washington ,  
Seat t le ,  Washington 

A . H. Lowrey , Naval Research Laboratory , Washington, D . C . 
Peter G.  Lykos* , Office of Computing Act ivities , Nat ional Science Foun-

dation , Washington, D . C .  
Gretchen Mande l ,  University of  Pennsylvania , Phi ladelphia , Pennsylvania 
Nei l  Mandel ,  Univers ity of Pennsylvania , Phi lade lphia , Pennsylvania 
R. C.  Medrud , Technical S taffs Divi s ion , Corning Glass Works , Corning , 

New York 
Edgar F .  Meyer , Department o f  Biochemistry and Biophysics , Texas A&M 

University,  Co l l ege Station , Texas 
Alan D .  Mighe l l ,  Nat ional Bureau of  S tandards ,  Washington , D. C .  
C . M. Mitche l l , Department o f  Energy , Mines and Resources ,  Ontario , Canada 
Michael R. Murphy , University of  Cal i fornia , Los Angeles , California 
Hugh B. Nicho las , Biophysics Laboratory , Univers ity of Wiscons in , Madison , 

Wisconsin 
Yo shi Okaya , Department of Chemistry ,  State University o f  New York at 

Stony Brook , S tony Brook , New York 
Michael A. Oxman , Biotechno logy Resources Program, Nat ional Inst i tutes of 

Heal th ,  Bethesda , Maryland 
R. Parthasarathy , Roswe l l  Park Memorial Inst i tute , Buffalo , New York 
George T. Pashape , ENRAF-NONIUS , Pitt sburgh , Pennsylvania 
Mart in A. Pau l , Divis ion of Chemistry and Chemical Technology , Nat ional 

Re search Counc i l , Washington, D . C .  
Nicholas c .  Payne , Department of  Chemistry ,  University o f  Wes t ern Ontar io , 

London, Ontario , Canada 
Carl F .  Pih l , International Bus ine s s  Machines , E. Fishkil l ,  New York 
Joseph J. P luth , Depar tment of Geophys ical Science , Univers i ty of Chicago , 

Chicago , I l l inois 
Rod Res tivo , Department o f  Chemi stry ,  Univers ity of  Virginia , Char lo t tes­

vi l le ,  Virginia 
Robert Rosenstein ,  Department of Crystal lography , Univers ity of  Pittsburgh , 

Pitt sburgh , Pennsylvania 
Fred Ros s ,  S tate University o f  New York at Buffalo , Buffa lo , New York 
David Sayre , International Bus ines s  Machines Research Center , Yorktown 

Heights , New York 
Jesse w .  Sch i l l ing , Yale Univers i ty ,  New Haven , Connecticut 
Ryonosuke Shiono , Department of Crysta l lography , University of Pittsburgh , 

Pittsburgh , Pennsylvania 
Verner Schomaker , Department of Chemistry ,  University of Washington , Seatt le ,  

Washington 
Nadrian Seeman, Department of Biological Sciences ,  Columbia University ,  

New York , New York 
Douglas L. Smith , Eas tman Kodak Company , Webster , New York 
Robert A. Sparks , Syntex Analytical Instrument s ,  Palo Alto , Cal i fornia 

*On leave from I l l inois Inst i tute of  Techno logy 
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Richard H.  Stanford , Jr . , Department o f  Chemis try , California Ins t itute 
of Techno logy , Pasadena , Cal ifornia 

James M. Stewar t , Department of Chemistry ,  Universi ty of Maryland , Co l lege 
Park , Maryland 

F. L.  Suddath , Department o f  Biology , Mas sachuset t s  Ins t i tute o f  Technology , 
Cambridge , Mas sachu set t s  

J . T.  Szymanski , Mines Branch , Department o f  Energy , Mine s and Resources , 
Ottawa , Canada 

David H. Temp leton , Department o f  Chemistry ,  University of  Cal i fornia , 
Berkeley , Cal i fornia 

Robert Thomas , Department of Chemistry , Brookhaven Nat ional Laboratories , 
Upton, New York 

Louis  P .  Torre , Bel l  Telephone Laboratories , Murray Hi l l ,  New Jersey 
Robert Vardeman , Sandia Laboratories , Albuquerque , New Mexico 
Donald Voe t ,  Department o f  Chemistry ,  University of  Pennsylvania , Phi la­

delphia , Pennsylvania 
J . F .  Wagner , Data Processing Evaluation & Control Branch , Atomic Energy 

Commission , Washington ,  D . C .  
Kei th Watenpaugh , Department o f  B io logical Structure , Universi ty of  Washingto� , 

Seat t le ,  Washington 
Charles M. Weeks , Medical Foundat ion of Buffalo , Buffalo , New York 
Ch in Hsuan Wei ,  Oak Ridge Nat iona� Laboratory , Oak Ridge , Tennes see 
Johnnie Marie Whit field , Department of Chemis try , Louisiana State Univer-

sity,  Baton Rouge , Loui siana 
Jack M. Wi lliams , Chemistry Divi sion , Argonne Nat ional  Laboratory , Argonne , 

Illinois 
Richard M. Wing , Department of Chemistry , Univers ity o f  California , River­

s ide , Cal i fornia 
Robert D. Witters , Department of Chemi s try ,  Colorado Schoo l o f  Mines , Go lden , 

Co lorado 
Gerard M. Wol ten, Aerospace Corporation ,  Woodland Hi l l s , California 
John Woods ,  Picker Corporation , Cleveland , Ohio 
Nguyen-huu Xuong , Department of Chemistry ,  Univers ity of  Cal i fornia , San 

Diego , California 
R.A. Young , School of  Physics & Engineering Experiment S tation , Georgia 

Institute of Technology , At lanta , Georgia 
Al lan Zalkin, Department of Chemistry ,  Lawrence Berkeley Laboratory , Univ­

ersity of  Cal ifornia , Berkeley , Cal ifornia 
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